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Abstract
This paper characterizes the optimal degree of flexibility in a dynamic model where two candidates compete in elections repeatedly. Giving the winner of an election some flexibility to depart from an earlier campaign promise is crucial due to new information that can arrive after the election. However, too much flexibility implies that candidates follow primarily their own biases. It is shown that first-best policies can be implemented for any realization of the state in all periods, in spite of candidates’ known biases. This is achieved via retrospective voting, by adjusting the probability of reelecting the incumbent to her implemented policy.
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1. Introduction
Flexibility of candidates or parties in office to respond to new information that arrives after an election is a crucial feature of a well-functioning democracy. However, this implies that the implemented policies may deviate from what the winning candidate announced before the election, in particular if the information that arrives after the election is neither observable nor verifiable by the voters. The downside of flexibility is that incumbents may primarily follow their own biases, rather than respond optimally to shocks that arrive after the election.

The literature is divided: many authors study Downsian\(^1\) electoral competition games generally have the following structure. Two (or more) candidates or parties announce their policy platforms in the first stage of the game. In the second stage, voters elect one of the candidates. After the election, the winner implements her previously announced platform.

---

\(^1\)Downsian electoral competition games generally have the following structure. Two (or more) candidates or parties announce their policy platforms in the first stage of the game. In the second stage, voters elect one of the candidates. After the election, the winner implements her previously announced platform.
models, abstracting from flexibility by assuming that after the election, winning candidates are committed to their policy platforms announced before the election. On the other hand, in models of “postelection politics”, incumbents make policy choices once in office so that announcements made before an election are irrelevant. [1] argue that “It is thus somewhat schizophrenic to study either extreme: where promises have no meaning or where they are all that matters. To bridge the two models is an important challenge.”

This paper helps to overcome this “schizophrenia”, by assuming that a winning candidate can deviate from an earlier campaign promise after the election. However, such deviations are costly to the candidate. The cost is implicit in the probability that the incumbent is reelected in the next period. I demonstrate that under plausible conditions, there exists an equilibrium where in each period, the winner responds optimally to information revealed after the election, thereby maximizing voters’ utility, despite the candidate’s own bias. This is achieved by “punishing” a candidate with a positive (“right-wing”) bias for implementing rightist policies via a reduced reelection probability, while rewarding her for implementing leftist policies (vice versa for a candidate with a negative bias). In equilibrium, voters are indifferent between the two candidates in each period. Adjustments in the probability of reelecting the incumbent via retrospective voting, therefore, serve as a credible threat that can “discipline” candidates, while granting them sufficient flexibility to respond to new information after the election.

In the model, candidates are both office- and policy-motivated (see [2]). Hence, they care about winning the election and about the implemented policy. Biased preferences of candidates are considered by, among others, [3] who show that reputation can help to explain why campaign promises are often kept. Flexibility to deviate from campaign promises after the election is analyzed also by [4] who assumes that candidates’ biases are private information. While the cost of deviating is exogenous in [4], I assume that it is implicit in voters’ probability of reelecting the incumbent in the future. Retrospective voting is analyzed by [5] who consider the case where voters obtain private signals about the state of the world while parties are ignorant about it. By contrast, I assume that candidates possess more information than voters and observe the state, while voters are ignorant about it (e.g., [8]). This reflects the idea that candidates have more

While in Downsian electoral competition models, binding campaign promises are the central aspect (that may for example reveal candidates’ private information about the true state of the world), models of postelection politics focus for instance on aspects such as candidates’ true (policy) motivation or competence. Persson and Tabellini write: “Thus the role of elections is very different than in preelection models. Rather than directly selecting policies, voters select politicians on the basis of their ideology, competence, or honesty, or more generally, their behavior as incumbents.” ([1], pp. 12-13).

This cost, thus, arises endogenously as part of voters’ equilibrium voting strategy. Any punishment that is credible must be compatible with players’ optimization behavior in a subgame perfect Nash equilibrium. By contrast, an exogenous cost of deviating from a previously-made campaign promise would be difficult to justify.

See also [6] and [7].
resources to get informed. For example, they can hire experts. Voters, by contrast, are lacking the time, money, or incentives to get informed about every conceivable policy issue (see [9], [10]). Retrospective voting as a way to hold politicians accountable for their actions while in office is analyzed by [11]. In contrast to the model presented in this paper, voters cannot observe the activities of the incumbent while in office. Therefore, they base their reelection decision only on their realized utility. In a model of “partisan politics” with (partially) ignorant voters, [12] find that the outcome departs more from the Downsian prediction if candidates are mostly office-motivated. By contrast, I find that candidates who are more office-motivated are easier to “discipline” than more policy-motivated candidates: the latter need stronger incentives to abstain from following their own bias when in office.

2. Model

Two candidates, A and B, compete repeatedly for office in elections. The time horizon is infinite. There is a homogeneous electorate. Voters’ utility in period $t$ is

$$u(s_t - x_t) + \epsilon_t,$$

(1)

where $s_t$ is the state of the world that is revealed to the incumbent after the election, $x_t$ is the policy implemented by the winner of the election (the incumbent) after observing $s_t$, and $\epsilon_t$ is a shock. $u$ is twice continuously differentiable, concave, and attains its maximum at zero where $u(0) = 0$. Hence, voters’ bliss point in period $t$ is $s_t$. The state $s_t$ is drawn from some continuous distribution with support $[\underline{s}, \overline{s}]$. The expectation of $s_t$ is zero in each period and states are not correlated across periods. The shock $\epsilon_t$ is also drawn from some continuous distribution and has mean zero. Both $s_t$ and $\epsilon_t$ are unobservable to the voters. The presence of the shock $\epsilon_t$ makes it impossible for voters to infer the (exact) realization of $s_t$ from their utility realized in period $t$ and $s_t$. By contrast, candidates observe $s_t$. Candidate $i$’s utility in period $t$ is

$$u(s_t + \alpha_i - x_t) + \epsilon_t + \epsilon_t W,$$

(2)

where $\alpha_i$ is the candidate’s bias, $W > 0$ is a fixed utility premium for winning office, and $\epsilon_{ij} = 1$ if candidate $i$ wins in period $t$ ($\epsilon_{ij} = 0$ otherwise).

Before analyzing the dynamic game, it is instructive to consider a simpler, static version of the model.

2.1. Static Model

Suppose, the two candidates simultaneously choose policy platforms $a_i \in [\underline{s}, \overline{s}]$, $i \in \{A, B\}$ before the election. Voters observe the platforms and elect party $i$ with probability $\sigma_i(a_a, a_B)$. Then the state $s$ and shock $\epsilon$ are realized. After observing $s$, the winner implements policy $x$, that may deviate from her previously announced policy platform. Voters observe $x$ but not $s$ or $\epsilon$. Let us as-
sume that voters can “punish” or “reward” the winner, depending on $x$, $a_d$, $a_s$, and their realized utility.

The punishment is denoted $P_i$ ($P_i < 0$ in case of a reward). The index $i$ ($i \in \{A,B\}$) indicates that the punishment function may depend on the characteristic of the party, that is, its bias. $P_i$ is subtracted from the winner’s utility after implementing policy $x$. By assumption, voters do not incur any benefit or cost from inflicting the punishment (or reward) on the incumbent, but are committed to implementing the punishment according to a pre-defined rule (see below). In the static model, we treat the functions $P_d$ and $P_s$ as exogenous objects that were chosen by society before the game is played. The goal is to determine how society would optimally design these functions so as to maximize voters’ (expected) utility.

Due to the presence of the shock $\epsilon$, any punishment rule that explicitly depends on voters’ realized utility cannot implement the first-best (i.e., $x=s$) for all realizations of the state. It turns out, however, that a simple punishment rule that only depends on the policy $x$ implemented by the incumbent after the election, is sufficient to eliminate the winner’s tendency to follow her own bias, inducing her to implement $x=s$ for any realization of $s$.

**Lemma 1** The linear punishment rule $P_i(x) = \rho_i x$, where $\rho_i = -u'(\alpha_i)$, induces the winner to choose $x = s$ for all realizations of $s$.

**Proof of Lemma 1.** After the election, the winner $\imath$ chooses $x$ to maximize $u(s + \alpha_i - x) + \epsilon + W - P_i(x)$.

Using $P_i(x) = \rho_i x$, the first-order condition reads:

$$u'(s + \alpha_i - x) = -\rho_i.$$ 

This yields:

$$x = s + \alpha_i - (u')^{-1}(-\rho_i).$$

Setting $\rho_i = -u'(\alpha_i)$ then yields the desired result.

Lemma 1 reveals that to implement the first-best, it is not necessary to make punishments contingent on voters’ realized utility or on candidates’ policy announcements. A simple linear punishment rule that only depends on the (known) bias of the winner and on the implemented policy $x$, is enough. As a result, candidates’ campaign promises $a_d$ resp. $a_s$ become irrelevant. Given the punishment rule $P_i(x) = \rho_i x$, the winner $\imath$ implements $x = s$ irrespective of $a_i$. In equilibrium, voters are indifferent between the two candidates, no matter what they announce before the election.

### 2.2. Dynamic Game

We now assume that voters can only punish or reward the current incumbent by lowering or raising the probability ($\sigma_{j,s}$) of reelecting this candidate (retrospective voting). As long as voters are indifferent between the two candidates, they are free to choose $\sigma_{j,s}$ depending on the history of the game.
We can build on our insights from the static model. Lemma 1 suggests that optimal policies may be implemented by making $\sigma_{i,t+1}$ depend linearly on $x_i$, and independent of campaign promises. Therefore, the stage where candidates announce their platforms before the election in period $t$, can effectively be removed from the model. Later we will argue that this is without loss of generality. As a working hypothesis, suppose there is an equilibrium where voters are indifferent between the two candidates in each period under the following “punishment strategy” of the voters:

$$\sigma_{i,t+1} = \frac{1}{2} - e_i x_i + (1 - e_i) \rho x_i.$$  \hspace{1cm} (3)

Hence, if $\rho > 0$, voters punish the incumbent by lowering the probability of reelecting this candidate in the next period when $x_i > 0$, and reward her with a higher election probability if $x_i < 0$. If it is possible to specify $\rho_A$ and $\rho_B$ in such a way that the winner of the election implements the first-best in each period given (3), then voters are indifferent between the two candidates at the beginning of each period, and the assumed punishment strategies can indeed be implemented in equilibrium.

Let us focus on stationary equilibria where—apart from the dependency of $\sigma_{i,t+1}$ from $x_i$ and the identity of the incumbent in period $t$—strategies do not depend on the history of the game. If such an equilibrium exists, then in period $t$ the incumbent’s discounted payoff when choosing $x_i$ is:

$$u(s_i + \alpha_i - x_i) + e_i W + \delta \left( \sigma_{i,t+1} V^h + (1 - \sigma_{i,t+1}) V^l \right).$$  \hspace{1cm} (4)

where $\delta$ is the discount factor, and $V^h_i$ denotes candidate $i$’s discounted equilibrium payoff from the next period onwards if she wins in period $t+1$, while $V^l_i$ is the respective payoff if she loses the election next period. Maximizing the discounted payoff over $x_i$, thereby using (3), we obtain the first-order condition:

$$u'(s_i + \alpha_i - x_i) = -\delta \rho x_i \left( V^h - V^l \right).$$  \hspace{1cm} (5)

Similarly as in the Proof of Lemma 1, by setting

$$\rho_i = -\frac{u'(\alpha_i)}{\delta \left( V^h_i - V^l_i \right)},$$  \hspace{1cm} (6)

first-best policy choices ($x_i = x_i$) are induced for any realization of the state $x_i$. With these values of $\rho_A$ and $\rho_B$, we thus obtain for the expected discounted payoff of candidate $i$ in period $t$ before the state is revealed, after winning resp. losing the election:

$$V^h_i = u(\alpha_i) + \delta \left( V^h_i / 2 + V^l_i / 2 \right) + W,$$  \hspace{1cm} (7)

$$V^l_i = u(\alpha_i) + \delta \left( V^h_i / 2 + V^l_i / 2 \right).$$  \hspace{1cm} (8)

Solving (7) and (8) for $V^h_i$ and $V^l_i$, we obtain:

$$V^l_i = \frac{u(\alpha_i)}{1 - \delta} + \frac{\delta}{1 - \delta} W.$$
and

\[ V_i^h - V_i^i = W. \] (9)

Using (9) in (6), we find:

\[ \rho_i = -\frac{u'(\alpha_i)}{\delta W}. \] (10)

For example, when \( u(z) = -z^2/2 \), then (10) simplifies to: \( \rho_i = \alpha_i/(\delta W) \).

To assure that for all possible realizations of the state in period \( t \), the above equilibrium can be implemented, the boundary conditions need to be satisfied for \( i = A, B \), so that \( \sigma_{i,t+1} \in [0,1] \) (see (3)). This restricts the support of the state \( s \). It is easy to see that these boundary conditions are less restrictive for larger values of \( W \) and \( \delta \).

The following proposition summarizes the above findings:

**Proposition 1** There exists an equilibrium in the dynamic game where the winning candidate in each period implements the first-best policy. The equilibrium is sustained by “punishment strategies” where voters adjust the probability of reelecting the incumbent in the next period to the policy implemented in the current period. These strategies are credible as voters are, on the path, indifferent between the two candidates in each period.

Condition (10) indicates that first-best policies are easier to implement when candidates are more office motivated, i.e., when \( W \) is larger. Then the reelection probability \( \sigma_{i,t+1} \) only needs to be raised or lowered slightly in order to deter the incumbent from following her own bias, while adjusting the policy optimally to the state. This is intuitive: if a candidate cares more about getting into office, she suffers more from a reduction in her reelection probability and will respond to such changes more strongly (the same holds for a higher discount factor).

Re-introducing the possibility of making campaign promises before each election does not change the above results. If voters follow the punishment strategies (3) in combination with (10), the equilibrium characterized above (see Proposition 1) that implements the first-best in every period, remains unchanged. There is clearly no profitable deviation for voters from their equilibrium voting strategy, since their utility is maximized on the path. And given that voters ignore candidates’ campaign promises in their voting decision, these choices become irrelevant also for the parties.

**3. Conclusions**

Giving the winner of an election flexibility to respond to new information that arises after the election, is a key feature of any well-functioning democracy. If the state of the world is not observable to the voters, while candidates can observe it, flexibility may create a tension between the candidate’s own bias and her tendency to respond to new information after the election. This paper shows that such tension can be avoided via retrospective voting, by appropriately ad-
justing the probability of reelecting the incumbent in the next period to the policy implemented today. Candidates who care relatively less about the implemented policy, and more about getting into office are easier to “discipline” than more policy-motivated candidates: the latter need stronger incentives to abstain from following their own bias.

This paper is the first step towards a theory of electoral competition where campaign promises matter, but it is not all that matters. In the model analyzed in this paper, deviations from a previously announced policy platform are costly to the winner of an election, but not infinitely costly so that some flexibility to adjust the implemented policy after the election remains. Such flexibility is crucial in the light of new information or shocks that may arrive after the election. From a practical point of view, the paper illustrates that in a well-functioning democracy, candidates or political parties should be held accountable for their campaign promises to some extent, in order to prevent them from following their own ideological biases. Yet, punishments for deviations after the election from earlier promises should be limited so that a sufficient degree of flexibility remains to respond to new information that may arrive after the election.

Future research may build on the—deliberately—simple model presented in this paper, and extend it to allow for example for private information of candidates regarding their ability or political motivation. As long as on the equilibrium path, voters are indifferent between the candidates with positive probability, the key feature of the model presented in this paper may be preserved, namely that via adjustments in the reelection probability (retrospective voting), an incumbent may be “disciplined” and, hence, deterred from following her own political bias when responding to a shock that arrives after the election.
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