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Abstract
This work focuses on presenting the development process of a self-reporting measurement instrument. Numerous scale development procedures are reviewed. They are all summarized into an overall framework of consecutive steps. A concise description is contained in each step. Issues covered comprise the following. First, the theoretical underpinning of the scale construct is described, along with the response specifications and response formats available (most popular like Likert and some more elaborated). Then the item writing guidelines follow together with strategies for discarding poor items when finalizing the item pool. The item selection criteria described comprise an expert panel review, pretesting and item analysis. Finally, the dimensionality evaluation is summarized along with test scoring and standardizing (norming). Scale construction has implications on research conclusions, affecting reliability and the statistical significance of the effects obtained or stated differently the accuracy and sensitivity of the instruments.
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1. Introduction and Basic Concepts
Questionnaire (also called a test or a scale) is defined as a set of items designed to measure one or more underlying constructs, also called latent variables (Fabrigar & Ebel-Lam, 2007). In other words, it is a set of objective and standardized self-report questions whose responses are then summed up to yield a score. Item score is defined as the number assigned to performance on the item, task, or stimulus (Dorans, 2018: p. 578). The definition of a question-
naire or test is rather broad and encompasses everything from a scale, to measure life satisfaction (e.g. the SWLS Diener et al., 1985), to complete test batteries such as the Woodcock-Johnson IV battery by Schrank, Mather, and McGrew (2014) comprising cognitive tests, (Irwing & Hughes, 2018). The scale items are indicators of the measured construct and hence the score is also an indicator of the construct (Zumbo et al., 2002; Singh et al., 2016). Generally, there are attitude, trait, and ability scales (Irwing & Hughes, 2018). Attitude, ability and intellectual reasoning measures or personality measures are considered as technical tools, equivalent e.g. to a pressure gauge or a voltmeter (Coolican, 2014). Over the past decades, such instruments became popular in psychology mainly because they provide multiple related pieces of information on the latent construct been assessed (Raykov, 2012). Scale Development or construction, is the act of assembling or and writing the most appropriate items that constitute test questions (Chadha, 2009) for a target population. The target population is as the group for whom the test is developed (Dorans, 2018). Test development and standardization (or norming) are two related processes where test development comes first and standardization follows. During test development, after item assembly and analysis, the items which are strongest indicators of the latent construct measured are selected and the final pool emerges, whereas in standardization, standard norms are specified (Chadha, 2009). Effective scale construction has important implications on research inferences, affecting first the quality and the size of the effects obtained and second the statistical significance of those effects (Furr, 2011), or in other words the accuracy and sensitivity of the instruments (Price, 2017). A set of standards for assessing standardized tests for psychology and education has been published jointly by the American Educational Research Association, the American Psychological Association, and the National Council on Measurement in Education (AERA/APA/NCME, 1999, 2014; Streiner, Norman, & Cairney, 2015). Generally, successful tests are developed due to some combination of the three following conditions (Irwing & Hughes, 2018): 1) Theoretical advances (e.g. NEO PI-R by Costa & McCrae, 1995); 2) Empirical advances (e.g. MMPI by Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1989); 3) A practical or market need (e.g. SAT by Coyle & Pillow, 2008).

The purpose of this work is to provide a review of the scale development and standardization process.

2. The Scale Development Process Overview

The scale development process as described by Trochim (2006) is completed in five steps (as quoted by Dimitrov, 2012): 1) Define the measured trait, assuming it is unidimensional. 2) Generate a pool of potential Likert items, (preferably 80-100) rated on a 5 or 7 disagree-agree response scale. 3) Have the items rated by a panel of experts on a 1 - 5 scale on how favorable the items measure the construct (from 1 = strongly unfavorable, to 5 = strongly favorable). 4) Select the
items to retain for the final scale. 5) Administer the scale and to some of the responses of all items (raw score of the scale), reversing items that measure something in the opposite direction of the rest of the scale. Because the overall assessment with an instrument is based on the respondent’s scores on all items, the measurement quality of the total score is of particular interest (Dimitrov, 2012). In a similar vein, Furr (2011) also described it as a process completed in five steps: (a) Define the Construct measured and the Context, (b) Choose Response Format, (c) Assemble the initial item pool, (d) Select and revise items and (e) Evaluate the psychometric properties (see relevant section). Steps (d) and (e) are an iterative process of refinement of the initial pool until the properties of the scale are adequate. Test score then can be standardized (see relevant section).

There are several models of test development. In practice, steps within the different stages may actually be grouped and undertaken in different combinations and sequences, and crucially, many steps of the process are iterative (Irwing & Hughes, 2018). In Table 1 the scale development process described by multiple different sources is presented as the steps suggested by different sources differ. Note that in Table 1 an integrative approach to the scale development process combining steps by all sources is contained at the bottom of Table 1. The phases of the scale development process are presented in the sections below.

3. Phase A: Instrument Purpose and Construct Measured

When instruments are developed effectively, they show adequate reliability and validity supporting the use of resulting scores. To reach this goal, a systematic development approach is required (Price, 2017). However, the development of scales to assess subjective attributes is considered rather difficult and requires both mental and financial resources (Streiner et al., 2015). The prerequisite is to be aware of all existing scales that could suit the purpose of the measurement instrument you wish to develop, judging their use without any tendency to maximizing deficiencies before embark on any test construction adventure. Then, there is one more consideration: feasibility. Some feasibility dimensions need to be considered are time, cost, scoring, the method of administration, intrusiveness, the consequences of false-positive and false-negative decisions, and so forth (Streiner et al., 2015). After that, the scale development process can start with the definition of the purpose of the instrument within a specific domain, the instrument score and the constraints inherent in the development (Dimitrov, 2012; Price, 2017). As a rule, in the research field of psychology, the general purpose of a scale is to discriminate between individuals with high levels of the construct being measured from those with lower levels (Furr, 2011).

However, the test developed should first determine clearly the intended construct been measured. Defining the construct to be measured is a crucial step requiring clarity and specify (DeVellis, 2017; Price, 2017). Outlining a construct is possible by connecting ideas to a theory (e.g. the emotional intelligence;
Table 1. The scale development process described by multiple different sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Steps of the Development process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crocker &amp; Algina, 1986</td>
<td>Set Primary test Purpose</td>
</tr>
<tr>
<td></td>
<td>Set test specification</td>
</tr>
<tr>
<td></td>
<td>Review Pool items</td>
</tr>
<tr>
<td></td>
<td>Revise Pool</td>
</tr>
<tr>
<td></td>
<td>Item analysis</td>
</tr>
<tr>
<td></td>
<td>Norming-Manual</td>
</tr>
<tr>
<td>DeVellis, 2017</td>
<td>Set object of measurement</td>
</tr>
<tr>
<td></td>
<td>Set Format for Measurement</td>
</tr>
<tr>
<td></td>
<td>Concoer Inclusion of Validation Items</td>
</tr>
<tr>
<td></td>
<td>Evaluate the items</td>
</tr>
<tr>
<td></td>
<td>Optimize Scale Length</td>
</tr>
<tr>
<td>Furr, 2011: p. 6</td>
<td>Set construct and context</td>
</tr>
<tr>
<td></td>
<td>Assemble item pool</td>
</tr>
<tr>
<td></td>
<td>Collect data</td>
</tr>
<tr>
<td></td>
<td>Gap identified</td>
</tr>
<tr>
<td></td>
<td>Test items</td>
</tr>
<tr>
<td></td>
<td>Reliability studies</td>
</tr>
<tr>
<td></td>
<td>Present results</td>
</tr>
<tr>
<td>Streiner et al., 2016: p. 5</td>
<td>Set theoretical foundation</td>
</tr>
<tr>
<td></td>
<td>Select construct attributes</td>
</tr>
<tr>
<td></td>
<td>Set content of the items</td>
</tr>
<tr>
<td></td>
<td>Develop administration procedures</td>
</tr>
<tr>
<td></td>
<td>Revise test</td>
</tr>
<tr>
<td></td>
<td>Develop the technical manual</td>
</tr>
<tr>
<td>Price, 2017: p. 167</td>
<td>Set the purpose</td>
</tr>
<tr>
<td></td>
<td>Define testing population</td>
</tr>
<tr>
<td></td>
<td>Write items</td>
</tr>
<tr>
<td></td>
<td>Pilot test</td>
</tr>
<tr>
<td></td>
<td>Develop norms</td>
</tr>
<tr>
<td>Irving &amp; Hughes, 2018: p. 4</td>
<td>Definition, Item writing</td>
</tr>
<tr>
<td></td>
<td>Panel Review</td>
</tr>
<tr>
<td></td>
<td>Reliability</td>
</tr>
<tr>
<td></td>
<td>Test specification</td>
</tr>
<tr>
<td></td>
<td>Implementat ion and testing</td>
</tr>
<tr>
<td>An integrative approach of all sources</td>
<td>Overall planning</td>
</tr>
<tr>
<td></td>
<td>Factor Analysis &amp; IRT</td>
</tr>
<tr>
<td></td>
<td>Test scoring and norming</td>
</tr>
<tr>
<td></td>
<td>Generate Item Pool</td>
</tr>
<tr>
<td></td>
<td>Revise Pool 1</td>
</tr>
<tr>
<td></td>
<td>Expert Review Pool items</td>
</tr>
<tr>
<td></td>
<td>Set administration procedures</td>
</tr>
<tr>
<td></td>
<td>Set test specifications</td>
</tr>
<tr>
<td></td>
<td>Validation studies</td>
</tr>
<tr>
<td></td>
<td>Technical Manual</td>
</tr>
</tbody>
</table>

Goleman, 1995). However, constructs in psychology are not directly observable (Kline, 2009; Sawilowsky, 2007; Milfont & Fisher, 2010 among many others), thus developers have first to define a general philosophical foundation to connect the construct to a set of observable traits or behaviors (Price, 2017). For example, the Broaden and Build Theory of positive emotions by Fredrickson (Fredrickson, 1998, 2001, 2003, 2013) was postulated within the positive psy-
psychology movement, initiated by Seligman (Seligman, 1998; Seligman & Csikszentmihalyi, 2000) that perceives psychology in a different perspective from “as usual” (Seligman & Pawelski, 2003). That is, the philosophical foundation of a test or instrument is a connector between the construct to be measured and a related body of a material called domain (Nunnally & Bernstein, 1994: p. 295 reproduced by Price, 2017). Dimitrov (2012) offers an illustrative example: various definitions of “self-efficacy” exist in models like the Social Cognitive Theory (Bandura, 1997), the Theory of Planned Behavior (Ajzen, 1991), the Transtheoretical Model (Prochaska, Norcross, Fowler, Follick, & Abrams, 1992), and the Health Action Process Approach (Schwarzer, 2001).

Then the construct can be operationalized. Deciding on the construct is usually based on a review of related literature, along with consultation with subject-matter experts. Then a concise, clear and precise definition of the construct is generated. Using this definition, the item content is specified with precision and clarity (Price 2017; DeVellis, 2017). An initial construct definition should be as clear as possible (DeVellis, 2017) but will often be somewhat broad. From this point, by systematic literature review, existing tests are identified and the nature of the target construct is studied. After this review, the test developer can refine the construct definition further (Irwing & Hughes, 2018). The construct operationalization specifies the following: (a) a model of internal structure; (b) a model of external relationships with other constructs; (c) potential relevant indicators, and (d) construct-related processes (Dimitrov, 2012). The next step is to link domain content with domain-related criteria. Then planning is necessary (Irwing & Hughes, 2018) to specify a wide range of options available pertaining to item specifications described next. Methods to identify the attributes that accurately represent the targeted construct (especially useful in ability and intelligence tests) by Price (2017) are presented in Table 2 and Figure 1.

4. Phase B: Response Scale Specifications

One of the first decisions when designing a questionnaire is whether to include open (allowing answer in the respondents’ own words) or closed questions (forcing responses from a set of choices). The vast majority of items are closed, although some open questions are used in survey research or items requiring a numerical input e.g. age, weight, (Krosnick & Presser, 2010). Nevertheless, items

Table 2. Methods for identifying the attributes that accurately represent the targeted construct.

<table>
<thead>
<tr>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject-matter experts decide on the attributes to be measured</td>
</tr>
<tr>
<td>Interviews of key elements through an iterative process</td>
</tr>
<tr>
<td>Review of the related literature</td>
</tr>
<tr>
<td>Content analysis to track dimensions or topic areas</td>
</tr>
<tr>
<td>Direct observation</td>
</tr>
</tbody>
</table>

Questions to be answered during planning of the scale development (content by Irving & Hughes, 2018: pp. 9-10).

4.1. Response Scale Format

Roughly speaking, the response scale format denotes the way items are worded and responses are obtained and evaluated (Furr, 2011). Common scale formats
Item Specifications especially pertinent in Likert and Likert-type scales that should be decided along with item writing include (Nunnally & Bernstein, 1994; Dimitrov, 2012; Barker et al., 2016): (a) Guttman Scaling (Guttman, 1941, 1944, 1946); (b) Thurstone Scaling (Thurstone, 1928); (c) Likert Scaling (Likert, 1932, 1952). (A) and (B) are not equally weighted item scales while (c) is (DeVellis, 2017). The Classical Measurement Model is more suitable for scales with items being approximately equivalent sensors of the measured construct, like Likert (see also Price, 2017). Generally, scales made up of items that are scored on a continuum and then summed to generate the scale score are more compatible with the Classical Measurement Model (of latent variable measurement) postulating that items are comparable indicators of the underlying construct than with the Item Response Theory that is an alternative measurement perspective (DeVellis, 2017; Price, 2017) and cases (A) and (B) are more suited (DeVellis, 2017). For this reason, we only briefly describe Guttman and Thurstone Scaling and in more detail the Likert Scaling or generally all continuous and equally weighted scales (DeVellis, 2017) of direct estimation (Streiner et al., 2015).

Guttman Scaling

This is a comparative method (Streiner et al., 2015). A Guttman scaling (Guttman, 1941, 1944, 1946; Aiken, 2002) that consists of items tapping increasingly higher levels of an attribute (also called scalogram analysis, deterministic scaling, or cumulative scaling; Dimitrov, 2012). A respondent should select a group of items until the amount of the attribute measured exceeds the one possessed by the respondent. At that point, no other item by the group should be
selected. Purely descriptive data works well with a Guttman scale, e.g. Do you drink?—“Do you drink more than 2 glasses a day?” etc. A respondent’s attribute level is showed by the highest affirmative response. Guttman scaling has rather limited applicability with disadvantages that often outweigh the advantages because the assumption of equally strong causal relationships between the latent variable and each of the items would not apply to Guttman scale items. Nunnally and Bernstein (1994) suggest conceptual models for this scale (DeVellis, 2017; Streiner et al., 2015). In practice, response patterns describing a perfect Guttman scale are rare (Price, 2017). See Table 3 for an example.

**Thurstone Scaling**

Thurstone (1927) proposed three methods for developing a unidimensional scale: the method of *equal-appearing intervals*, the method of *successive intervals*, and the method of *paired comparisons* (Dimitrov, 2012). The central idea in all three methods is that the scale developer devises items that correspond to different levels of the measured attribute (DeVellis, 2017). Then a group of experts rates the degree the items are representative of the attribute on a scale of 1 (*least representative*) to 11 = *most representative* (Dimitrov, 2012). However, as a rule, the practical problems inherent in using the method with the Classical Measurement Model (DeVellis, 2017), its demanding development process in combination with comparable results to the Likert scale (Streiner et al., 2015) often minimizes its advantages.

**Likert Scaling**

The Likert Scaling—or Likert normative scale (Saville & MacIver, 2017)—developed by Likert (1932, 1952)—is perhaps the most common response format in psychology (Furr, 2011; Dimitrov, 2012; Barker et al., 2016) and it is versatile and effective for discriminating levels of ability or achievement (Haladyna, 2004; Table 3. Popular Scaling formats.

<table>
<thead>
<tr>
<th><strong>Guttman Scaling</strong></th>
<th>I am able to (select one):</th>
<th>True__</th>
<th>False__</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Run 200 meters</td>
<td>True__</td>
<td>False__</td>
<td></td>
</tr>
<tr>
<td>2. Run 400 meters</td>
<td>True__</td>
<td>False__</td>
<td></td>
</tr>
<tr>
<td>3. Run 600 meters</td>
<td>True__</td>
<td>False__</td>
<td></td>
</tr>
<tr>
<td>4. Run one kilometer</td>
<td>False__</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Thurstone Scaling</strong></th>
<th>1. Success is for me a prerequisite for happiness</th>
<th>Agree__</th>
<th>Disagree __</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Getting a good job is important but not necessary</td>
<td>Agree__</td>
<td>Disagree __</td>
<td></td>
</tr>
<tr>
<td>3. Happiness has nothing to do with material or work achieves</td>
<td>Agree__</td>
<td>Disagree __</td>
<td></td>
</tr>
<tr>
<td>4. Achieving success gets in the way of being happy</td>
<td>Agree__</td>
<td>Disagree __</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Semantic Differential</strong></th>
<th>Video games are:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy</td>
<td></td>
<td></td>
<td>Hard</td>
</tr>
<tr>
<td>Good</td>
<td></td>
<td></td>
<td>Bad</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Visual Analogue</strong></th>
<th>How severe was your headache the last 24 hours?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No pain</td>
<td>Most severe headache ever experienced</td>
<td></td>
</tr>
</tbody>
</table>
It contains two parts: (1) the item and (2) a response scale containing a set of alternatives of growing intensity indicated by an integer numerical value and verbal descriptors called anchors (Barker et al., 2016). Each response is rated with a particular integer value (e.g., 1 = Strongly Disagree; 5 = Strongly Agree), summed or averaged across all items of a scale dimension (Furr, 2011). Examples are presented in Table 4.

Ratings shown on Table 4 are mapped onto a bipolar continuum of equal points ranging from strongly approving the statement to strongly disproving. The response options should be worded to have equal intervals with respect to agreement/disagreement forming a continuum (DeVellis, 2017). A neutral point on the scale offers the “middle of the road” response option (Price, 2017). An efficient Likert item could rate opinions, attitudes, beliefs in clear terms but it is more compatible with strongly worded statements because mild items elicit general agreement (DeVellis, 2017). Although it enables direct comparison between people it has received some criticism because of abstract quantification of measurement levels (Saville & MacIver, 2017). Another variation of ordered categorical scale like the Likert is the behavior rating scale. For example, a student’s classroom behavior with an item like “Student misbehaves in class” is rated as Always = 5 Never = 1 (Price, 2017, example adapted from Price).

The Likert rating scales and the summated rating scales do not follow a measurement model (Torgerson, 1958) however, the following assumptions are made: 1) category intervals have approximately equal length, 2) category labels are subjectively set, and 3) a pretest phase during item development is followed by an item analysis of the responses (Price, 2017). It is not necessary to span the range of weak to strong assertions in this type of scale because the response options offer the possibility of gradations of the measured construct (DeVellis, 2017).

Just as the form of the question can influence the response, so can the form of the response scale (Barker et al., 2016; Saris & Gallhofer, 2007; Schwartz, 1999). Other response scales alternatives to the Likert-type are briefly the presented in Table 5.

**Semantic Differential**
The semantic differential scale (Osgood & Tannenbaum, 1955; Osgood, Tannenbaum, & Suci, 1957) yields ratings on a bipolar scale with opposite adjective

<table>
<thead>
<tr>
<th>I have so much in life to be thankful for</th>
<th>Positive</th>
<th>I am searching for meaning in my life</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 = strongly disagree</td>
<td>1 = Very rarely or never</td>
<td>1 = Absolutely Untrue</td>
</tr>
<tr>
<td>2 = disagree</td>
<td>2 = Rarely</td>
<td>2 = Mostly Untrue</td>
</tr>
<tr>
<td>3 = slightly disagree</td>
<td>3 = Sometimes</td>
<td>3 = Somewhat Untrue</td>
</tr>
<tr>
<td>4 = neutral</td>
<td>4 = Often</td>
<td>4 = Can’t Say True or False</td>
</tr>
<tr>
<td>5 = slightly agree</td>
<td>5 = Very often or always</td>
<td>5 = Somewhat True</td>
</tr>
<tr>
<td>6 = agree</td>
<td></td>
<td>6 = Mostly True</td>
</tr>
<tr>
<td>7 = strongly agree</td>
<td></td>
<td>7 = Absolutely True</td>
</tr>
</tbody>
</table>

The Gratitude Questionnaire-Six Item Form (GQ-6) by (McCullough, Emmons, & Tsang, 2002) yields ratings on a bipolar scale with opposite adjective...
Table 5. Different rating scales formats.

<table>
<thead>
<tr>
<th>Adjectival rating scale</th>
<th>How much role should the school principal have in deciding if twins will attend separate class?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>□ No role at all □ A minor role □ A major role □ Be the sole deciders</td>
</tr>
<tr>
<td>Summated rating scale</td>
<td>Cheating in university entrance exams if you have the chance is:</td>
</tr>
<tr>
<td></td>
<td>1 Always justified 2 3 4 5 6 7 8 9 10 Never justified</td>
</tr>
<tr>
<td></td>
<td>10 Certain, practically certain 9 99 in 100 chance</td>
</tr>
<tr>
<td></td>
<td>9 Almost sure 8 in 10 chance 8 Very probable</td>
</tr>
<tr>
<td></td>
<td>8 Very probable 7 7 in 10 chance 7 Probable</td>
</tr>
<tr>
<td></td>
<td>7 Probable 6 6 in 10 chance 6 Fairly good possibility</td>
</tr>
<tr>
<td>Juster rating scale</td>
<td>6 Good possibility 5 5 in 10 chance 5 Fair possibility</td>
</tr>
<tr>
<td>(Hoek &amp; Gendall, 1993</td>
<td>5 Fairly good possibility 4 4 in 10 chance</td>
</tr>
<tr>
<td>quoted by Streiner et al., 2015)</td>
<td>4 Fair possibility 3 3 in 10 chance</td>
</tr>
<tr>
<td>Harter rating scale</td>
<td>3 Some possibility 2 2 in 10 chance</td>
</tr>
<tr>
<td>(Harter, 1982 quoted in Streiner et al., 2015)</td>
<td>2 Slight possibility 1 1 in 10 chance</td>
</tr>
<tr>
<td></td>
<td>1 Very slight possibility 0 1 in 10 chance</td>
</tr>
<tr>
<td></td>
<td>0 No chance, almost no chance 1 in 100 chance</td>
</tr>
<tr>
<td></td>
<td>□ Really true for me □ Sort of true for me □ Some kids like doing homework But Others dislike doing homework □ Really true for me</td>
</tr>
</tbody>
</table>

pairs on each end (Heise, 1970; Price, 2017; DeVellis, 2017). Response values are aggregated across all adjective pairs to calculate the participant’s score (Furr, 2017). See Table 3 for an example.

Visual Analog
The Visual Analog Scale (VAS; Hayes & Patterson, 1921) is marked by a straight line with labels at both ends representing the boundaries of the target construct (Dimitrov, 2012). The line has a fixed length of usually 100 mm (Streiner et al., 2015). Like the Likert scale, the semantic differential and the Visual Analogue response formats can be highly compatible with the theoretical model of Classical Measurement (Latent variable; DeVellis, 2017). This scaling is widely in medicine to assess e.g. pain (Huskisson, 1974), mood (Aitken, 1969), or functional capacity (Scott & Huskisson, 1978), Streiner et al. (2015) comments. See Table 3 for an example.

4.2. Response Formatting Considerations
There are many considerations in constructing response scales (Barker et al., 2016). The first consideration is the number of response categories and their
labels, whether to offer a midpoint or a “no opinion” option and other details like the time frame (Dimitrov, 2012; DeVellis, 2017; Price, 2017; Barker et al., 2016; Furr, 2011). These considerations are especially relevant to the Likert scale—by far the most commonly used (Furr, 2011; Dimitrov, 2012; Barker et al., 2016).

**Number of Response Options**

The minimum required is two, i.e. in binary scales (e.g., Agree/Disagree, True/False), but a larger number has benefits and costs (Furr, 2011). Likert (1932, 1952) scales most often uses 5 points; semantic differential (Osgood, Suci, & Tannenbaum, 1957) 7 points, and Thurstone's (1928) 11 points (Krosnick & Presser, 2010). Other sources suggest 5 points for unipolar and 7 points for bipolar as optimal scale length (Fabrigar & Ebel-Lam, 2007). Five to nine points are suited for most occasions and in any case (Streiner et al., 2015; Krosnick & Presser, 2010) and are the most frequently used (Furr, 2011). However, there are really no standards (Krosnick & Presser, 2010: p. 268). Binary item scoring is mostly used in settings where nonresponse is not a possible option, or/and it is treated as incorrect (Dorans, 2018) otherwise may result in information loss and (Streiner et al., 2015) and may be unappealing to respondents (Streiner et al., 2015; also quoting Jones, 1968; Carp, 1989).

A potential benefit is that a relatively large number of options allows for finer gradations (Furr, 2011), just like increasing the accuracy of a microscope. If a response scale is unable to discriminate differences in the target construct, its utility will be limited (DeVellis, 2017). Additionally, reliability is lower for scales with only two or three points in comparison to scales with more points, this reliability increase disappears after 7 points (Krosnick & Presser, 2010 also quoting Lissitz & Green, 1975; Jenkins & Taber, 1977; Martin, 1978; Srinivasan & Basu, 1989) and the same is generally true for validity (Krosnick & Presser, 2010; Green & Rao, 1970; Lehmann & Hulbert, 1972; Lissitz & Green, 1975; Martin, 1973, 1978; Ramsay, 1973).

The potential cost of having many response options is the increase in random error, rather than the systematic portion of the increase in the target construct (Furr, 2011; DeVellis, 2017). Another issue to consider is the respondents’ capability to discriminate meaningfully among multiple options. Sometimes too many options cause respondents to use only options that are multiples of 5 or 10 (DeVellis, 2017). Finally, empirical some evidence showed that people in many tasks cannot discriminate easily beyond seven points (Streiner et al., 2015 also quoting Miller, 1956; Hawthorne et al., 2006).

**Labels of response options (anchoring)**

The descriptors most often tap agreement (Strongly agree to Strongly disagree), but it is possible to construct a Likert scale can be constructed to measure almost any attribute, like agreement (Strongly agree to Strongly disagree), acceptance (Most agreeable - Least agreeable), similarity (Most like me - Least like me), or probability e.g. Most likely - Least likely (Streiner et al., 2015).

Generally, empirical research deems the use of fully-labeled response options
more effective i.e., labeling generate measures with better psychometric quality than does labeling only the endpoints (Krosnick et al., 2005; Furr, 2011; Fabrigar & Ebel-Lam, 2007; Streiner et al., 2015) or every other point and the endpoints (Streiner et al., 2015). More specifically, respondents seem to be more influenced by the adjectives on the scale ends than those located in-between. They also tend to be more satisfied when all of the scale points are labeled (Streiner et al., 2015; Dickinson & Zellinger 1980) and tend to choose them more often than non-labeled points (Streiner et al., 2015).

However, when labeling several practical matters need to be considered. First, labels should differentiate meaningfully the levels of measurement offered. Additionally, they should represent psychologically-equal differences among the response options, as much as possible (DeVellis, 2017; Furr, 2011). The third consideration is the ranking of the response options should be meaningful for all items, logical and consistent (Furr, 2011).

**Mid-points**

A neutral midpoint can also be added to dichotomous/bipolar rating scales selecting an even point number of response options (Furr, 2011), e.g., a strong positive vs. a strong negative attitude. This can be accomplished by specifying an odd number of points, allowing equivocation (“neither agree nor disagree”) or uncertainty (“not sure”). In a unipolar scale, the odd or even number of points issue is probably of little consequence (Streiner et al., 2015). Common choices for a midpoint include “neither agree nor disagree”, “agree and disagree equally” (DeVellis, 2017), “neutral” (Furr, 2011; Streiner et al., 2015), or “undecided” (Price, 2017).

Krosnick and Schuman (1988) and Bishop (1990) suggested that those with less intense attitudes or with limited interest were more prone to select midpoints (O’Muircheartaigh et al., 1999; Krosnick & Presser, 2010). O’Muircheartaigh et al. (1999) also noticed that adding midpoints the reliability and validity of ratings were improved. Also, Structural Equation Modeling on error structures showed that the omission of a middle point resulted in the random selection of one of the closer (and moderate) scale point alternative. This suggests that offering a midpoint choice is probably more appropriate than excluding it (Krosnick & Presser, 2010). However, a “Don’t know” response option has been empirically proven inefficient (even when offered separately from a mid-point) (Krosnick et al., 2005; Furr, 2011).

However, dependent on the target construct, there may be reasons to exclude equivocation if respondents most likely will use the midpoint choice to avoid answering (Fabrigar & Ebel-Lam, 2007; DeVellis, 2017). There is no criterion other than the needs of the particular research (Streiner et al., 2015). Empirical analysis of mid-points responses suggests that considering mid-point responses as being the halfway between two opposite ends of the target construct compromises the psychometric properties of the scale (Furr, 2011 also quoting O’Muircheartaigh et al., 2000).
5. Phase C: Item Generation (Item Pool)

Along with specifying the response format, a parallel step in developing a questionnaire is assembling and/or devising items for the initial pool (DeVellis, 2017; Furr, 2011). The content specification of an instrument requires that the developer: 1) operationalizes the construct by specifying an exhaustive list of potential indicators (items) of the target construct, 2) select from this list the representative sample of indicators (Dimitrov, 2012). This is perhaps one of the most important steps of the process (Price, 2017), since no subsequent statistical operation could counterbalance poorly stated or absent items (Streiner et al., 2015).

Number of items to include

The initial item pool is larger than the final scale set. As a rule, it can be 3 or 4 times larger (DeVellis, 2017; Streiner et al., 2015), or if the construct is rather narrow 2 times larger (DeVellis, 2017). Writing more good items than required permits selection of the best items, i.e. those which best estimate the target construct and that work well with other items in the scale based on research (Saville & Maclver, 2017). Content redundancy is an asset during the pool construction because it boosts internal-consistency reliability which, in turn, supports validity (Devellis, 2017).

Sources of potential items

The first source of information is to examine what others have done (Furr, 2011; Streiner et al., 2015; Wechsler (1958), for example, incorporated into his IQ tests 11 subtests (see also Taylor, 1953; Hathaway & McKinley, 1951 for similar strategies). There are a number of reasons for item adaption from previous instruments. First, it saves work. Second, existing items have usually proven to be psychometrically sound and third, as a rule, there are not unlimited ways to ask about a specific problem (Streiner et al., 2015). Additionally, when writing items there are five different potential sources of ideas (Streiner et al., 2015): a) the target population (focus group), b) theory, c) existing research, d) expert opinion and/or key informant interviews and e) clinical observation, if applicable. These item sources are not mutually exclusive and a scale developer may use items generated from some or all of these sources (Streiner et al., 2015). Focus groups are a group of carefully selected people (six to twelve, Willms & Johnson, 1993; p. 61) talking freely and spontaneously about the target construct in the presence of a facilitator (Streiner et al., 2015; Willms & Johnson, 1993). Usually, two or three groups suffice. Conditions that make focus groups ineffective is when the target population is difficult to interact publicly (i.e. because of a certain phobia) or because the construct taps embarrassing behaviors or perceived inadequacies (Streiner et al., 2015). Theory on the other hand (broadly defined), may include both formal models or vaguely formed ideas of behaviors, especially if the construct belongs to a relatively narrow domain. Additionally, research findings can be a rich source of potential items and subscales either through a literature review of existing studies in the area or an ad hoc research. However, when the construct taps a new area, previous research may be unavailable. Next,
the expert opinion practice has no rules on how many experts to use, how to choose them, or how differences among their views can be reconciled. Key informant interviews are interviews with a small number of people who are chosen because of their unique knowledge. Generally, the less that is known about the area under study, the less structured is the interview. There is no set number of people who should be interviewed. Clinical observation is perhaps one of the most fruitful sources of items for scales targeting a clinical population (Streiner et al., 2015). The information collected from the above procedures (e.g. expert review) should be used for supporting the content aspect of construct validity (Dimitrov, 2012; Streiner et al., 2015; DeVellis, 2017).

**Item Wording**

The item wording is important because the way a question is phrased can determine the response (Sudman & Bradburn, 1982; Bradburn et al., 2004; Saris & Gallhofer, 2007; Schwartz, 1999). During item-writing, issues such as language clarity, content relevancy, and the use of balanced scales (i.e. with items worded both positively and negatively) are usually considered (Furr, 2011). Balancing a scale means to word some (e.g. half of them; see BRS by Smith et al., 2008) items positively and other negatively towards the target construct to minimize the response set effect, that is series of similar responses (Anastasi, 1982; Likert, 1932; Cronbach, 1950). However, research generally suggests that is inefficient (Streiner et al., 2015; DeVellis, 2017).

The following suggestions were made for item construction of attitude scales (Gable & Wolfe, 1993: pp. 40-60; reproduced by Price, 2017: p. 178): 1) Avoid items in the past tense; 2) Constructing items that include a single thought; 3) Avoid double-negatives; 4) Prefer items with simple sentence structure; 5) Avoid words denoting absoluteness such as only or just, always, none; 6) Avoid items likely to be endorsed by everyone; 7) Avoid items with multiple interpretations; 8) Use simple and clear language; 9) Keep items under 20 words. This means approximating the reading ability of a child aged 11 - 13 years, a reading level used by most newspapers (DeVellis, 2017; Streiner et al., 2015). Specifically, the reading ability of children attending fifth-grade is 14 words and 18 syllables per sentence, i.e., an item (based on continuous text research (Dale & Chall, 1948; Fry, 1977; DeVellis, 2017; Streiner et al., 2015), thus questionable (see Streiner et al., 2015). Sentences sixth-grade level children can handle contain 15 - 16 words and about 20 syllables. A general rule for efficient implementation of reading ability rules is common sense (DeVellis, 2017), and the same is true for the item writing rules (Krosnick & Presser, 2010).

Generally, the personalized wording is more involving and is preferable by most developers. However, this may not be an asset in a sensitive context. Finally, the tense used in all items should be consistent pointing to a clear time frame (Irving & Hughes, 2018). Moreover, whether or not positively and negatively worded items are both included in the pool must be considered. Anyhow, the grammar rules must be followed. This will help avoid some ambiguity often
emerging from a pool of items containing both positively and negatively worded items (Devellis, 2017) since scholars are in debate on this issue. To include or not filler items is also another consideration (see Devellis, 2017 for details). See a summary of key principles of writing good items in Figure 3 and some examples of unsuccessfully worded items in Table 6.

6. Phase D: Item Evaluation

The item generation phase is completed when an expert panel reviews the item pool (Devellis, 2017). The items generated are reviewed for quality and relevance by the expert panel (Morrison & Embretson, 2018) or /and by pilot testing (Price, 2017). Generally, after reviewing items by expert groups it is also a common practice to pilot test items to acquire data for a first item analysis (Irwing & Hughes, 2018 also quoting DeMaio & Landreth, 2004; Presser & Blair, 1994; Willis, Schechter, & Whitaker, 2000). Alternatively, four additional methods can be used to provide feedback on the relevance, clarity, and unambiguousness: Field pretests, cognitive interviews, randomized experiments and focus groups

Figure 3. Key principles for successful item writing as suggested by four different sources in scale development literature.

Table 6. Some examples of unsuccessfully item wording.

<table>
<thead>
<tr>
<th>Item</th>
<th>Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t you think that smoking should be banned in public buildings?</td>
<td>Leading question—it favors a yes answer</td>
</tr>
<tr>
<td>How often do you refer to a psychologist?</td>
<td>Implicit assumption—it assumes the respondent referred to a psychologist</td>
</tr>
<tr>
<td>How often did you break down and burst into tears?</td>
<td>Non neutrality—“Break down” gives a negative undertone to crying</td>
</tr>
<tr>
<td>Do you ever suffer from back pains?</td>
<td>Ambiguous and unclear—Does not specify the problem and the time frame</td>
</tr>
<tr>
<td>Are you satisfied with your job or there were some problems?</td>
<td>Double barreled question (asks two different things at the same time)</td>
</tr>
<tr>
<td>Did you notice any motor conversion symptoms over the last 4 weeks?</td>
<td>Complicated—Uses professional jargon</td>
</tr>
<tr>
<td>It is true that one of the things I seem to have a problem with is making a point when discussing with other people</td>
<td>Lack of brevity/economy—“I often have difficulty in making a point” conveys the same meaning in fewer words</td>
</tr>
</tbody>
</table>

(Irwing & Hughes, 2018; Streiner et al., 2015). The item validity is complemented by item analysis to estimate the psychometric quality of each item in measuring the target construct (e.g., Ackerman, 1992; Allen & Yen, 1979; Anastasi & Urbina, 1997; Clauser, 2000; Crocker & Algina, 1986; Haladyna, 1999; Janda, 1998; Wilson, 2005; Wright & Masters, 1982 as quoted by Dimitrov, 2012). Item analysis results from support construct validity (Streiner et al., 2015).

**Expert Panel Review of Items**

Expert reviews may include: 1) content reviews, which provide input about the initial pool of items regarding their relevance to the content domain, accuracy, and completeness; 2) sensitivity reviews, evaluating potential item bias; and 3) standard setting, a process in which experts identify cutoff scores for criterion-referenced decisions on levels of performance or diagnostic classifications (Dimitrov, 2012).

The review serves multiple purposes related to maximizing the content validity. The review process is especially useful when developing an instrument comprising separate scales to measure multiple constructs. The procedure generally involves rating the relevance of each item to the construct according to a definition provided. The definition can be can also confirm or not. Reviewers can also judge the clarity and conciseness of each item. The expert reviewers can also judge the completeness of the content. The developer can accept or reject the experts’ advice because content experts might not be familiar with the scale construction principles (DeVellis, 2017). Criteria for items to discarded are summarized in Table 7.

A more sophisticated guide to select the most valuable items is to use the content validity ratio (CVR) (Lawshe, 1975; Waltz & Bausell, 1981; Lynn, 1986). Each expert panel member (may contain both scholars and general population), is given a list of the items along with the content dimension they belong. Their job is to evaluate each item on a 4-point scale (4 = Highly Relevant; 3 = Quite Relevant/Highly Relevant but Needs Rewording; 2 = Somewhat Relevant; and 1 = Not Relevant). Then the CVR is calculated using the following formula to evaluate the ratings:

Table 7. Proposed Criteria for retaining and discarding items before or/and after expert reviewing

<table>
<thead>
<tr>
<th>Highest Interpretability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest Ambiguity</td>
</tr>
<tr>
<td>Reject Double-barrelled items (checking two things in one item) like “I feel dizziness and trembling of the hands”</td>
</tr>
<tr>
<td>Reject items using Jargon language</td>
</tr>
<tr>
<td>Do not mix positively and negatively items</td>
</tr>
<tr>
<td>Avoid lengthy items</td>
</tr>
</tbody>
</table>

Content is based on Streiner et al., 2015.
Formula 1: The content validity ratio (CVR)

\[ \text{CVR} = \frac{n_e - N}{N} \]


where \( n_e \) is the number of raters with a rating of 3 or 4 (i.e. an essential item rating) and \( N \) is the total number of raters. The CVR can range from −1 to +1, and a zero value means that half of the panel rated the item as essential. Lawshe (1975) suggested a CVR value of 0.99 for five or six raters (the minimum number), 0.85 for eight raters, and 0.62 for 10 raters. Items with lower values should be rejected (Streiner et al., 2015).

**Pilot testing the Items (Pretesting)**

So far, the test construction depends on theory, prior empirical evidence, and subjective judgments based on expert knowledge. The next stages include administration to an appropriate sample(s) (Irwing & Hughes, 2018). These are considered probably the quintessence of the scale development process perhaps after the item development (DeVellis, 2017). Pilot testing involves testing the scale to a representative sample from the target population to obtain statistical information on the items, comments, and suggestions (Streiner et al., 2015). Descriptive statistics then will go through item analysis providing important information for each item (Price, 2017). Item analysis is used for selecting the best items. An item analysis allows detection of items that are: 1) ambiguous, 2) incorrectly keyed or scored, 3) too easy or too hard, and 4) not discriminative enough (Price, 2017). This phase generally comprises the following statistical techniques: a) Examine the intercorrelations between all item pairs based both on panel expert ratings and pilot testing; b) Remove items with low correlation with the total score; c) Track the differences between the item means and the 25% of the expert ratings. Items that have higher values are potentially better discriminators of the target construct; and d) Take into account the characteristics of each item and practical considerations retain items with high item-total correlations and high discrimination (Dimitrov, 2012; Trochim, 2006).

Note, however, that some scholars suggest a large development sample of e.g. \( N = 300 \) for a 20 item scale after expert review (DeVellis, 2017), while others propose an item review (like panel review) in 1 - 3 small groups. Group sample suggestions vary from \( N = 100 \) (Singh et al., 2016) to 6 - 10 (see Streiner et al., 2015) or 20 - 30 (Barker et al., 2016) to evaluate item clarity, reliability, and item characteristics (means and standard deviations) and check dimensionality before large-scale research in order to plan large-scale research better (Muthén & Muthén, 2009; Barker et al., 2016; Singh et al., 2016). This is due to lack of general consensus on all the steps of the scale development process. See the comparison of numerous alternative processes in Table 1. Pilot testing is part of an iter-
ative process that can be repeated as many times required to ensure desired item properties (Furr, 2011; Price, 2017). The sample size issue is generally part the construct validation sample debating and it is beyond the scope of this work. For details refer to Kyriazos (2018a, 2018b).

Criteria for Item Analysis

Items that are similar insofar as they share relevance to the target construct and not with regards to any other aspect can be good items and not be discarded (DeVellis, 2017). The item quality criterion is a high correlation with the true score of the latent variable. So, the highest intercorrelated items indicated by inspecting the correlation matrix are preferable. If items with negative correlations with other items occur, then reverse scoring may be considered. Items positively correlated with some and negatively correlated with others should be eliminated in a homogeneous set if reverse scoring items do not eliminate negative correlations (DeVellis, 2017). See Figure 4 for an overview of the pilot testing criteria proposed by Streiner et al. (2015: p. 94). Note also that Item analysis can be carried-out within the SEM context, however this approach is beyond the scopes of this work. Refer to Raykov (2012) for details.

Response Bias

An additional consideration when selecting items is whether items cause response sets which either bias responses or generate response artifacts. Generally, this is mainly attributed to the sequence of items. The most common response sets are: yeah-saying (acquiescence bias—respondents agree with the statements), nay-saying (respondents reject the statements), consistency and availability artifacts, halo (Thorndike, 1920; Campbell & Fiske, 1959: p. 84), and

Content is based on Streiner et al. (2015: p. 94).

Figure 4. Overview of the pilot testing procedure and item analysis procedure.
social desirability artifacts, i.e. respondents try to present themselves in a favorable light. Likert scales may also present a central tendency bias—respondents avoid selection of extreme scale categories (Irwing & Hughes, 2018; Dimitrov, 2012).

7. Phase E: Testing the Psychometric Properties of the Scale

In the final phase of the test development process, a validation study is always carried out in a large and representative development sample (DeVellis, 2017) to estimate further the psychometric properties of the scale (Dimitrov, 2012). That is, after an initial pool of items has been developed and pilot tested (pre-tested) in a representative sample, the performance of the individual items to select the most appropriate to include in the final scale and to examine scale dimensionality (DeVellis, 2017). The statistical techniques used for these purposes is item analysis (like during pretesting) and factor analysis (Price, 2017). Criteria for item selection regarding item analysis in this phase are the same as in pretesting (Singh et al., 2016). Dimensionality of a scale is examined with Exploratory Factor Analysis and Confirmatory Factor Analysis (Furr, 2011; Singh et al., 2016). Usually, scales are administered, analyzed, revised, and readministered a number of times before their psychometric properties are acceptable (Irwing & Hughes, 2018; Furr, 2011).

7.1. Dimensionality

A scale’s dimensionality, or factor structure, refers to the number and nature of the variables reflected in its items (Furr, 2011). A scale measuring a single construct (e.g. property or ability) is called unidimensional. This means there is a single latent variable (factor) underlies the scale items. In contrast, a scale measuring two or more constructs (latent variables) is multidimensional (Dimitrov, 2012).

Developers examine several issues regarding a scale’s dimensionality in this phase of the scale development process. First, they seek to define the number of dimensions underneath the construct. These are called latent variables (factors) and are measured by scale items. A scale is unidimensional when all items tap a single construct (e.g. self-esteem). On the other hand, a scale is multidimensional when scale items tap two or more latent variables, e.g. personality tests (Dimitrov, 2012). If a scale is multidimensional, the developer also examines whether the dimensions are correlated with each other. Finally, in a multidimensional scale, the latent variables must be interpreted according to the theoretical background to see what dimensions they tap, identifying the nature of the construct the dimensions reflect (Furr, 2011) demonstrating construct validity (Streiner et al. (2015) and calculate the reliability of each one. Factor analysis has the answers to dimensionality questions (see Figure 5).

7.2. Factor Analysis

“Factor analysis is a statistical technique that provides a rigorous approach for
confirming whether the set of test items comprises a test function in a way that is congruent with the underlying G theory of the test” (Price, 2017: p. 180), based on the classical measurement theory, also termed Classical Test Theory (DeVellis, 2017). Factor analysis is an integral part of scale development. It permits data to be analyzed to determine the number of underlying factors beneath a group of items called factor so that analytic procedures of the psychometric properties like Cronbach’s alpha (Cronbach, 1951) correlations with other constructs can be performed properly. Eventually, through factor identification insights into the latent variable nature underlying the scale items is gained (DeVellis, 2017). A factor is defined as an unobserved or latent variable representative of a construct (Price, 2017: p. 236).

The detailed description of these techniques is beyond the scope of this work but you can refer to Kyriazos (2018a, 2018b) for a complete description of the construct validation process. For scale validation studies refer to Howard et al. (2016), El Akremi, Gond, Swaen, De Roeck, and Igalens (2015), Konrath, Meier, Bushman (2017). Pavot (2018) also suggest reviewing Lyubomirsky and Lepper (1999), Seligson, Huebner, and Valois (2003) and Diener et al. (2010).

7.3. Item Response Theory (IRT)

There is also an alternative to the classical test theory model called Item response theory (IRT). IRT is often presented as a superior alternative to CTT (see De Boeck & Wilson, 2004; Embretson & Reise, 2010; Nering & Ostini, 2010; Reise &
IRT is a model-based measurement approach using item response patterns and a person’s abilities. In IRT, personal responses to each scale item are explainable based on his or her ability level. The respondent’s ability is represented by a monotonically increasing function, based on response patterns (Price, 2017).

According to IRT, several factors affect a person’s responses. Along with the person’s perceived level of the construct being measured by each scale item, other item properties potentially affecting responses are: (a) item difficulty, (b) item discrimination, and (c) guessing. In most IRT applications in the context of psychology, researchers estimate both psychometric properties at the item level and at the scale level. IRT includes many specific measurement models as a function of different factors potentially affecting individual responses. However, all IRT models are framed according to the probability of a respondent to respond in a specific manner to an item, as a result of a specific level of the underlying behavior. The simplest IRT measurement models comprise only item difficulty while more complex models also comprise two or more item parameters, such as item discrimination and guessing. There are different models for dichotomous items and different for polytomous items (Furr, 2011). IRT models also vary according to the number of item response options.

The effectiveness of a technique is a function of the theoretical framework of the target construct. IRT scoring is used in tests of cognitive ability, however, in other situations, this type of scoring may not be desirable (Irwing & Hughes, 2018). A combination of CTT and TRT was suggested as an alternative option (Embretson & Hershberger, 1999; DeVellis, 2017; Irwing & Hughes, 2018). In most cases a common practice in test development involves a combination either of confirmatory factor analysis (CFA) and IRT (Irwing & Hughes, 2018) or more commonly a combination of EFA and CFA (Steger et al., 2006; Fabrigar & Wegener, 2012; Kyriazos, 2018a).

7.4. Test Scoring and Standardization (Norming)

Raw scale scores can either be based on a unit-weighted sum of item scores or on factor scores. Unit weighted scoring schemas, generate standardized scores using an appropriate standardization sample, or normative sample (Dimitrov, 2012), for example, stanine, sten, and t scores (Smith & Smith, 2005). Unit weighted sums of item scores without standardization may be considered at some research frameworks. Box-Cox procedures (Box & Cox, 1964) to estimate the power to which the scale score should be raised to follow normality. Subsequently, the scale score is also raised to the previously estimated power and standardized. Standardization (or norming) is carried out by subtracting the mean transformed score from the transformed scale scores and dividing by the standard deviation of the transformed scores (Irwing & Hughes, 2018). A standardized score denotes the relative position of each respondent in the target population (Dimitrov, 2012).
Streiner et al. (2015) note the following: (A) Variable weighting on scale items is effective only under certain conditions. (B) If a test is constructed for local/limited use only the sum of the items is probably sufficient. To enable comparison of the results with other instruments, scores is suggested to transformed into percentiles, into z-scores or T-scores. (C) For measurement of attributes that are not the same in males and females, or for attributes that show development changes then separate age and/or age-sex norms can be considered (Streiner et al., 2015).

8. Summary & Conclusions

Experts suggest that effective measurement is the cornerstone of scientific research (DeVellis, 2017; Netemeyer, Bearden, & Sharma, 2003) and it is an integral part of the latent variable model (Slavec & Novsek, 2012). Generally, there are attitude, trait, and ability measures. The purpose of scaling is to construct a scale with specific measurement characteristics for the construct measured. The most commonly employed response formats in all psychology are the Likert type, multiple choice, or forced-choice items. Scaling generally is divided into the types established by Thurstone (1927, 1928), Likert (1932, 1952), or Guttman (1941, 1944, 1946). In Likert scaling the response levels are anchored with consecutive integer values, each corresponding to verbal labels indicating approximately evenly spaced intervals and it is the most popular scale in measures of psychology (Dimitrov, 2012; Furr, 2011, Barker et al., 2016). To a degree, the scaling type and the response format, have an impact on item writing and on the scale development as a whole (Irving & Hughes, 2018). An item pool should be as rich as possible for the developing scale. It should contain numerous items pertinent to the target construct (DeVellis, 2017). Steps of an instrument development process involves the following: 1) the definition of instrument purpose, domain and construct; 2) defining the response scale format; 3) item generation to construct an item pool 2 - 4 times larger than the desired length of the final scale version; 4) item selection based on expert panel reviews and/or pretesting to maximize instrument reliability with item analysis; 5) large-scale validation study(s) to establish construct validity with supplementary item analysis, factor analysis and to standardize the scale scores.

Construct validation studies to evaluate scale dimensionality and norming is a necessary step in scale development after the pool is examined by experts and/or pretesting. The reliability of measurements signifies the degree to which a score shows accuracy, consistency, and replicability. Construct validity is mainly evidenced by the correlational and measurement consistency of the target construct and its items (indicators) mainly by carving out a factor analysis (Dimitrov, 2012). Scales which are developed thoughtfully and precisely have a greater potential of growing into questionnaires that measure real-world criteria more accurately (Saville & MacIver, 2017).
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