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Abstract
Although structural equation modelling (SEM) is a popular analytic technique in the social sciences, it remains subject to misuse. The purposes of this paper are to assist psychologists interested in using SEM by: 1) providing a brief overview of this method; and 2) describing best practice recommendations for testing models and reporting findings. We also outline several resources that psychologists with limited familiarity about SEM may find helpful.
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1. Introduction
By now, many psychologists will have encountered peer-reviewed papers in psychology and other disciplines that feature structural equation modelling (SEM). However, if you have not yet come across a paper that uses SEM or have heard reference to this statistical technique only in passing, you may be left with the following questions: What is SEM? Why does one use SEM? and What are SEM’s key definitions and concepts? In our paper, we address these questions. We begin by providing a concise conceptual overview of SEM: its purpose, utility, and essential features, the latter through a diagrammatic representation of a mediational model. Identified next are criteria researchers should satisfy when using SEM as a statistical technique. We then close by highlighting various supplemental resources that may prove helpful to both novice and seasoned practitioners of SEM. Though there are certainly primers available on SEM, and excellent ones at that, we generated this contemporary, accessible, and interdisciplinary overview as a means of consolidating the most up-to-date recommenda-
tions possible in one place and, consequently, look to fuel new understanding and ongoing appropriate use of SEM as a data analytic method for the psychological community.

1.1. What Is Structural Equation Modelling?

SEM has been around for the past 60 years, but has increased significantly in popularity over the course of the last three decades (Von der Embse, 2016). SEM is a multivariate statistical technique that can be conceptualized as an extension of regression and, more aptly, a hybrid of factor analysis and path analysis (Weston & Gore, 2006). Though it is a complex method of data analysis, the beauty of SEM is that it allows a researcher to analyse the interrelationships among variables (akin to a factor analytic approach) and test hypothesized relationships among constructs (akin to a path analytic approach). Von der Embse (2016) further emphasizes that SEM enables testing of hypothesized relationships that are not possible with traditional data analytic methods. For instance, when using regression analyses, one must take a “step-by-step” approach to test interrelationships. With SEM, users are permitted to test a number of interrelationships simultaneously.

Since SEM often assumes linear relationships, it is similar to common statistical techniques such as analysis of variance (ANOVA), multivariate analysis of variance (MANOVA), and multiple regression; yet, where SEM departs from the aforementioned is in its capacity to estimate and test complex patterns of relationships at the construct level. Weston & Gore (2006: p. 723) emphasize that, “unlike other general linear models, where constructs are represented by only one measure and measurement error is not modeled, SEM allows a researcher to use multiple measures to represent constructs and addresses the issue of measure-specific error.” According to these authors, it is this difference that allows one to test the construct validity of factors. With respect to measurement-specific error (i.e., error produced via multiple raters, administrations, or test variations), the measurement error that typically accompanies each observed variable is taken into account and appears in the form of measurement error variables. Thus, conclusions researchers may draw about relationships between constructs when using SEM are not biased by measurement error, as these relationships “are equivalent to relationships between variables of perfect reliability” (Werner & Schermelleh-Engel, 2009, p. 1). In all, SEM departs from other statistical methods because it enables researchers to include multiple measures and reduce their measurement error—error inherent in any data utilized in the social sciences or related disciplines.

When testing the interrelationships among variables and constructs, as one does with SEM, researchers should be aware that they are, in essence, taking a confirmatory (i.e., hypothesis-testing) approach rather than an exploratory approach to their data analysis (Byrne, 2016). A confirmatory approach is adopted because researchers specify a priori the interrelationships that are theorized to exist (i.e., through specification of a model), with the next step being to test how
1.2. What are Essential Features of Structural Equation Modelling?

A structural equation (SE) model is a complex amalgam of hypothesized interrelationships represented and tested with equations (Von der Embse, 2016). Specifically, SEM includes, describes, and tests the interrelationships between two types of variables: manifest and latent. Manifest variables are those that can be directly observed (measured); alternatively, latent variables are those that cannot be observed (measured) directly due to their abstract nature (Byrne, 2016; Xiong, Skitmore, & Xia, 2015). Latent variables can be further broken down into exogenous and endogenous variables. According to Byrne (2016), exogenous latent variables are analogous to independent variables in that they are thought to “cause” fluctuations in the values of other latent variables in the model. Importantly, exogenous variables are not explained by the SE model, but rather can be viewed as factors external to the model that create changes in the value of exogenous variables (Byrne, 2016). Variables such as gender and socioeconomic status may be factors external to a SE model and may produce fluctuations in other latent variables. Endogenous variables, on the other hand, are synonymous with dependent variables. Endogenous latent variables are influenced by exogenous latent variables and this influence can occur directly or indirectly. Since all latent variables influencing endogenous variables are specified within a SE model, any change in the value of endogenous latent variables is thought to be explained by the model (Byrne, 2016; Winke, 2014).

A SE model typically consists of a measurement model, which is a set of observed variables that represent a small number of latent (unobserved) variables. The measurement model describes the relationship between observed variables (e.g., instruments) and unobserved variables; that is, it connects the instruments that are used to the constructs they are hypothesized to measure (Byrne, 2016; Weston & Gore, 2006). Confirmatory factor analysis (CFA) would then be employed as a means of determining the pattern of loadings of each newly emerging hypothesized factor. A SE model also typically consists of a structural model, which is a schematic depicting the interrelationships among latent variables (Von der Embse, 2016). When the measurement and structural models are considered together, the model is called the full or complete structural model (Weston & Gore, 2006). The complete structural model allows researchers to specify regression structures among the latent variables, wherein “a structural model that specifies direction of cause from one direction only is called a recursive model, and one that allows for reciprocal or feedback effects is termed a nonre-
**cursive model**” (Byrne, 2016, p. 7).

**Figure 1** depicts an example of a measurement model. In this model, each of the three latent variables—sexual disgust, dehumanization, and modern homonegativity—are symbolized by ellipses (ovals). The observed or manifest variables, referred to as indicators here, appear in rectangles. Sexual disgust has seven observed (measured) variables (SD1-SD7; Tybur, Lieberman, & Griskevicius, 2009), dehumanization has eight observed (measured) variables (DEH1-DEH8; Bastian, Denson, & Haslam, 2013), and modern homonegativity has 12 observed (measured) variables (MHS1-MHS12; Morrison & Morrison, 2003). For practical purposes, only one measure hypothesized to represent each latent variable is shown; but, ideally, there would be several measures indicated for each latent variable (Weston & Gore, 2006). Of note, too, is that each manifest variable (each individually observed item in this case) has its own error term (Byrne, 2016). As Weston and Gore (2006) state, measures that are reliable and have fewer errors will be “better indicators of their respective latent variable, much as the items in a scale that most accurately represent the underlying construct have the highest factor loadings in a factor analysis” (p. 726).

![Figure 1. Confirmatory factor analysis used to test measurement model.](image-url)
Figure 2 provides a schematic of a fully mediated complete model. In this model, it is hypothesized that dehumanization mediates the effects of sexual disgust on modern homonegativity (i.e., negative beliefs about gay men). Specifically, greater levels of sexual disgust are associated with greater levels of dehumanization which, in turn, is associated with greater levels of homonegativity toward gay men. The interrelationships amongst latent variables can be conceptualized as covariances, direct effects, or indirect (mediated) effects. Covariances are similar to correlations, and, if present, would be symbolized in Figure 2 with double-headed arrows. Double-headed arrows in any SE model signify the presence of non-directional relationships (covariances) between latent variables. As there were no double-headed arrows appearing in Figure 2, non-directional relationships were not expected. Figure 2 does, however, indicate the presence of hypothesized direct relationships between sexual disgust and dehumanization, and dehumanization and modern homonegativity. These direct effects are symbolized by single-headed arrows. As Weston and Gore (2006) point out, though directional claims are being made regarding the interrelationships amongst latent variables, the relationships themselves are not causal. Interpreting the strength of the relationships should be carried out much akin to the way one would interpret regression weights. Also in Figure 2, each latent construct is represented by a series of observed indicator variables, each with its own error term (i.e., *e, in the present schematic). The error term for the latent variables is referred to as disturbance and is symbolized with a D (D* in the Figure). Finally, regarding the delineation of exogenous and endogenous variables, of the three latent variables pictured, only sexual disgust is independent (i.e., not predicted by any other latent variable). Dehumanization and modern homonegativity are
endogenous because they are dependent on (i.e., predicted by) their respective latent variables. Given that key concepts related to SEM have been described, we now provide an overview of the practices that researchers are encouraged to employ when using SEM.

2. Best Practices before Testing a Model

2.1. Model Development

When formulating a model, a critical issue pertains to the number of manifest indicators that one should have for each latent variable. The consensus is that $\geq 2$ indicators per latent variable is required. In terms of an upper limit, however, no consistent recommendation emerges. Ping (2008) notes an apparent ceiling of six indicators per latent variable due to “extensive item weeding” that may be attributable, in part, to “persistent model-to-data fit difficulties” (p. 2). Our recommendation is that one take into consideration the sometimes competing interests of parsimony and model thoroughness. Finally, with respect to manifest indicators, Ho’s (2013) advice is sound: “researchers should be guided by the axiom that it is preferable to employ a relatively small number of good indicators than to delude oneself with a relatively large number of poor ones” (p. 432). It is essential that measures selected to represent latent variables be psychometrically robust. Of particular importance are the matters of content validity, scale score reliability, and construct validity.

Content validity may be defined as the relevance and representativeness of the targeted construct, across all features of a measure (e.g., the scale items and the instructions provided to respondents: Haynes, Richard, & Kubany, 1995). This type of validity may be established in the following ways: a) conducting an extensive review of the literature pertinent to the construct (including published and unpublished work); b) consulting with stakeholders from relevant groups that are able to furnish valuable insights about the construct; and c) using experts to gauge the suitability of all items designed to measure the construct (Yaghmaie, 2009). If there are insufficient details about an instrument’s content validity, then we recommend researchers opt for another measure.

In terms of scale score reliability, the most popular estimate is Cronbach’s alpha, which is the “expected correlation between an actual test and a hypothetical alternative form of the same length” (Carmines & Zeller, 1979: p. 45). As reliability is a product of scale scores, it must be calculated whenever a researcher intends to average or sum a multi-item measure (Streiner, 2003). A Cronbach’s alpha coefficient of .80 often serves as the cut-off for “good” reliability, with Streiner (2003) advocating a maximum value of .90. (Values exceeding .90 suggest item redundancy.) However, we do not advise rigid adherence to cut-off values, as there may be instances where low alpha coefficients are defensible (see Johns & Holden, 1997; Schmitt, 1996).

It should be noted that Cronbach’s alpha has been subject to considerable criticism and that other forms of scale score reliability have been recommended such as Omega (e.g., Dunn, Baguley, & Brunsden, 2014). For example, Peters
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(2014) notes that Cronbach’s alpha uses the essentially tau-equivalent model which operates in accordance with a specific set of assumptions; ones that are seldom met with real-world psychological data. These assumptions include: 1) all items measure the same underlying variable; 2) all items are of comparable strength in terms of their association with that underlying variable; 3) unidimensionality; and 3) item variances and covariances are equal (Peters, 2014). For these reasons, we, subsequently, describe other indicators of reliability that practitioners of SEM may wish to test.

Carmines and Zeller (1979) note that there are two principal forms of construct validity: convergent and discriminant. Convergent validity examines whether scores on the measure that is being validated correlate with other variables with which, for theoretical and/or empirical reasons, they should be correlated. Discriminant validity, on the other hand, targets variables that, again for theoretical and/or empirical reasons, should have a negligible association with the measure being validated (Springer, Abell, & Hudson, 2002).

Testing a measure’s psychometric soundness is an iterative process that necessitates the accumulation of multiple strands of validation across diverse samples. We recommend that, when targeting measures for inclusion in a model that will be tested with SEM, researchers review source articles that detail the precise steps used to create and refine a scale’s items as well as the tests conducted to evaluate scale score reliability and validity. Finally, it is vital to emphasize that utilizing instruments that seem to be psychometrically robust does not preclude assessing the reliability and validity of the measurement models (i.e., the confirmatory factor components of a SE model). We review these topics later in the document.

2.2. Alternative Models

It is important to acknowledge a priori the existence of models that are rivals to the one being tested (Weston & Gore, 2006). Such rivals may reflect “other theoretical propositions and/or contradictions in empirical findings” (Nunkoo, Ramkissoon, & Gursoy, 2013: p. 761) and should be made explicit and tested.

2.3. Sample Size Requirements

The issue of how many participants are needed to use SEM as an analytic technique remains a point of contention (see, for example, Barrett, 2007; Iacobucci, 2010). However, rules-of-thumb do not appear to be appropriate as issues such as model complexity, amount of missing data, and size of factor loadings have implications for the numbers of participants required (Wolf, Harrington, Clark, & Miller, 2013). Using Monte Carlo simulation, Wolf et al. found that if a researcher wanted to conduct a confirmatory factor analysis with a single latent variable and 6 indicators (having average loadings of .65), a sample size of 60 was adequate. However, for a more complex mediation model, consisting of three latent factors (each having three manifest indicators), the minimum sample needed was 180. To assist with sample size decision-making, an a priori sam-
ple size calculator may be helpful (see, for example: http://www.danielsoper.com/statcalc/calculator.aspx?id=89). With this calculator, individuals must provide the anticipated effect size (typically .1 to .3), the desired level of statistical power (usually set at .80), the number of latent variables included in the model, the number of manifest indicators (i.e., measured variables), and the probability value used to denote “statistical significance” (traditionally .05).


3.1. Data-Related Assumptions

The most commonly used estimation method in SEM is maximum-likelihood (ML). ML has various assumptions including: 1) there will be no missing data; and 2) the endogenous (or dependent) variables will have a multivariate normal distribution.

If a complete datafile is unavailable, then the researcher must test whether the data are missing completely at random (MCAR), missing at random (MAR), or missing not at random (MNAR). If data are MCAR, then the “missingness” on the variable of interest is unrelated to any of the variables in the dataset. If the data are MAR, then systematic differences may exist between missing and observed values; however, these differences are accounted for by other variables in the dataset (Bhaskaran & Smeeth, 2014). Finally, if data are MNAR, then there is a systematic pattern to the missing data (the presence or absence of a score on variable X is related to the variable itself). To determine whether data are MCAR, Little’s MCAR test can be used (i.e., a statistically non-significant p value [>.05] denotes that data are MCAR). If Little’s test is statistically significant, then data may be MAR or MNAR; further investigation of participants with missing data is required. If data are MCAR or MAR, the sample is large, and the proportion of missing data is modest (< 5%), listwise deletion is a reasonable option (Green, 2016). An alternative approach is using Multiple Imputation (MI) to estimate missing data. Finally, when data are MNAR, item parcels may be useful (see Orcan, 2013); though for the novice practitioner, SEM would not be recommended (Allison, 2003).

Having data that are multivariate normal is a key assumption when performing SEM (using the ML default). Although univariate normality does not guarantee the multivariate normality of one’s data, we recommend that each variable be scrutinized to identify any deviations from a normal distribution. Ghasemi and Zahediasl (2012) provide a straightforward overview of the primary visual and statistical techniques that may be used to gauge univariate normality. The two key considerations are skew and kurtosis. Skewness refers to the lack of symmetry in the distribution of one’s data (i.e., for a symmetrical distribution, or one without skew, the distribution to the left or right of the center-point looks identical: Field, 2013). Kurtosis may be thought of as the “tail-heaviness” of the distribution of one’s data (i.e., leptokurtosis happens when the number and extremity of outliers is smaller than would occur with a normal distribution; pla-
Tykurtosis occurs when the number and extremity of outliers is greater than would take place with a normal distribution). Suggested cut-offs for the skewness index (i.e., skew divided by the standard error of skew) and the kurtosis index (i.e., kurtosis divided by the standard error of kurtosis) are absolute values greater than 3 and 10, respectively (Weston & Gore, 2006). Determining multivariate normality is more difficult, as popular statistical packages such as SPSS do not offer formal tests of multivariate skewness and kurtosis. However, Wan Nor (2015) offers a step-by-step guide to graphically assessing multivariate normality using SPSS and DeCarlo provides SPSS syntax that may be used to determine both univariate and multivariate normality (see: http://www.columbia.edu/~ld208/). If data are non-normal, they may be transformed. Tabachnick and Fidell (2006) provide SPSS and SAS compute commands to address issues of moderate to severe positive and negative skew (see page 89). Another option is to assess model fit using a $p$ value that is not ML-based (e.g., Bollen-Stine in AMOS).

3.2. Two-Stage Modelling

When conducting SEM, it is recommended that the measurement models be assessed first, using confirmatory factor analysis (CFA), followed by simultaneous assessment of the measurement and structural models (Anderson & Gerbing, 1988). As noted earlier, each measurement model consists of at least one latent factor, its measured indicators and their associated error terms. The structural model represents the predicted associations among the latent variables based on theory and/or prior empirical research (Xiang et al., 2015). Thus, a model containing two latent variables (Y1 and Y2), each of which is represented by three manifest indicators (Y1: x1, x2, x3; Y2: x1, x2, x3) would consist of two measurement models (one for Y1 and one for Y2) and one structural model that tests Y1 and Y2 simultaneously. With the two-stage approach, each measurement model is tested. If adequate fit is not obtained, then each model may be subject to re-specification, provided one can justify doing so on the basis of theory, indicator content, and/or past research (Anderson & Gerbing, 1988). It should be noted that, unless a compelling reason is specified a priori, simply correlating error terms to improve fit is not recommended because doing so takes “advantage of chance, at a cost of only a single degree of freedom, with a consequent loss of interpretability and theoretical meaningfulness” (Anderson & Gerbing, 1988: p. 417). The structural model then is evaluated.

3.3. Reliability and Validity

When testing each measurement model, using confirmatory factor analysis, output can be used to assess indicator and composite reliabilities as well as convergent and discriminant validities. Indicator reliability (IR) refers to the proportion of variance in each measured variable that is accounted for by the latent factor it supposedly represents (O’Rourke & Hatcher, 2013). Calculating IR is straightforward as it merely involves squaring the standardized factor loading.
for each measured variable (O’Rourke & Hatcher, 2013). Thus, if latent variable Y had three indicators (x1, x2, and x3) with factor loadings of .54, .67, and .80, respectively, IR coefficients would be .29 (.54^2), .45 (.67^2), and .64 (.80^2). Note that the IR values for x1 and x2 are low and may warrant scrutiny. Composite reliability (CR), which may be viewed as analogous to Cronbach’s alpha coefficient, also should be computed for each latent factor. The following steps may be used to compute CR: a) calculate IR for each item (i.e., each factor loading squared); b) determine the error variance for each item by subtracting each IR value from 1 (i.e., 1-IR); c) for a given latent variable, sum the standardized factor loadings and then square the sum; and d) for a given latent variable, take the squared sum of the factor loadings (ΣSSL) and divide that number by itself (ΣSSL) plus the sum of the error variance (ΣEV); that is: ΣSSL/ ΣSSL + ΣEV. The resultant value denotes the CR for the latent variable in question. Using the hypothetical values listed above (i.e., IRs for x1, x2, and x3 = .29, .45, and .64, respectively), the error variances are: 1 -.29 = .71 for x1; 1 -.45 = .55 for x2; and 1 -.64 = .36 for x3. As noted earlier, the factor loadings were .54, .67, and .80. The sum of these values squared is 4.04 (i.e., .54 + .67 + .80 = 2.01^2). The sum of the error variances is 1.62 (i.e., .71 + .55 + .36). Thus, the resultant CR for latent variable Y is .71 (i.e., 4.04/4.04 + 1.62). As values of .70+ are considered to be acceptable in research that is not strictly exploratory (Nunkoo et al., 2015), this hypothetical CR value is satisfactory.

The average variance extracted (AVE) may be used to test the convergent validity of the measurement model. To compute AVE for a given latent variable, simply square each standardized factor loading, sum them, and divide by the total number of loadings. Using the aforementioned hypothetical loadings (.54, .67, and .80), the squared sum is 1.38 (.54^2 + .67^2 + .80^2); dividing that total by 3 (number of loadings), the AVE is .46. This value is below the typical cut-off used to establish convergent validity (.50+; Nunkoo et al., 2015). Provided that one has no more than 10 measured indicators per latent factor, the following online calculator may be useful when wishing to determine AVE: http://www.watoowatoo.net/sem/sem.html. This calculator also provides composite reliability coefficients (see: Jöreskog’s rho).

Finally, to assess discriminant validity, the procedure outlined by Fornell & Larcker (1981) appears to be reasonable. Using latent variables Y1 and Y2 as hypothetical examples, the researcher would first calculate AVE values for the two variables and then contrast these values with the squared correlation between Y1 and Y2. If both AVE numbers are greater than the square of the correlation, discriminant validity has been demonstrated.

3.4. Model Fit

A broad range of fit indices, encompassing four broad categories (i.e., overall model fit, incremental fit, absolute fit, and predictive fit), should be used (Worthington & Whittaker, 2006). Overall model fit, which includes the chi-square
test, tests precisely what it describes: whether the model fits the observed data. Ropovik (2015) notes that, while a statistically significant chi-square value is often ignored on the grounds that the test itself is overly sensitive when large samples are used, the “only message that a significant χ2 tells is... take a good look at that model [as] something may be wrong here” (p. 4). Further, the attainment of fit using other indices (e.g., GFI or RMSEA) does not necessarily mean that the chi-square test was statistically significant because of a trivial misspecification. Detailed analysis of the model is required.

Incremental fit indices compare the model that is being tested to a baseline model which, typically, is one in which all variables are uncorrelated (Worthington & Whittaker, 2006). Sample indices include: the normed fit index (NFI), the comparative fit index (CFI), and the Tucker Lewis index (TLI). Absolute fit indices, such as the root mean square error of approximation (RMSEA), goodness-of-fit index (GFI), and the standardized root mean square residual (SRMR), determine how well a model specified a priori reproduces the sample data (Hooper, Coughlan, & Mullen, 2008). If the SRMR is not reported, then we recommend researchers furnish a table of correlation residuals, which represent the difference between a correlation for the model and an observed correlation. The greater the absolute magnitude of a given correlation residual, the greater the misfit between the model and the actual data for the two variables in question.

With respect to cut-off values for various fit indices, the current perspective is that individuals should avoid mindlessly using cut-off values and that “no single cut-off value for any particular [fit index] can be broadly applied across latent variable models” (McNeish, An, & Hancock, 2017: p. 8). Measurement quality, which McNeish et al. operationalize as the magnitude of the standardized loadings between each latent construct and its manifest variables, plays a critical role with respect to the interpretability of cut-off values. Referring to the reliability paradox, these researchers note that fit indices tend to be worse when measurement quality is higher rather than lower. Thus, a model with standardized loadings of .90 may produce worse fit statistics than a model with standardized loadings of .40—although the former has better data-model fit than does the latter.

Finally, predictive fit indicators examine “how well the structural equation model would fit other samples from the same population” (Worthington & Whittaker, 2006: p. 828). One common example is the Akaike Information Criterion (AIC), which measures “badness” of fit (i.e., the model with the lowest AIC value is the most parsimonious and, thus, would be chosen: Schermelleh-Engel, Moosbrugger, & Müller, 2003).

4. Reporting Guidelines for SEM

When writing a manuscript that involves SEM, various pieces of information are essential if readers are to make an informed decision about the appropriateness of the findings. We recommend the following be reported:

1. As determined by an a priori power analysis, the minimum number of participants needed, given the models that are being tested.
2. At least one alternative model that is plausible in light of extant theory or relevant empirical findings.

3. Graphical displays of all measurement and structural models.

4. Brief details about the psychometric properties of scale scores for all measured variables (e.g., Cronbach’s alpha and its 95% confidence intervals or, preferably, omega as well as 2 to 3 sentences per measure detailing evidence of content and construct validities).

5. The proportion of data that are missing and whether missing data are MCAR, MAR, or MNAR. As well, researchers should explicate how this decision was reached (e.g., why does a researcher assume missing data are MAR?), and the action taken to address missing data.

6. Assessments of univariate and multivariate normality for all measured indicators.

7. The estimation method used to generate all SEMs (default is ML estimation).

8. The software (including version) that was used to analyze the data.

9. In accordance with the advised two-step approach, full CFA details about each measurement model followed by complete SEM details about the structural model.

10. Indicator and composite reliabilities.

11. Average variance extracted (AVE) for each latent factor which denote convergent validity.


13. All standardized loadings from latent variables to manifest variables (reflective models).

14. Fit indices that reflect overall, absolute, and incremental fit. If applicable, predictive fit indicators should be included.

15. A clear and compelling rationale for all post-hoc model modifications.

16. An indicator of effect size for the final model.

5. Useful Resources

We would like to conclude this brief primer by listing resources that we recommend both novice and experienced practitioners of SEM consult.


   The popularity of AMOS software for SEM analysis makes Byrne’s (2016) book a valuable resource for many SEM users. Byrne provides an easy-to-understand introduction to SEM and AMOS, not requiring the reader to have any pre-existing knowledge about SEM or any software programs. She includes detailed instructions on calculating reliability and validity (a best practice that has largely been ignored by researchers), drop-down menus, charts, and tables directly from AMOS, which allows the reader to follow along without any difficulty. Moreover, the data that are used in the examples are available to the readers online, allowing them to fully ensure they can conduct SEM using AMOS before
they try with their own data.


Dr. James Gaskin, from Brigham Young University, offers a YouTube series, titled “SEM BootCamp,” that takes the viewers through best practices for conducting SEM using AMOS. Topics include, but are not limited to, data screening, assumption testing, mediation and moderation, and potential issues that might be encountered. The videos provide a user-friendly and step-by-step guide, emphasizing both theory and practice that would be very helpful to those who are novices in SEM. Additionally, viewers are able to access the data files he uses in his examples, allowing them to follow along through the guided examples.

3. Researchgate.net

This website facilitates communication from academics across the globe and, thus, provides an invaluable source of information about all facets of SEM. All one needs to do is “Google” a specific question and, in conjunction with the word “researchgate,” a discussion containing relevant information and resources will emerge. For example, using the search terms “multivariate normality,” “SEM,” and “researchgate” produced 4,650 results (as of February 26, 2017). These hits included discussions about what steps should be taken to test for multivariate normality; what can be done if this assumption is violated; and whether specific software were better suited to address non-normality.


Even for non-SAS practitioners, this book offers an accessible overview of SEM by using straightforward language and clear examples. For instance, the authors provide an illustrated, step-by-step guide for computing indicator and composite reliabilities as well as convergent and discriminant validities for latent factors.


Dr. Paula Winke has written a paper that provides an excellent introduction to SEM for the novice user. Winke provides examples from applied linguistics that a researcher can understand, and she has a keen ability to describe SEM in a very clear manner. Her overview of what is contained in SEM models (both measurement and structural) are accessible and manage to inspire the reader rather than discourage.

6. Conclusion

SEM is a powerful statistical technique; one that permits assessing “latent variables at the observation level (i.e., a measurement model) and testing hypothesized relationships between latent variables at the theoretical level (i.e., a structural model)” (Nunkoo et al., 2013: p. 759). However, like any statistical procedure, SEM can be subject to inappropriate and indiscriminant use. To maximize
its value in psychological research, it is essential that psychologists should be informed practitioners of SEM. By outlining best practice recommendations that should be followed both prior to, and during, model testing as well as elucidating supplemental resources about SEM that we have found to be valuable, we hope this paper will encourage improved use of this analytic technique.
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