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Abstract

In this paper we have demonstrated the ability of the new Bayesian measure of evidence of Yin (2012, Computational Statistics, 27: 237-249) to solve both the Behrens-Fisher problem and Lindley’s paradox. We have provided a general proof that for any prior which yields a linear combination of two independent t random variables as posterior distribution of the difference of means, the new Bayesian measure of evidence given that prior will solve Lindleys’ paradox thereby serving as a general proof for the works of Yin and Li (2014, Journal of Applied Mathematics, 2014(978691)) and Goltong and Doguwa (2018, Open Journal of Statistics, 8: 902-914). Using the Pareto prior as an example, we have shown by the use of simulation results that the new Bayesian measure of evidence solves Lindley’s paradox.
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1. Introduction

The Behrens-Fisher problem simply refers to a hypothesis testing problem about the difference of two means based on two random samples that are assumed to be independent and normally distributed without assuming that the two variances are equal.

[1] noted that conclusions from a hypothesis test based on a Bayesian framework could contradict that from a frequentist framework. He showed that as n → ∞, while a frequentist will reject H0, a Bayesian using the posterior probability under H0 will fail to reject H0. Even though [2] argued that these two schools of statistical inference need not agree since the two evaluate different objects using different measures among other points, he also noted that it is not meaningful if a procedure would always conclude by picking the null whatever be the value of the test statistic. This points to the fact that even if one may
not be interested in having the Bayesian and Frequentist approaches reconciled, there is need to look out for test procedures that will not always favour the null hypothesis. More discussions and arguments concerning Lindley’s paradox, can be found in [3], [4] and [2]. [5] developed a Bayesian hypothesis testing framework that solves Lindley’s paradox in a one sample case. Using Jeffreys’ independent prior, [6] extended the methodology of [5] to solve the Behrens-Fisher Problem so as to avoid Lindley’s Paradox. Also, [7] made an attempt to solve the paradox in [1] by assigning Gamma priors to the precisions using the methodology of [5]. It is noteworthy that the posterior distribution of the difference of means derived by [6] and that derived by [7] are similar in the sense that both are a linear combination of two $t$ distributed random variables. Also these two posterior distributions differ in the sense that, the coefficients of these linear combinations are not the same and also, the distributions of the $t$ random variables differ in their degrees of freedom.

In this paper, we propose to give a general result of the methodology of [5] in solving simultaneously the Behrens-Fisher problem and Lindley’s paradox when any given prior is assigned to the unknown variances which yields a posterior distribution that is a linear combination of two independent $t$ random variables.

2. Literature Review

In an attempt to solve the Behrens-Fisher Problem, [8] derived generalized pivotal quantities and generalized $p$-values for hypothesis testing in the presence of nuisance parameters. The generalized $p$-value is given by

\[
p(x) = P \left\{ F_{1,n_1+n_2-2} \geq (\bar{x}_1 - \bar{x}_2)^2(n_1 + n_2 - 2) \left( \frac{s_1^2}{B} + \frac{s_2^2}{1-B} \right)^{-1} \right\}
\]

where \( P[\cdot] \) means the probability of $\cdot$, $s_i^2$ is the variance of sample $i$ of size $n_i$, $s_i^2 = (1-n_i^{-1})s_i^2$, $i = 1, 2$ and $B \sim Beta((n_1-1)/2, (n_2-1)/2)$. [9] derived a general recipe for constructing generalized pivotal quantities and generalized confidence intervals using a systematic approach which was not provided by [8]. [10] used a generalized $p$-value approach to derive tests and confidence intervals for the common mean based on several well known estimates of the common mean. [11] used Stein’s two-stage sampling scheme to solve the Behrens-Fisher problem so as to control the Type-II error and the length of the confidence interval given a specified Type-I error. [12] conducted a comparative study of the different methods of solving the Behrens-Fisher problem.

The idea of using informative priors is advocated for by [13], who disagrees that diffuseness of a prior reflects ignorance about the distribution of such a parameter. [14], [15], and [16] investigated the reconcilability of the Bayesian and frequentist approaches to hypothesis testing. [17] developed the posterior predictive $p$-value which takes care of nuisance parameters in hypothesis testing, given as

\[
ppp(x) = P \left\{ F_{1,n_1+n_2} \geq \frac{(\bar{x}_1 - \bar{x}_2)^2(n_1 + n_2)}{[s_1^2 + (\bar{x}_1 - \mu)^2]B_{n_1,n_2}^{-1} + [s_2^2 + (\bar{x}_2 - \mu)^2](1-B_{n_1,n_2})^{-1}} \right\}
\]
where $P\{\cdot\}$ is the probability of $\{\cdot\}$, $s_i^2$ is the variance of sample $i$ of size $n_i$, $\tilde{s}_i^2 = (1 - n_i^{-1})s_i^2$, $i = 1, 2$ and $B_{n_1, n_2} \sim Beta(n_1/2, n_2/2)$.

[5] developed a Bayesian testing procedure for testing a precise null hypothesis in the one sample case that avoids the dichotomy of the parameter space, thereby solving Lindley’s paradox. This new Bayesian measure of evidence is given by

$$P^B(x) = P(|\theta - E(\theta|x)| \geq |\theta_0 - E(\theta|x)| |x)$$

(3)

where $P(.)$ is the probability of $(.)$, $E(\theta|x)$ is the posterior expectation of $\theta$ under the prior $\pi(\theta)$, where a smaller value of $P^B(x)$ corresponds to a bigger distance between $\theta_0$ and the true $\theta$ and therefore, suggesting stronger evidence against the null hypothesis $H_0$. [18] showed both analytically and by simulation results that the infimum of the posterior probability of $H_0$, $Pr(H_0|x)$ under the conjugate class of priors is strictly less than the the p-value and the Generalized p-value in testing a normal mean and in testing two normal means respectively.

In order to solve the Behrens-Fisher problem, [6] extended the methodology of [5] assigning Jeffreys’ objective prior to the unknown variances given as

$$\pi(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) \propto \frac{1}{\sigma_1^2 \sigma_2^2}$$

(4)

and obtained the posterior distribution of the difference of means, $\theta|x$, as

$$\theta|x \sim \bar{x}_1 - \bar{x}_2 - \left( \frac{S_1 T_{n_1-1}}{\sqrt{n_1}} - \frac{S_2 T_{n_2-1}}{\sqrt{n_2}} \right)$$

(5)

thereby obtaining under Jeffreys independent prior, the Bayesian measure of evidence as

$$P_{BF}^J(x) = P\left(\left| \frac{S_1 T_{n_1-1}}{\sqrt{n_1}} - \frac{S_2 T_{n_2-1}}{\sqrt{n_2}} \right| \geq |\bar{x}_1 - \bar{x}_2| \right)$$

(6)

where $T_{n_i-1}$ is a $t$ random variable with $n_i - 1$ degrees of freedom. By the use of simulation results, this approach was shown to solve the two problems and also, it was shown mathematically to yield credible intervals that actually possess $1 - \alpha$ coverage probability.

[7] also extended the methodology of [5] by assigning Gamma priors to the precisions and showed mathematically that the paradox in [1] is avoided while solving the Behrens-Fisher problem. They also showed that results obtained by assigning Gamma priors to the precisions could coincide with results obtained by assigning Jeffrey’s independent prior to the variances as is done in [6]. [19] proved that Lindley’s Paradox could be reversed given that the probability density is persistently unbounded or where sufficient regularity of likelihood or prior is absent.

3. Main Result

In this section, we propose a more general result about the ability of the Bayesian measure of evidence of [5] to solve Lindley’s paradox given any prior distribution. Before proceeding to this general result, let us consider a definition that is crucial to its postulation.

**Definition 1.** A rational function, $B$, is said to be asymptotically independent of $n$ if $B$ can be expressed in the following manner:

$$B = \frac{P(n)}{Q(n)}B^*$$

(7)
where \( P(n) \) and \( Q(n) \) are polynomials in \( n \), and \( Q(n) \) is a polynomial of degree at least equal to that of \( P(n) \), and \( B^* \) is completely independent of \( n \).

**Lemma 1.** Let the posterior distribution of \( \theta \) given any prior distribution, say \( \pi \), be given by

\[
\theta | x \sim x_1 - x_2 - (A_1 T_1 - A_2 T_2)
\]

(8)

where the coefficients \( A_1 \) and \( A_2 \) are functions of \( n_1^{-p} \) and \( n_2^{-q} \) respectively, such that these coefficients are of the form \( A_1 = B_1 n_1^{-p} \) and \( A_2 = B_2 n_2^{-q} \) for any \( B_1 \) either independent or asymptotically independent of \( n_1 \), any \( B_2 \) either independent or asymptotically independent of \( n_2 \) and for any \( p, q > 0 \). Then, where \( T_1 \) and \( T_2 \) are independent \( t \) random variables, if the degrees of freedom of \( T_1 \) and \( T_2 \) are linear functions of \( n_1 \) and \( n_2 \) respectively, the Bayesian measure of evidence based on (8) solves Lindley's paradox, that is

\[
P_{\pi}^{BF}(x) \to 0 \quad \text{as} \quad (n_1, n_2) \to (\infty, \infty)
\]

**Proof.** Recall that the methodology of [5] yields the Bayesian measure of evidence as

\[
P^B(x) = P(\theta - E(\theta|x) \geq |\theta_0 - E(\theta|x)| | x)
\]

(9)

Since the degrees of freedom of the two random variables are linear forms of the corresponding sample sizes, let \( k_1 n_1 + c_1 \) be the degrees of freedom of \( T_1 \), where \( k_1 \) is any constant and \( c_1 \) is independent of \( n_1 \). Also, let \( k_2 n_2 + c_2 \) be the degrees of freedom of \( T_2 \), where \( k_2 \) is any constant and \( c_2 \) is independent of \( n_2 \).

Then where \( B_1 \) and \( B_2 \) are completely independent of \( n_1 \) and \( n_2 \) respectively, we have that

\[
Var(\theta|x) = \frac{B_1^2}{n_1^{2p} (k_1 n_1 + c_1 - 2)} + \frac{B_2^2}{n_2^{2q} (k_2 n_2 + c_2 - 2)}
\]

\[
= \frac{B_1^2 n_1^{2p} (k_1 n_1 + c_1) (k_2 n_2 + c_2) + B_2^2 n_2^{2q} (k_1 n_1 + c_1) (k_2 n_2 + c_2)}{n_1^{2p} n_2^{2q} (k_1 n_1 + c_1) (k_2 n_2 + c_2)}
\]

(10)

where \( c_1^* = c_1 - 2 \) and \( c_2^* = c_2 - 2 \). Note that (9) can be expressed as

\[
P_{\pi}^{BF}(x) = 2 \left[ 1 - P(\chi_1^2 < Z_0^2) \right]
\]

(11)

and we also have that

\[
Z_0^2 = \frac{[\theta_0 - E(\theta|x)]^2}{Var(\theta|x)}
\]

(12)

Now, let \( a = [\theta_0 - E(\theta|x)]^2 \), independent of \( n_1 \) and \( n_2 \), then we have that

\[
Z_0^2 = \frac{a n_1^{2p} n_2^{2q} (k_1 n_1 + c_1^*) (k_2 n_2 + c_2^*)}{B_1^2 n_1^{2p} (k_1 n_1 + c_1) (k_2 n_2 + c_2) + B_2^2 n_2^{2q} (k_1 n_1 + c_1^*) (k_2 n_2 + c_2^*)}
\]

(13)
\[
\lim_{n_1 \to \infty} Z_0^2 = \lim_{n_1 \to \infty} \left\{ \frac{an_2^2q(k_1n_1 + c_1^*)(k_2n_2 + c_2^*)}{B_1^2n_2^2(k_1n_1 + c_1)(k_2n_2 + c_2^*) + B_2^2n_2^2(k_1n_1 + c_1^*)(k_2n_2 + c_2)} \right\} \\
= \lim_{n_1 \to \infty} \left\{ \frac{an_2^2q(k_1 + \frac{c_1}{n_1})(k_2n_2 + c_2^*)}{B_1^2n_2^2(k_1n_1 + c_1)(k_2n_2 + c_2) + B_2^2n_2^2(k_1n_1 + c_1^*)(k_2n_2 + c_2)} \right\} \\
= \frac{an_2^2q(k_2n_2 + c_2^*)}{B_2^2(k_2n_2 + c_2)} \\
\text{(14)}
\]

Then we have that

\[
\lim_{n_2 \to \infty} \left[ \lim_{n_1 \to \infty} Z_0^2 \right] = \lim_{n_2 \to \infty} \left[ \frac{an_2^2q(k_2 + \frac{c_2^*}{n_2})}{B_2^2(k_2 + \frac{c_2^*}{n_2})} \right] = \infty \quad \text{(15)}
\]

Similarly, we have that

\[
\lim_{n_2 \to \infty} Z_0^2 = \frac{an_1^2p(k_1n_1 + c_1^*)}{B_1^2(k_1n_1 + c_1)} \\
\text{(16)}
\]

Then we have that

\[
\lim_{n_1 \to \infty} \left[ \lim_{n_2 \to \infty} Z_0^2 \right] = \lim_{n_1 \to \infty} \left[ \frac{an_1^2p(k_1 + \frac{c_1^*}{n_1})}{B_1^2(k_1 + \frac{c_1^*}{n_1})} \right] = \infty \quad \text{(17)}
\]

Since we have from (15) and (17) that

\[
\lim_{n_2 \to \infty} \left[ \lim_{n_1 \to \infty} Z_0^2 \right] = \lim_{n_1 \to \infty} \left[ \lim_{n_2 \to \infty} Z_0^2 \right] = \infty \quad \text{(18)}
\]

It implies that

\[
\lim_{(n_1, n_2) \to (\infty, \infty)} Z_0^2 = \infty, \quad \implies \quad \lim_{(n_1, n_2) \to (\infty, \infty)} P_{\pi}^{BF}(x) = 0 \quad \text{(19)}
\]

To show that this result still holds where \(B_1\) and \(B_2\) are only asymptotically independent of \(n_1\) and \(n_2\) respectively, it suffices to show that under mild assumptions, \(B_1\) and \(B_2\) can safely be assumed to be completely independent of \(n_1\) and \(n_2\) respectively. This result will be shown in two steps. First, let us consider the case where \(Q(n)\) and \(P(n)\) are polynomials of equal degree and recall that

\[
B_i = B_i^* \frac{P(n_i)}{Q(n_i)}, \quad \forall \ i = 1, 2. \\
\text{(20)}
\]

where \(P^*(n_i)\) is that part of the polynomial \(P(n_i)\) consisting of terms that contain \(n_i\) only excluding the constant term, \(Q^*(n_i)\) is that part of the polynomial \(Q(n_i)\) consisting of terms that contain \(n_i\) only excluding the constant term, while \(\alpha\) and \(\beta\) are the corresponding constant terms.
Without any loss of generality, assume each of the coefficients in \( P^*(n_i) \) and \( Q^*(n_i) \) to be equal to 1, and \( \alpha = \beta = 0 \). Then it is obvious that \( P^*(n_i) \) and \( Q^*(n_i) \) are equal and hence

\[
B_i = B_i^*, \quad \forall i = 1, 2. \tag{21}
\]

Thus, \( B_1 \) and \( B_2 \) are completely independent of \( n_1 \) and \( n_2 \) respectively.

On a general note, relaxing the assumptions on \( P(n_i) \) and \( Q(n_i) \) except the assumption that they are polynomials of the same degree, then it is easily seen that

\[
\lim_{n_i \to \infty} B_i = B_i^* \lim_{n_i \to \infty} \frac{P(n_i)}{Q(n_i)}, \quad \forall i = 1, 2, \tag{22}
\]

where \( \kappa_i \) is a constant independent of \( n_i \). Thus in general, \( B_i \) is only asymptotically independent of \( n_i \). Secondly, where \( Q(n_i) \) is a polynomial in \( n_i \) of degree \( r_1 \) and \( P(n_i) \) of degree \( r_2 \), and we have that \( r_1 - r_2 = r > 0 \), then we have that

\[
B_i = B_i^* \frac{P(n_i)}{Q(n_i)} \quad \forall i = 1, 2. \tag{23}
\]

where \( \tilde{B}_i = B_i^* \frac{P(n_i)}{Q(n_i)} \). Then it is easily seen that \( P(n_i) \) and \( Q(n_i) \) are polynomials of the same degree in \( n_i \). To make sense of the proof, recall that

\[
A_i = \frac{B_i}{n_i^{p_1}}, \tag{24}
\]

where \( p_1 = p \) and \( p_2 = q \) and since \( B_1 = \frac{\tilde{B}_i}{n_i^{r_1}} \), we have that

\[
A_i = \frac{1}{n_i^{r_1}} \frac{\tilde{B}_i}{n_i^{r_1}} = \frac{\tilde{B}_i}{n_i^{r_1+p_1}} \tag{25}
\]

Now since \( \tilde{B}_i \) is a rational function of \( n_i \) where the numerator and the denominator are polynomials of the same degree, it implies that \( \tilde{B}_i \) can safely be assumed to be independent of \( n_i \). And this completes the proof.

**Corollary 1.** Let the posterior distribution of \( \theta \) given any prior distribution be a linear combination of two \( t \) distributed random variables such that the coefficients, say, \( A_1 \) and \( A_2 \) are functions of \( n_1^{-p} \) and \( n_2^{-q} \) respectively, and for any \( p, q > 0 \). Then, if the degrees of freedom of the variables are polynomials in \( n_1 \) and \( n_2 \) respectively, not necessarily of the same degree, the corresponding Bayesian measure of evidence solves Lindley’s paradox.

**Proof.** Recall that \( A_1 = B_1 n_1^{-p} \) and \( A_2 = B_2 n_2^{-q} \). For the purpose of this proof, it will suffice to use any polynomial function as an example.
Because the proof of the Lemma deals with polynomials of the same degree, we shall use polynomials of different degrees in this case. Also, it will suffice to assume that $B_1$ and $B_2$ are independent of $n_1$ and $n_2$ respectively.

Let the two $t$ random variables be denoted by $T_1$ and $T_2$, with $k_1n_1^2 + c_1n_1 + \gamma_1$ and $k_2n_2 + \gamma_2$ degrees of freedom respectively. Then we have that

$$Var(\theta|x) = \frac{B_2^2(k_1n_1^2 + c_1n_1 + \gamma_1) + B_2^2(k_2n_2 + \gamma_2)}{n_1^2(k_1n_1^2 + c_1n_1 + \gamma_1 - 2) + n_2^2(k_2n_2 + \gamma_2 - 2)}$$

$$= \frac{B_2^2n_2^2(k_1n_1^2 + c_1n_1 + \gamma_1)(k_2n_2 + \gamma_2)}{n_1^2n_2^2(k_1n_1^2 + c_1n_1 + \gamma_1^*)(k_2n_2 + \gamma_2^*)} + \frac{B_2^2n_1^2(k_1n_1^2 + c_1n_1 + \gamma_1^*)(k_2n_2 + \gamma_2)}{n_1^2n_2^2(k_1n_1^2 + c_1n_1 + \gamma_1^*)(k_2n_2 + \gamma_2^*)}$$

(26)

Now recall that $Z_0^2 = \frac{[\theta_0 - E(\theta|x)]^2}{Var(\theta|x)}$. Then, letting $A = [\theta_0 - E(\theta|x)]^2$, $\alpha = k_2n_2 + \gamma_2$, and $\alpha^* = k_2n_2 + \gamma_2^*$, we have that

$$Z_0^2 = \frac{A}{Var(\theta|x)}$$

$$= \frac{An_1^2n_2^2(k_1n_1^2 + c_1n_1 + \gamma_1^*)\alpha^*}{B_1^2n_2^2(k_1n_1^2 + c_1n_1 + \gamma_1)^* + B_2^2n_1^2(k_1n_1^2 + c_1n_1 + \gamma_1^*)\alpha}$$

$$= \frac{An_1^2n_1n_2^2(k_1 + c_1n_1^{-1} + \gamma_1n_1^{-2})\alpha^*}{B_1^2n_1n_2^2(k_1 + c_1n_1^{-1} + \gamma_1n_1^{-2})\alpha}$$

(27)

$$\lim_{n_1 \to \infty} Z_0^2 = \frac{An_2^2(k_2n_2 + \gamma_2^*)}{B_2^2(k_2n_2 + \gamma_2)}$$

(28)

And so we have that

$$\lim_{n_2 \to \infty} \left[ \lim_{n_1 \to \infty} Z_0^2 \right] = \infty$$

(29)

Similarly, it can easily be shown that $\lim_{n_1 \to \infty} \left[ \lim_{n_2 \to \infty} Z_0^2 \right] = \infty$. And the rest of the arguments are same as those found in the proof of Lemma 1.

It follows from the Corollary that when the posterior distribution of the difference in means is a linear combination of two $t$ random variables, it is not necessary for the degrees of freedoms to be linear functions of the corresponding sample sizes, but that Lindley’s paradox will be solved even when the degrees of freedoms are polynomial functions of different degrees in the corresponding sample sizes.

It can easily be seen that the posterior distributions of the difference of means derived by [6] and [7] under the different circumstances satisfy the conditions for Lemma 1 to hold. As such, Lemma 1 then proves mathematically that using either the Bayesian measure of evidence under Jeffreys’ independent prior as obtained by [6] or under the Gamma prior as obtained by [7], both of which are extensions of the methodology of [5], will solve Lindley’s paradox. Note that [6] did not provide a mathematical proof of the ability of the new Bayesian measure of evidence of [5] to solve both the Behrens-Fisher problem and Lindley’s paradox under Jeffreys’ independent prior.
The Pareto Prior

As an example to demonstrate the implication of Lemma 1, we shall assign Pareto priors to the precisions. Consider samples of sizes $n_1$ and $n_2$ from $X_1 \sim N(\mu_1, \sigma_1^2)$ and $X_2 \sim N(\mu_2, \sigma_2^2)$ respectively. Under the assumption of independence, and letting $x = (x_1, x_2)$, the likelihood function is given by

$$f(x|\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) \propto \sigma_1^{-n_1} \sigma_2^{-n_2} \exp \left[ -\frac{1}{2} \sum_{i=1}^{2} \frac{S_i(\mu_i)}{\sigma_i^2} \right]$$ (30)

where

$$S_i(\mu_i) = \sum_{j=1}^{n_i} (x_{ij} - \mu_i)^2$$ (31)

Let $\tau_i \sim \text{Pareto}(\alpha_i, k_i), \ i = 1, 2$ then we have that

$$\pi(\tau_i) = \alpha_i k_i^{\alpha_i} \tau_i^{-(\alpha_i + 1)} \propto \tau_i^{-(\alpha_i + 1)}, \ \forall i = 1, 2.$$ (32)

Let $\pi^P(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2|x)$ denote the Posterior distribution of $(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)$ under the Pareto prior, then we have that

$$\pi^P(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2|x) \propto f(x|\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) \pi(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)$$

$$\quad \times f(x|\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) \pi(\tau_1) \pi(\tau_2)$$

$$\quad \propto \sigma_1^{-n_1} \sigma_2^{-n_2} e^{-\frac{1}{2} \sum_{i=1}^{2} \frac{S_i(\mu_i)}{\sigma_i^2}} \tau_1^{-(\alpha_1 + 1)} \tau_2^{-(\alpha_2 + 1)}$$ (33)

Then the corresponding Posterior distribution of $(\mu_1, \mu_2)$ is obtained by integrating (33) with respect to $\sigma_1^2$ and $\sigma_2^2$ to obtain

$$\pi^P(\mu_1, \mu_2|x) \propto \left[ 1 + \frac{n_1(\bar{x}_1 - \mu_1)^2}{(n_1 - 1)S_1^2} \right]^{-(n_1 - 2\alpha_1 - 4)/2}$$

$$\left[ 1 + \frac{n_2(\bar{x}_2 - \mu_2)^2}{(n_2 - 1)S_2^2} \right]^{-(n_2 - 2\alpha_2 - 4)/2}$$ (34)

Let

$$t_i = \sqrt{n_i(n_i - 2\alpha_i - 5)(\bar{x}_i - \mu_i)} / \sqrt{(n_i - 1)S_i}, \ i = 1, 2.$$ (35)

then we have that

$$\pi^P(\mu_1, \mu_2|x) \propto \left[ 1 + \frac{t_1^2}{(n_1 - 2\alpha_1 - 5)} \right]^{-(n_1 - 2\alpha_1 - 4)/2}$$

$$\left[ 1 + \frac{t_2^2}{(n_2 - 2\alpha_2 - 5)} \right]^{-(n_2 - 2\alpha_2 - 4)/2}$$ (36)

where (36) is the kernel of the joint distribution of two independent t random variables with $n_1 - 2\alpha_1 - 5$ and $n_2 - 2\alpha_2 - 5$ degrees of freedom respectively and we have the posterior distribution of the difference of means as

$$\theta|x \sim \bar{x}_1 - \bar{x}_2 = \left( \frac{S_1 \sqrt{(n_1 - 1)}}{\sqrt{n_1(n_1 - 2\alpha_1 - 5)}} T_1 - \frac{S_2 \sqrt{(n_2 - 1)}}{\sqrt{n_2(n_2 - 2\alpha_2 - 5)}} T_2 \right)$$ (37)
where $T_i$ is a random variable that follows $t$ distribution with $n_i - 2\alpha_i - 5$ degrees of freedom. The Bayesian measure of evidence under the Pareto prior is then given by

$$P_{BF}^{\alpha} (x) = P \left( \left| \frac{S_1 \sqrt{(n_1 - 1)}}{\sqrt{n_1(n_1 - 2\alpha_1 - 5)}} T_1 - \frac{S_2 \sqrt{(n_2 - 1)}}{\sqrt{n_2(n_2 - 2\alpha_2 - 5)}} T_2 \right| \geq |\bar{x}_1 - \bar{x}_2| \right) \quad (38)$$

Note that for the new Bayesian measure of evidence under the Pareto prior to be valid, sample sizes have to be at least 6 each since there are no negative degrees of freedom. In fact, even when sample sizes are as small as six, the choice of $\alpha_i$ has to ensure that $n_i - 2\alpha_i - 5$ results to a positive number. It can easily be seen that the Bayesian measure of evidence of [5] solves the paradox in [1] when a Pareto prior is assigned to the nuisance parameters by noting that equation (37) fulfills all the conditions for Lemma 1 to hold.

Also, since it can be easily seen from (37) that the posterior distribution of $\theta$ is symmetric about its expected value, $E(\theta|x) = \bar{x}_1 - \bar{x}_2$, then Theorem 2 of [6] applies here which implies that under the Pareto Prior, the Bayesian measure of evidence of [5] yields the $1 - \alpha$ credible intervals for $\theta = \mu_1 - \mu_2$ centered at $\bar{x}_1 - \bar{x}_2$.

4. Simulation Results and Discussion

For the simulation exercise, we used the Metropolis-Hastings algorithm with a thinning step of 12, while specifying the Normal distribution as the proposal distribution. The values in Table 1 were obtained by fixing the following values: $s_1^2 = 15$, and $s_2^2 = 12$. These values are chosen to demonstrate the case of moderate to large variances. It can be seen from the results here that the new Bayesian measure of evidence under the Pareto prior gives consistently, the highest probability value which corresponds to the weakest evidence against the null hypothesis. In fact, for small sample sizes, conclusion based on the new Bayesian measure of evidence under the Pareto prior has the tendency of failing to reject the null hypothesis while the other three measures of evidence can lead to the rejection of the null hypothesis. However, as the sample sizes increase, the conclusions from the four measures of evidence tend to move towards the same direction.

The values in Table 2 were obtained by fixing the following values: $s_1^2 = 2$, and $s_2^2 = 3$. Here on the other hand, the values chosen reflect the case of small variances. In a similar manner, the results in this table show clearly that the new Bayesian measure of evidence under the Pareto prior gives a consistently weak evidence against the null hypothesis compared to the other three measures of evidence. While for small sample sizes, conclusion based on the new Bayesian measure of evidence under the Pareto prior has the tendency of failing to reject the null hypothesis in contrast to the other three, as the sample sizes increase, the conclusions from the four measures of evidence tend to move towards the same direction.

It is then clear from the results presented in both Table 1 and Table 2 that the new Bayesian measure of evidence under the Pareto prior solves Lindley’s paradox even though the evidence against the null provided under the Pareto prior is not as strong as that provided by the other three measures of evidence no matter the circumstances.
Table 1. The four different probability values for different values of $\alpha_1, \alpha_2, \beta_1$ and $\beta_2$.  

<table>
<thead>
<tr>
<th>$(\bar{x}_1 - \bar{x}_2)$</th>
<th>$n_1 = n_2 = 6, \alpha_1 = 0.05, \alpha_2 = 0.02, s_1^2 = 15, s_2^2 = 12$</th>
<th>$n_1 = n_2 = 20, \alpha_1 = 0.05, \alpha_2 = 0.02, s_1^2 = 15, s_2^2 = 12$</th>
<th>$n_1 = n_2 = 50, \alpha_1 = 0.003, \alpha_2 = 0.005s_1^2 = 15, s_2^2 = 12$</th>
<th>$n_1 = 25, n_2 = 20, \alpha_1 = 0.003, \alpha_2 = 0.005, s_1^2 = 15, s_2^2 = 12$</th>
<th>$n_1 = 55, n_2 = 60, \alpha_1 = 0.003, \alpha_2 = 0.005, s_1^2 = 15, s_2^2 = 12$</th>
<th>$n_1 = 55, n_2 = 60, \alpha_1 = 5.3, \alpha_2 = 3.9, s_1^2 = 15, s_2^2 = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(x)$</td>
<td>0.2659</td>
<td>0.0378</td>
<td>0.0010</td>
<td>0.1917</td>
<td>0.0003</td>
<td>0.0004</td>
</tr>
<tr>
<td>$ppp(x)$</td>
<td>0.2500</td>
<td>0.0437</td>
<td>0.0016</td>
<td>0.1907</td>
<td>0.0007</td>
<td>0.0004</td>
</tr>
<tr>
<td>$P_{BF}^{J}(x)$</td>
<td>0.3148</td>
<td>0.0433</td>
<td>0.0011</td>
<td>0.2258</td>
<td>0.0017</td>
<td>0.0004</td>
</tr>
<tr>
<td>$P_{BF}^{P}(x)$</td>
<td>0.7878</td>
<td>0.0759</td>
<td>0.0017</td>
<td>0.5057</td>
<td>0.0548</td>
<td>0.0008</td>
</tr>
<tr>
<td>$\bar{x}_1 - \bar{x}_2$</td>
<td>2.500 2.200 1.900 1.600 1.300 1.000 0.700 0.400 0.100</td>
<td>2.500 2.200 1.900 1.600 1.300 1.000 0.700 0.400 0.100</td>
<td>2.500 2.200 1.900 1.600 1.300 1.000 0.700 0.400 0.100</td>
<td>2.500 2.200 1.900 1.600 1.300 1.000 0.700 0.400 0.100</td>
<td>2.500 2.200 1.900 1.600 1.300 1.000 0.700 0.400 0.100</td>
<td>2.500 2.200 1.900 1.600 1.300 1.000 0.700 0.400 0.100</td>
</tr>
</tbody>
</table>

Note: $\alpha_1 = 0.05, \alpha_2 = 0.02, \beta_1 = 0.05, \beta_2 = 0.02$.
Table 2. The four different probability values for different values of $\alpha_1, \alpha_2, \beta_1$ and $\beta_2$.

<table>
<thead>
<tr>
<th>$n_1 = n_2 = 7$, $\alpha_1 = 0.04, \alpha_2 = 0.07, s_1^2 = 2, s_2^2 = 3$</th>
<th>$n_1 = n_2 = 25$, $\alpha_1 = 0.04, \alpha_2 = 0.07, s_1^2 = 2, s_2^2 = 3$</th>
<th>$n_1 = n_2 = 50$, $\alpha_1 = 0.04, \alpha_2 = 0.07, s_1^2 = 2, s_2^2 = 3$</th>
<th>$n_1 = 10, n_2 = 8$, $\alpha_1 = 0.5, \alpha_2 = 0.7, s_1^2 = 2, s_2^2 = 3$</th>
<th>$n_1 = 20, n_2 = 25$, $\alpha_1 = 0.5, \alpha_2 = 0.7, s_1^2 = 2, s_2^2 = 3$</th>
<th>$n_1 = 55, n_2 = 60$, $\alpha_1 = 0.5, \alpha_2 = 0.7, s_1^2 = 2, s_2^2 = 3$</th>
<th>$n_1 = 55, n_2 = 60$, $\alpha_1 = 2.5, \alpha_2 = 3.7, s_1^2 = 2, s_2^2 = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\bar{x}_1 - \bar{x}_2)$</td>
<td>2.500</td>
<td>2.200</td>
<td>1.900</td>
<td>1.600</td>
<td>1.300</td>
<td>1.000</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>0.0120</td>
<td>0.0231</td>
<td>0.0441</td>
<td>0.0827</td>
<td>0.1499</td>
<td>0.2596</td>
</tr>
<tr>
<td>$ppp(x)$</td>
<td>0.0303</td>
<td>0.0425</td>
<td>0.0624</td>
<td>0.0957</td>
<td>0.1524</td>
<td>0.2475</td>
</tr>
<tr>
<td>$P_BF(x)$</td>
<td>0.0226</td>
<td>0.0387</td>
<td>0.0660</td>
<td>0.1120</td>
<td>0.1869</td>
<td>0.3007</td>
</tr>
<tr>
<td>$P_{BF}(x)$</td>
<td>0.2991</td>
<td>0.3470</td>
<td>0.4042</td>
<td>0.4714</td>
<td>0.5495</td>
<td>0.6388</td>
</tr>
<tr>
<td>$(\bar{x}_1 - \bar{x}_2)$</td>
<td>2.500</td>
<td>2.200</td>
<td>1.900</td>
<td>1.600</td>
<td>1.300</td>
<td>1.000</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0008</td>
<td>0.0055</td>
<td>0.0300</td>
</tr>
<tr>
<td>$ppp(x)$</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0006</td>
<td>0.0022</td>
<td>0.0088</td>
<td>0.0350</td>
</tr>
<tr>
<td>$P_BF(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0010</td>
<td>0.0067</td>
<td>0.0338</td>
</tr>
<tr>
<td>$P_{BF}(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0006</td>
<td>0.0030</td>
<td>0.0141</td>
</tr>
<tr>
<td>$(\bar{x}_1 - \bar{x}_2)$</td>
<td>2.500</td>
<td>2.200</td>
<td>1.900</td>
<td>1.600</td>
<td>1.300</td>
<td>1.000</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>0.0045</td>
<td>0.0104</td>
<td>0.0234</td>
<td>0.0510</td>
<td>0.1058</td>
<td>0.2058</td>
</tr>
<tr>
<td>$ppp(x)$</td>
<td>0.0176</td>
<td>0.0261</td>
<td>0.0409</td>
<td>0.0673</td>
<td>0.1156</td>
<td>0.2032</td>
</tr>
<tr>
<td>$P_BF(x)$</td>
<td>0.0097</td>
<td>0.0187</td>
<td>0.0363</td>
<td>0.0695</td>
<td>0.1310</td>
<td>0.2364</td>
</tr>
<tr>
<td>$P_{BF}(x)$</td>
<td>0.2595</td>
<td>0.3045</td>
<td>0.3597</td>
<td>0.4267</td>
<td>0.5072</td>
<td>0.6012</td>
</tr>
<tr>
<td>$(\bar{x}_1 - \bar{x}_2)$</td>
<td>2.500</td>
<td>2.200</td>
<td>1.900</td>
<td>1.600</td>
<td>1.300</td>
<td>1.000</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0023</td>
</tr>
<tr>
<td>$ppp(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$P_BF(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$P_{BF}(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\bar{x}_1 - \bar{x}_2)$</td>
<td>2.500</td>
<td>2.200</td>
<td>1.900</td>
<td>1.600</td>
<td>1.300</td>
<td>1.000</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$ppp(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$P_BF(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$P_{BF}(x)$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, we have been able to investigate the ability of the new Bayesian measure of evidence of [5] to solve both the Behrens-Fisher problem and Lindley's paradox when a prior is assigned to the parameters which yields a posterior distribution that is a linear combination of two independent $t$ random variables provided that the degrees of freedom of these random variables are linear functions of the corresponding sample sizes. Furthermore, we have shown that the ability of the methodology of [5] to solve Lindley's paradox is not restricted to the case where the degrees of freedom of the posterior distribution are linear functions of the sample sizes but extend to the case where the degrees of freedom are polynomial functions in the corresponding sample sizes, not necessarily of the same degree. Lemma 1 provides a mathematical proof that the new Bayesian measure of evidence under Jeffreys' independent prior solves Lindley's paradox. More interestingly, the results we have obtained shows that the methodology of [5] does not only solve Lindley's paradox for the purpose reconciling the two approaches (i.e. Bayesian and Frequentist), but that this Bayesian procedure will not always favour the null hypothesis.

Using the Pareto prior as an example, we have demonstrated using simulation results that the new Bayesian measure of evidence solves Lindley’s paradox even though the new Bayesian measure of evidence under the Pareto prior provides a consistently weak evidence against the null hypothesis compared to either the Generalized p-value, the Posterior Predictive p-value, or the new Bayesian measure of evidence under Jeffreys' independent prior. We were also able to proof that under the Pareto prior, a $1 - \alpha$ credible interval for the difference in means centered around the posterior expectation could be constructed by using the $\alpha/2$ and $1 - (\alpha/2)$ quantiles of the posterior distribution of $\theta$.
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