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Abstract
This paper proposes a Markov-switching copula model to examine the presence of regime change in the time-varying dependence structure between oil price changes and stock market returns in six GCC countries. The marginal distributions are assumed to follow a long-memory model while the copula parameters are supposed to evolve according to the Markov-switching process. Furthermore, we estimate the Value-at-Risk (VaR) based on the proposed approach. The empirical results provide evidence of three regime changes, representing pre-crisis, financial crisis and post-crisis, in the dependence structure between energy and GCC stock markets. In particular, in the pre- and post-crisis regimes, there is no dependence, while in the crisis regime, there is significant tail dependence. For OPEC countries, we find lower tail dependence whereas in non-OPEC countries, we see upper tail dependence. VaR experiments show that the Markov-switching time-varying copula model performs better than the time-varying copula model.
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1. Introduction
It is widely recognized that the energy and stock markets are very closely tied. Theoretically, changes in the oil price are the most significant factor influencing the returns of stock market indices, either directly by affecting the future cash flows or indirectly through impacting the interest rate considered to discount the future cash flows.

*Corresponding author.
Regarding the Gulf Cooperation Council (GCC) countries\(^1\), numerous empirical studies have been developed to examine the linkages between oil price changes and stock market returns using various econometric approaches. Previous studies rely on linear time series models like VAR and VAR-GARCH to study short-term dynamics [1]-[5]; while other studies adopt linear cointegration techniques to test for a stable long-term relationship between oil prices and stock market indices [6]-[8].

An important precondition for the validation of the linear models is the stability of the models and the invariability of the parameters over time. In practice, this assumption is far from being satisfied due to the presence of structural breaks [9] and regime change [10]. Consequently, the parameters are time-varying and the model seems to be non-linear.

The evidence of non-linearity of the relationship between oil price changes and GCC stock market returns has been provided by [11] for the case of Bahrain, Kuwait and Saudi Arabia and by [12] for Oman, Qatar and the UAE, but not for Bahrain, Kuwait or Saudi Arabia. Applying panel data with regime-shift techniques, [13] validates a non-linear long-run relationship between GCC stock market indices and three global factors including the oil price, the MSCI World index and the US one-month Treasury bill interest rate. Using the Markov-switching model, [14] find evidence of three regimes (low, high and crash volatility) on the relationship between oil price changes and stock market returns.

It is well-known that these models are limited because they do not allow for the asymmetric effect of increases and decreases in oil prices on stock market returns. In this sense, some studies show that the stock markets are more sensitive to negative oil shocks than to positive oil shocks [15]-[17]. To reproduce this asymmetric effect in GCC countries, [18] introduce a dummy variable\(^2\) in the linear model and find that the decreases in oil prices have a significant negative impact on stock market returns, whereas the increases in oil prices present a strong positive effect on the stock market returns in Saudi Arabia and the UAE only. [19] employ a DCC-GARCH model and show that the correlation between stock market returns and oil price changes varies over time.

Although the DCC-GARCH model allows for the time-varying conditional correlation, it fails to reproduce the non-linear dependence that may exist between the variables and does not provide information about the tail dependence. The tail dependence corresponds to the possibility of joint events such as low or high extreme event occurrence. To do so, an alternative approach based on copula functions has been adopted. The main advantage of the copulas lies in separating the dependence structure from the marginals without making any assumptions about the distribution. Using several copula functions, [20] provide evidence of left tail dependence in Vietnam, whereas there is no tail dependence in China. For the case of six CEE countries (Bulgaria, Czech Republic, Hungary, Poland, Romania and Slovenia), [21] also find left tail dependence.

The main insufficiency of these copula functions is that the dependence structure is supposed to be constant over time. To allow for variability in the dependence structure, [22] develops the time-varying copula functions that suppose that the copula parameter evolves according the ARMA model. The time-varying copula functions have been adopted by [23] and [24] to examine the dynamic dependence structure between oil price changes and stock market returns in US/China and ten Asia-Pacific countries respectively. Though this approach permits for variability in the dependence structure, it assumes that the copula parameter evolves linearly and does not provide information about the change in the copula parameter.

More recent studies show that the financial crisis has a considerable impact on the dependence structure between oil price changes and stock market returns. For instance, [25] analyze the dependence structure between oil price changes and macroeconomic variables using Archimedean copulas in six GCC countries. They find that the dependence structures between the series differ in each country. In addition, they divide the period into two sub-periods: tranquil period and crisis period to check whether the dependence structure is affected by the financial crisis. They find different dependence structures: Before the financial crisis, they provide evidence of symmetric dependence, but after financial crisis they provide evidence of asymmetric dependence. The later study provides interesting findings about the change in the dependence structure. However, it can be criticized because it supposes that the change point exists and that its date is fixed and determined a priori.

To test for the presence of change in the dependence structure between oil price changes and GCC stock market returns, [26] apply a change point testing procedure. The main feature of this approach is that the existence and localization of the change point are assumed to be unknown. The authors provide evidence of one

\(^1\)The GCC countries include six countries, namely, Bahrain, Kuwait, Oman, Qatar, Saudi Arabia and United Arab Emirates (UAE).

\(^2\)The dummy variable takes the value of 1 if the oil price changes are positive and 0 otherwise.
change point in the copula parameter. Furthermore, they show that the copula parameters are greater during the financial crisis period than the tranquil one. In the same context, [27] consider a local change point testing procedure and find two change points in the dependence structure between oil price changes and MENA stock market returns.

Although the two later studies provide interesting findings about the existence of structural change in the dependence structure and the instability of the copula parameter, they do not give information about the existence of regime change in the dependence. In this paper, we propose a novel regime switching copula model that allows for regime change in the copula parameter in order to identify the financial crisis regime through the time-varying dependence structure between oil price changes and six GCC stock market returns. Interestingly, we employ Markov-switching copula functions that permit the copula parameter to evolve according to three regimes (pre-crisis, during crisis and post-crisis) depending on the state of an unobserved Markov chain with corresponding transition probabilities as suggested by [28].

The main advantage of this model is that it does not require an ad hoc determination of change point in the dependence structure. Prior studies like [29]-[32] apply Markov-switching copula functions to examine the dependence between international stock markets. However, these studies consider a finite mixture of conditional bivariate copulas, where the copula parameter is fixed but the functional form of the copula functions follows a Markov-switching model. This approach seems limited, since it depends on the selection of suitable copulas. In this paper, we propose a more flexible approach, in which the copula function remains constant but the copula parameter is subject to change over time according a Markov-switching model (see [33] for an application to stock market returns dependence).

The rest of this paper is organized as follows. Section 2 describes the econometric methodology. Section 3 presents the data, gives the empirical results and discusses the policy implications. Section 4 concludes.

2. Econometric Methodology

This section introduces the econometric methodology that we adopt to reproduce the presence of regime change in the dynamic dependence structure between oil prices and stock markets. We firstly recall the bivariate copulas. Secondly, we discuss the Markov-switching time-varying copula functions. Finally, we present the method considered to estimate the copula parameter.

2.1. Bivariate Copulas

A copula is a function that allows to join different univariate distributions to form a valid multivariate distribution without losing any information from the original multivariate distribution. According to theorem of [34], any joint distribution function $F$ of $k$ continuous random variables $X_1, \ldots, X_k$ can be decomposed into $k$ marginal distributions $F_{X_i}$ and a copula $C$ that describes the dependence structure between the components.

Formally, let $X = (X_1, X_2)$ be a two-dimensional random vector with joint distribution function $F(x_1, x_2)$ and marginal distributions $F_{X_i}, i = 1, 2$. There exists a copula $C(u_1, u_2)$ such that:

$$F(x_1, x_2) = C(F_{X_1}(x_1), F_{X_2}(x_2)).$$  \hspace{1cm} (1)

The theorem also states that if $F_{X_i}$ are continuous then the copula $C(u_1, u_2)$ is unique. The density function related to the joint distribution in (1) can be obtained as follows:

$$f_{x_1,x_2}(x_1, x_2) = c(F_{X_1}(x_1), F_{X_2}(x_2))^2 f_{X_1}(x_1),$$  \hspace{1cm} (2)

where the copula density $c$ is obtained by differentiating (1).

An important property of a copula is that it can capture the tail dependence: the upper tail dependence ($\lambda_U$) exists when there is a positive probability of positive outliers occurring jointly while the lower tail dependence ($\lambda_L$) is a negative probability of negative outliers occurring jointly. Formally, $\lambda_U$ and $\lambda_L$ are defined respectively as:

$$\lambda_U = \lim_{u \to 0} P\left(x_1 \geq F_{X_1}^{-1}(u) \mid x_2 \geq F_{X_2}^{-1}(u)\right) = \lim_{u \to 0} \frac{1 - 2u + C(u, u)}{1 - u}.$$

Footnote: For an introduction to copulas, see [35] and [36] and for a recent review, see [37].
\[
\lambda_{x} = \lim_{{u \to 0}} P\left( x_1 \leq F_{x_1}^{-1}(u) \mid x_2 \leq F_{x_2}^{-1}(u) \right) = \lim_{{u \to 0}} \frac{C(u,u)}{u},
\]

where \( F_{x_1}^{-1}(u) \) and \( F_{x_2}^{-1}(u) \) are the marginal quantile functions.

### 2.2. Markov-Switching Time-Varying Copula Functions

The time-varying copulas have been introduced by [22] to allow for time-variation in the dependence structure\(^4\). They constitute an extension of Sklar’s theorem, which shows that any joint distribution function may be decomposed into its marginal distributions and a copula that describes the dependence between the variables, for conditional case. In what follows, we give a general definition of the conditional copula and we present the time-varying copula functions used to examine the dependence between the series over time. We consider several time-varying copulas that capture different patterns of dependence, namely, time-varying Normal, time-varying Student, time-varying Gumbel, time-varying Clayton and time-varying Symmetrized Joe-Clayton copulas. The time-varying Gaussian and Student are characterized by symmetric dependence while the time-varying Gumbel and Clayton are used to capture the right and the left dependences respectively. The SJC copula is more general because it allows the tail dependences to be either symmetric or asymmetric.

**Definition** The conditional copula \( C \) is the joint distribution function of \( F_{x_1|y}(x_1|y) \) and \( F_{x_2|y}(x_2|y) \), where \( F_{x_1|y} \) and \( F_{x_2|y} \) are the conditional marginals of \( X_1 \) and \( X_2 \) given a conditioning variable \( y \).

**Theorem extension of Sklar’s ([22])**

Let \( F_{x_1,x_2|y}(x_1,x_2|y) \) be the bivariate conditional distribution of \( (X_1, X_2)|Y = y \) with continuous conditional marginals \( F_{x_1|y}(x_1|y) \) and \( F_{x_2|y}(x_2|y) \). Then, there is a unique conditional copula \( C \) such that:

\[
F_{x_1,x_2|y}(x_1,x_2|y) = C\left(F_{x_1|y}(x_1|y), F_{x_2|y}(x_2|y)\right)|y).
\]

To model the joint conditional distribution the evolution of the conditional copula \( C \) has to be specified and the functional form of \( C \) is fixed (see [22]).

In this paper, we assume that the dependence parameter is allowed to vary over time follows a restricted ARMA(1,10) process where the intercept term switches according to some homogeneous Markov process. However, we consider \( tS \in Markov(P) \), where \( tS \) is a Markov chain irreducible and ergodic with three possible state space\(^5\), i.e., \( P \) is a \( 3 \times 3 \) for these states and the transition probabilities \( p_{ij} = \Pr(S_t = j|S_{t-1} = i) \) where \( \sum_{j=1}^{3} p_{ij} = 1 \) for all \( i \). \( p_{ij} \) is the probability of being in regime \( i \) at time \( t \) given that the market was in regime \( j \) at time \( t-1 \), where \( i \) and \( j \) take values in \( \{1, 2, 3\} \). This matrix will control the probabilities of making a switch from one state to the other can be represented as:

\[
P = \begin{pmatrix}
p_{11} & p_{12} & p_{13} \\
p_{21} & p_{22} & p_{23} \\
p_{31} & p_{32} & p_{33}
\end{pmatrix}.
\]

#### 2.2.1. Time-Varying Normal Copula

The Normal copula is the copula of the multivariate normal distribution and is given by:

\[
C^N(u_1,u_2|\rho) = \int_{-\infty}^{\Phi^{-1}(u_1)} \int_{-\infty}^{\Phi^{-1}(u_2)} \frac{1}{2\pi\sqrt{1-\rho^2}} \exp \left( \frac{2\rho rs - r^2 - s^2}{2(1-\rho^2)} \right) \, dr \, ds.
\]

where \( \Phi^{-1}(\cdot) \) is the inverse of the standard normal distribution function and \( \rho \) is the general linear correlation coefficient. This copula has zero tail dependence \( \lambda_0^N = \lambda_\infty^N = 0 \).

In order to allow for time-varying dependence, we assume the parameter \( \rho \) evolves according to:

\[
\rho_t = \tilde{\Lambda} \left( \omega_\rho^N + \beta_\rho^N \rho_{t-1} + \gamma^N \sum_{j=1}^{10} \Phi^{-1}(u_{1,2-j}) \Phi^{-1}(u_{2,2-j}) \right).
\]

\(^4\)There are many ways of capturing possible time variation in the dependence structure. In this paper, we assume following [22] that the functional form of the copula remains fixed over the sample while the parameters vary according to some evolution equation.

\(^5\)This choice is justified by the empirical results obtained in Section 3.3.
where \( \Lambda = (1 - \exp(-x)) (1 + \exp(-x))^{-1} = \tanh \left( \frac{x}{2} \right) \) is the modified logistic transformation needed to maintain \( \rho_t \) within the interval \((-1, 1)\) at all times.

Equation (8) reveals that the copula parameter follows an ARMA(1,10) type process in which the autoregressive term \( \beta^T \rho_{t-1} \) captures the persistence effect and the mean of the product of the last 10 observations of the transformed variables \( \Phi^{-1}(u_{t|j}) \) and \( \Phi^{-1}(u_{2j}) \) captures the variation effect in dependence. The intercept term \( \omega^T_N \) suppose switches according to a first order Markov chain.

**2.2.2. Time-Varying Student Copula**

The Student copula proposed is defined as:

\[
C^T (u_1, u_2 | \theta, \nu) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2\pi \sqrt{1 - \rho^2}} \left( 1 + \frac{(\nu - 2)(s^2 + t^2)}{\nu (1 - \rho^2)} \right)^{-\frac{(\nu+2)}{2}} \text{d}s \text{d}t,
\]

where \( T^{-1} (\cdot) \) is the inverse of the univariate Student distribution with \( \nu \) degrees of freedom. This copula has symmetric non-zero tail dependence \( \lambda_U = \lambda_L = 2T_{\nu+1} (-\sqrt{\nu + 1} \rho / \sqrt{\nu + \rho}) > 0 \).

Similar to the Normal copula, we assume that the dynamics of \( \rho \) follows an ARMA(1,10) type process where the intercept switch according to some Markov process described above:

\[
\rho_t = \Lambda \left( \omega^T_N + \beta^T \rho_{t-1} + \gamma^T \frac{1}{10} \sum_{i=1}^{10} T^{-1}(u_{1j-i}) T^{-1}(u_{2j-i}) \right).
\]

**2.2.3. Time-Varying Gumbel Copula**

The Gumbel copula introduced by [38] is expressed as:

\[
C^G (u_1, u_2 | \theta) = \exp \left( - \left( - \ln u_1 \right)^\theta - \left( - \ln u_2 \right)^\theta \right),
\]

where \( \theta \in [0, \infty) \) is the degree of dependence between \( u_1 \) and \( u_2 \). \( \theta = 1 \) implies no dependence and \( \theta \to \infty \) represents a fully dependence structure. This copula has an upper tail dependence with \( \lambda_U = 2 - 2^\theta \).

For the non-Gaussian case, we consider that the dependence parameter varies over time. More precisely, we consider that the Kendall’s tau \( \tau^G \), defined as \( \tau^G = 1 - 1/\theta \), evolves according to:

\[
\tau^C_t = \Lambda \left( \omega^G_N + \beta^G \tau^C_{t-1} + \gamma^G \frac{1}{10} \sum_{i=1}^{10} u_{1j-i} - u_{2j-i} \right).
\]

where \( \Lambda = (1 + \exp(-x))^{-1} \) is the logistic transformation used to keep \( \tau^G \) in \((-1, 1)\) at all times.

Equation (12) shows that the Kendall’s tau follows an ARMA(1,10) type process in which the autoregressive term \( \tau^C_{t-1} \) captures the persistence effect and the forcing variable represented by the mean absolute difference between \( u_{1j} \) and \( u_{2j} \) over the previous 10 observations captures the variation effect in dependence where the intercept switch according to Markov chain irreducible and ergodic.

**2.2.4. Time-Varying Clayton Copula**

The Clayton copula proposed by [39] is defined as:

\[
C^C (u_1, u_2 | \theta) = \left( u_1^{-\theta} + u_2^{-\theta} - 1 \right)^{-\frac{1}{\theta}}.
\]

where \( \theta \in [0, \infty) \) is the degree of dependence between \( u_1 \) and \( u_2 \). \( \theta = 0 \) implies no dependence and \( \theta \to \infty \) represents a fully dependence structure. This copula has a lower tail dependence with \( \lambda_L = 2^{-\theta} \).

To allow for time-varying dependence, we assume that \( \tau^C = \theta/(\theta + 2) \) varies according to:

\[
\tau^C_t = \Lambda \left( \omega^C_N + \beta^C \tau^C_{t-1} + \gamma^C \frac{1}{10} \sum_{i=1}^{10} u_{1j-i} - u_{2j-i} \right).
\]
where \( \Lambda \equiv \left(1 + \exp(-x)\right)^{-1} \) is the logistic transformation used to guarantee \( \tau_i^U \) between \(-1\) and \(1\).

### 2.2.5. Time-Varying Symmetrized Joe Clayton Copula

The SJC copula is a modification of the Joe-Clayton copula. It can be written as:

\[
C^{\text{SJC}}(u_1, u_2, \tau^U, \tau^L) = 0.5 \left[C^{\text{JC}}(u_1, u_2, \tau^U) + C^{\text{JC}}(1-u_1, 1-u_2, \tau^L) + u_1 + u_2 - 1\right].
\]

where \( \tau^U \) and \( \tau^L \) are the measures of dependence of the upper and lower tail, respectively and \( C^{\text{JC}} \) is the Joe-Clayton copula given by:

\[
C^{\text{JC}}(u_1, u_2, \tau^U, \tau^L) = 1 - \left(1 - \left[1 - (1-u_1)^\kappa\right]^{\tau^U} + \left[1 - (1-u_2)^\kappa\right]^{\tau^L}\right)^{-\frac{1}{\nu}}.
\]

With \( \kappa = \frac{1}{2}\log_2(2 - \tau^U) \), \( \nu = -\frac{1}{2}\log_2(\tau^L) \) and \( \tau^U, \tau^L \in (0,1) \).

In contrast to the Clayton and the Gumbel copulas, the SJC copula considers both the lower and the upper tail dependence. If \( \tau^U = \tau^L \), the dependence is symmetric, otherwise it is asymmetric. To allow for time-varying dependence, we specify that \( \tau^U \) and \( \tau^L \) vary over time according to:

\[
\tau_i^U = \Lambda \left(\Omega^{\text{SJC}} + \beta^{\text{SJC}} \tau_{i-1}^U + \gamma^{\text{SJC}} \sum_{j=1}^{10} \left|u_{1,j} - u_{2,j}\right|\right),
\]

\[
\tau_i^L = \Lambda \left(\Omega^{\text{SJC}} + \beta^{\text{SJC}} \tau_{i-1}^L + \gamma^{\text{SJC}} \sum_{j=1}^{10} \left|u_{1,j} - u_{2,j}\right|\right).
\]

where \( \Lambda \equiv \left(1 + \exp(-x)\right)^{-1} \) is the logistic transformation used to keep \( \tau_i^U \) and \( \tau_i^L \) within the interval \((0,1)\) at all times.

Equation (17) and Equation (18) show that the upper and lower tail dependence parameters follow an ARMA(1,10) type process in which the autoregressive terms \( \beta^{\text{SJC}} \tau_{i-1}^U \) and \( \beta^{\text{SJC}} \tau_{i-1}^L \) capture the persistence effect and the forcing variables represented by the mean absolute difference between \( u_{1,j} \) and \( u_{2,j} \) over the previous 10 observations captures the variation effect in dependence. However, the intercept term switches according to Markov chain with three state space.

### 2.3. Estimation of Copula Parameters

To estimate the vector with all model parameters of the time-varying copula \( \Xi = (\Psi, \Theta) \) where \( \Psi_i, \ i = 1,2 \) are the marginal distribution parameter and \( \Theta = (\alpha, \beta, \gamma) \) are the time-varying dependence parameter, several methods are proposed in the literature including the exact maximum likelihood method, the inference functions for margins (IFM) method advanced by [40] and the canonical maximum likelihood (CML) method proposed by [41].

Considering \( X_i = (X_{1,i}, X_{2,i}), \ i = 1, \cdots, T, \) a 2-dimensional time series vector, we can write the log-likelihood as follows:

\[
L(\Xi | X_t) = \sum_{i=1}^{T} \ln \left[ c \left(F_{X_{1,i}}(x_{1,i}|Y_1), F_{X_{2,i}}(x_{2,i}|Y_2)|\Theta\right) \right] + \sum_{i=1}^{T} \sum_{j=1}^{3} \ln \left[f_{X_{1,i}}(x_{1,i}|Y_1)\right].
\]

In this paper, the estimation process is performed in two steps adopting the IFM method. This method consists of estimating the parameters of the univariate marginal distributions in a first step and then using these estimates to estimate the dependence parameters in a second step.

In a first step, the each marginal distributions of dataset \( X_t = (X_{1,t}, X_{2,t}), t = 1, \cdots, T \) is modeled as dual long-memory type adaptation\(^6\) presented in section 3.2. After fitting marginal distributions, the filtered (standardized) residuals are used to specified the copula parameters.

The approximate log-likelihood function is given by the following equation:

\(^6\)The choice of the dual long-memory model is proved by the empirical results obtained for the returns series considered.
\[
L(\Xi | X_t) = \sum_{t=1}^{\tau} \ln \left[ c(F_{X_t}(x_t, \hat{Y}_1), F_{X_{t+1}}(x_{t+1}, \hat{Y}_2) | \Theta) \right] + \sum_{t=1}^{\tau} \sum_{j=1}^{3} \ln \left[ f_{X_{t+j}}(x_{t+j}, \hat{Y}_j) \right].
\]  
(20)

where \( \hat{u}_t = (\hat{u}_{1t}, \hat{u}_{2t}) \) and \( \hat{u}_{it} = \hat{F}_{X_{it}}(x_{it}, \hat{Y}_1) \) and \( \hat{u}_{2t} = \hat{F}_{X_{it}}(x_{it+1}, \hat{Y}_2) \).

Thus, the approximate log-likelihood copula function is obtained via:

\[
L_c(\Theta | \hat{u}_t) = \sum_{t=1}^{\tau} \ln \left( c(\hat{u}_{1t}, \hat{u}_{2t}; \Theta) \right).
\]  
(21)

However, the dependence parameter estimation through copula in our case depends on a non-observable discrete variable \( S_t \) which a Markov chain with three state space. Taking into account non-observable variables, log-likelihood copula function may be rewritten as:

\[
L_c(\Theta | \hat{u}_t) = \sum_{t=1}^{\tau} \ln \left[ \sum_{j=1}^{3} c_j(\hat{u}_{1t}, \hat{u}_{2t}; \Theta) \Pr(S_t = j | \Omega_{t-1}) \right],
\]  
(22)

where the set \( \Omega_{t-1} \) includes the up to time \( t - 1 \) information on both considered series.

To calculate the conditional probabilities \( \Pr(S_t = j | \Omega_{t-1}) \) and \( \Pr(S_t = j | \Omega_t) \) we use the Hamilton’s filter [28] based upon the iterative algorithm through the simple \( t = 1, \ldots, T \) given formally by the two following equations:

\[
\Pr(S_t = j | \Omega_{t-1}) = \sum_{i=1}^{3} p_{ij} \left( \Pr(S_{t-1} = i | \Omega_{t-1}) \right),
\]  
(23)

and

\[
\Pr(S_t = j | \Omega_t) = \frac{c_j(\hat{u}_{1t}, \hat{u}_{2t}, S_t = j, \Omega_{t-1}) \Pr(S_t = j | \Omega_{t-1})}{\sum_{i=1}^{3} c_i(\hat{u}_{1t}, \hat{u}_{2t}, S_t = i, \Omega_{t-1}) \Pr(S_t = i | \Omega_{t-1})},
\]  
(24)

where \( p_{ij} = \Pr(S_t = j | S_{t-1} = i, \Omega_{t-1}) \) are the transition probabilities from the Markov chain between the states \( i \) and \( j \).

However, the smoothed probabilities regarding \( S_t, \Pr(S_t = j | \Omega_T) \), which can be obtained from predicted (Equation (23)) and filtered (Equation (24)) probabilities using the backward recursion:

\[
\Pr(S_t = j | \Omega_T) = \Pr(S_t = j | \Omega_T) \sum_{i=1}^{3} p_{ij} \Pr(S_{t+1} = i | \Omega_T) / \Pr(S_{t+1} = j | \Omega_T), t = T - 1, \ldots, 1
\]  
(25)

In a second step, the time-varying dependence parameter \( \Theta \) are estimated as follows:

\[
\hat{\Theta} = \arg \max_{\Theta} \sum_{t=1}^{\tau} \ln \left( c(\hat{u}_{1t}, \hat{u}_{2t}; \Theta) \right).
\]  
(26)

Under certain regularity conditions (for more details, see [22] and [35]) for both the multivariate and the marginal models, the parameters estimated by IFM can be considered asymptotically multivariate normal. After estimating the parameters of the copula, a typical problem that arises is how to choose the best copula, i.e., the copula that provides the best fit with the data set at hand. To this purpose, we consider the log likelihood (LL), the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC).

3. Empirical Results

This section presents the data, gives the empirical results and discusses some policy implications.

For providing asymptotic theory for the estimator, see [33].
3.1. Data and Statistical Properties

Our data set consists of daily oil prices and stock market indices in six GCC countries, namely, Bahrain, Kuwait, Oman, Qatar, Saudi Arabia and the United Arab Emirates (UAE) over the period May 25, 2005 until March 31, 2015. The chosen period allows us to take into account the effect of the recent global financial crisis of 2007-2009. We obtain a total of 2555 observations. These countries may be divided into two groups: 1) OPEC (Organization of Petroleum Exporting Countries) including Kuwait, Qatar, Saudi Arabia and the UAE and 2) non-OPEC including Bahrain and Oman.

As a proxy for stock markets, we use the major stock market index for each country extracted from MSCI (Morgan Stanley Capital International). To represent the world oil price, we use the Brent crude oil price collected from the US Energy Information Administration (EIA) website. We consider the Brent crude oil price rather than the West Texas Intermediate (WTI) crude oil price to represent the international oil market because the Brent crude oil price is widely used as the benchmark for oil-pricing. In addition, the Brent crude oil price is closely related to other crude oils such as WTI, Maya, Dubai (see [42]). All data are expressed in US dollars to avoid the impact of exchange rates.

These data are transformed into logarithm form and considered in first difference, so the series obtained correspond to stock market returns and oil price changes. More precisely, we consider the stock market returns (resp. oil price changes) defined by \( r_t = \ln x_t - \ln x_{t-1} \), where \( x_t \) is stock market index (resp. oil price). The application of standard unit root tests and unit root tests with structural breaks show evidence of stationarity\(^8\), which is a standard finding in the literature for such series.

Table 1 contains the descriptive statistics and stochastic properties for each series.

We see that the average stock market returns are negative for all GCC countries while the average oil price changes are positive. Moreover, we observe that the UAE shows the highest risk degree as measured by the standard deviation (2.095%) followed by Saudi Arabia (1.840%) and Qatar (1.677%), while Bahrain experiences the lowest risk (1.335%) followed by Oman (1.396%), indicating that the OPEC stock markets are more risky than the non-OPEC stock markets. The oil price changes show a higher average return (0.044%) and a higher standard deviation (2.226%) than those of stock markets since oil prices doubled during the study period from $50.46 to $118.29. All series exhibit negative skewness and show excess kurtosis. The Jarque-Bera test strongly rejects the null hypothesis of normality for all series, which justifies the choice of copula theory. The Ljung-Box test shows significant evidence of serial correlation for all series and the ARCH-LM test indicates presence of heteroskedasticity in all series.

3.2. Marginal Distributions

Prior studies have documented that stock market returns and oil price changes exhibit some common characteristics such as fat-tails, conditional heteroskedasticity and long-memory behavior. The most popular approach used is the ARFIMA-FIGARCH model introduced by [43]. An interesting feature of the FIGARCH specification is that it nests both the GARCH model of [44] for \( d_v = 0 \) and the IGARCH model of [45] for

<table>
<thead>
<tr>
<th>Countries</th>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
<th>Brent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (%)</td>
<td>-0.012</td>
<td>-0.001</td>
<td>-0.027</td>
<td>-0.048</td>
<td>-0.100</td>
<td>-0.020</td>
<td>0.044</td>
</tr>
<tr>
<td>Std Dev (%)</td>
<td>1.533</td>
<td>1.677</td>
<td>1.840</td>
<td>2.095</td>
<td>1.335</td>
<td>1.396</td>
<td>2.226</td>
</tr>
<tr>
<td>Skewness</td>
<td>-2.888</td>
<td>-1.018</td>
<td>-2.108</td>
<td>-0.908</td>
<td>-3.359</td>
<td>-1.612</td>
<td>-0.010</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>17.317</td>
<td>16.958</td>
<td>29.805</td>
<td>15.728</td>
<td>42.223</td>
<td>29.720</td>
<td>9.051</td>
</tr>
<tr>
<td>JB × 10(^4)</td>
<td>1.709***</td>
<td>1.607***</td>
<td>5.945***</td>
<td>1.335***</td>
<td>28.686***</td>
<td>5.849***</td>
<td>2.957***</td>
</tr>
</tbody>
</table>

Notes: JB is the statistic of Jarque and Bera test for normality, Q(10) is the statistic of Ljung-Box test for serial correlation, corrected for heteroskedasticity, computed with 10 lags and ARCH(10) is the statistic of ARCH test for heteroskedasticity for order 10. *** indicates a rejection of the null hypothesis at the 1% level.

\(^{8}\)To check the stationarity, we apply the unit root tests without and with structural breaks. We find evidence of stationarity. These results are not reported here but are available upon request.
In the GARCH model, the shocks to the conditional variance decay at an exponential rate with the lag length, while in the IGARCH model, the shocks remain important for all forecast horizons, thus revealing an infinite persistence behavior. If $0 < \delta < 1$, there is long-term dependence in the conditional variance indicated by a hyperbolic decay of the autocorrelation and autocovariance functions. However, the FIGARCH model fails to reproduce the asymmetry and leverage effects which correspond to negative correlations between past returns and future volatility. To overcome this shortcoming, some authors use GJR model proposed by [46], while other authors consider the FIAPARCH model developed by [47].

In this paper, we use the ARFIMA-FIAPARCH (Autoregressive Fractionally Integrated Moving Average-Fractionally Intergrated Asymmetric Power AutoRegressive Conditionally Heteroskedastic) model proposed by [47] to capture all the stylized facts. The choice of this model can be justified empirically by analysis of the autocorrelation functions of series and squared series, which show an hyperbolic decrease to zero as lags increase. In addition, the associated spectral densities seem not to be bounded, which may indicate the presence of long-memory behavior in both mean and variance.

Let $r_t$ denotes the stock market return or the oil price changes at time $t$, the specification of the ARFIMA $(p, d_a, q)$-FIAPARCH $(P, d_s, Q)$ model is given by:

$$r_t = \mu + (1-L)^{d_a} \phi(L)^{-1} \psi(L) \varepsilon_t,$$  \hspace{0.5cm} (27)

$$\varepsilon_t = z_t h_t,$$  \hspace{0.5cm} (28)

$$z_t \sim \text{skewed-t} (\eta, \xi),$$  \hspace{0.5cm} (29)

$$h_t^g = w + \{1-(1-\alpha(L))^{-1} \alpha(L)(1-L)^{d_s}\} \{\varepsilon_t - \varphi \varepsilon_t\}^g$$  \hspace{0.5cm} (30)

Equation (27) represents the mean equation. $\mu > 0$ is a constant. $0 \leq d_a < 1/2$ is the fractional integration parameter. $L$ is the lag operator. $\phi(L) = 1 + \phi_1 L + \cdots + \phi_p L^p$ and $\psi(L) = 1 + \psi_1 L + \cdots + \psi_q L^q$ are polynomials of order $p$ and $q$ respectively whose roots are distinct and lie outside the unit circle.

Equation (28) defines the residual terms of the mean equation ($\varepsilon_t$) as a product of the conditional variance of the series ($h_t$) and innovations ($z_t$), where $z_t$ is an independently and identically distributed (i.i.d.) skewed-t distribution process with $E(z_t) = 0$ and $V(z_t) = 1$. By definition, $\varepsilon_t$ is serially uncorrelated with a mean equals to zero but its conditional variance equals to $h_t$ and, therefore, may change over time.

Equation (29) assumes that the standardized residuals ($z_t$) follow a skewed-t distribution proposed first by [48] and extended by [49]. The advantage of this distribution is to capture both skewness and kurtosis. $\eta$ is the kurtosis parameter and $\xi$ is the asymmetry parameter. These are restricted to $2 < \eta < \infty$ and $-1 < \xi < 1$ respectively. The normal distribution is obtained when $\xi = 0$ while the Student-t distribution is for $\xi = 0$ and $\eta \to \infty$.

Equation (30) corresponds to the FIAPARCH $(P, d_s, Q)$ process used to model the conditional variance of the series. $w > 0$ is a constant. $0 \leq d_s < 1$ is the fractional integration parameter. $\alpha(L) = 1 + \alpha_1 L + \cdots + \alpha_p L^p$ and $\alpha(L) = 1 + \alpha_1 L + \cdots + \alpha_q L^q$ are polynomials of order $P$ and $Q$ respectively whose roots are distinct and lie outside the unit circle. $\delta > 0$ is the power term that plays the role of a Box-Cox transformation of the conditional standard deviation $h_t^g$. $-1 < \zeta < 1$ is the leverage coefficient that accounts for the asymmetric effect of the volatility, in which positive and negative returns of the same magnitude do not generate an equal degree of volatility: when $\zeta > 0$, negative shocks give rise to higher volatility than positive shocks and when $\zeta = 0$ and $\delta = 2$, the process in Equation (30) reduces to the FIGARCH $(P, d_s, Q)$ process.

Table 2 reports the estimated parameters of the ARFIMA-FIAPARCH-skewed-t model, using quasi maximum likelihood, for each series.

We see that the fractional integration parameter in mean $d_a$ is significant, positive and less than 1/2 in all series, indicating the presence of long-range dependence in the return. The fractional integration parameter in variance $d_s$ is significant, positive and less than 1 in all series, implying the existence of long-range dependence in the volatility.

It should be stressed that, within the FIAPARCH model, we can test for the restrictions embodied in the FIGARCH model, i.e., $\zeta = 0$ and $\delta = 2$ relying on the likelihood ratio (LR) type test. Formally, the LR test is a
Table 2. Estimates of ARFIMA-FIAPARCH model for each series.

<table>
<thead>
<tr>
<th></th>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
<th>Brent</th>
</tr>
</thead>
<tbody>
<tr>
<td>((p,d,q))</td>
<td>((1,d,0))</td>
<td>((0,d,0))</td>
<td>((1,d,1))</td>
<td>((1,d,0))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
</tr>
<tr>
<td>((P,d,Q))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
<td>((1,d,1))</td>
</tr>
<tr>
<td>(\mu \times 10^4)</td>
<td>0.796***</td>
<td>(1.686)</td>
<td>0.043***</td>
<td>(2.979)</td>
<td>0.164***</td>
<td>(3.058)</td>
<td>0.038***</td>
</tr>
<tr>
<td>(d_\ast)</td>
<td>0.164***</td>
<td>0.045***</td>
<td>0.157***</td>
<td>(2.608)</td>
<td>0.062***</td>
<td>(4.873)</td>
<td>0.029**</td>
</tr>
<tr>
<td>(\phi_1)</td>
<td>0.082***</td>
<td>(1.160)</td>
<td>0.174***</td>
<td>(7.687)</td>
<td>0.157***</td>
<td>(3.170)</td>
<td>0.043***</td>
</tr>
<tr>
<td>(\phi_2)</td>
<td>0.802***</td>
<td>(3.170)</td>
<td>0.756***</td>
<td>(3.170)</td>
<td>0.062***</td>
<td>(2.672)</td>
<td>0.327***</td>
</tr>
<tr>
<td>(\psi_1)</td>
<td>0.046***</td>
<td>(2.672)</td>
<td>0.239**</td>
<td>(2.073)</td>
<td>0.268**</td>
<td>(3.735)</td>
<td>0.327***</td>
</tr>
<tr>
<td>(\psi_2)</td>
<td>0.285**</td>
<td>(3.170)</td>
<td>0.062***</td>
<td>(3.170)</td>
<td>0.157***</td>
<td>(2.073)</td>
<td>0.639***</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.458***</td>
<td>(4.873)</td>
<td>0.531***</td>
<td>(3.058)</td>
<td>0.446***</td>
<td>(2.979)</td>
<td>0.563***</td>
</tr>
<tr>
<td>(\delta)</td>
<td>0.531***</td>
<td>(3.058)</td>
<td>0.327***</td>
<td>(3.058)</td>
<td>0.446***</td>
<td>(2.979)</td>
<td>0.267***</td>
</tr>
<tr>
<td>(\sigma_1)</td>
<td>0.266***</td>
<td>(2.672)</td>
<td>0.327***</td>
<td>(2.073)</td>
<td>0.168***</td>
<td>(3.170)</td>
<td>0.043***</td>
</tr>
<tr>
<td>(\sigma_2)</td>
<td>0.285**</td>
<td>(4.873)</td>
<td>0.239**</td>
<td>(2.073)</td>
<td>0.192**</td>
<td>(3.735)</td>
<td>0.038***</td>
</tr>
<tr>
<td>(\xi)</td>
<td>0.046***</td>
<td>(2.073)</td>
<td>0.062***</td>
<td>(3.170)</td>
<td>0.043***</td>
<td>(2.672)</td>
<td>0.029**</td>
</tr>
<tr>
<td>(\eta)</td>
<td>0.046***</td>
<td>(2.672)</td>
<td>0.043***</td>
<td>(3.170)</td>
<td>0.029**</td>
<td>(2.073)</td>
<td>0.038***</td>
</tr>
<tr>
<td>Skw</td>
<td>0.029***</td>
<td>(2.073)</td>
<td>0.007**</td>
<td>(3.170)</td>
<td>0.007**</td>
<td>(2.073)</td>
<td>0.029**</td>
</tr>
<tr>
<td>Ex. Kurt</td>
<td>0.259***</td>
<td>(4.873)</td>
<td>0.179***</td>
<td>(3.058)</td>
<td>0.179***</td>
<td>(3.058)</td>
<td>0.007**</td>
</tr>
<tr>
<td>(Q(20))</td>
<td>0.259***</td>
<td>(4.873)</td>
<td>0.007**</td>
<td>(3.058)</td>
<td>0.007**</td>
<td>(3.058)</td>
<td>0.259***</td>
</tr>
<tr>
<td>(Q^2(20))</td>
<td>0.259***</td>
<td>(4.873)</td>
<td>0.007**</td>
<td>(3.058)</td>
<td>0.007**</td>
<td>(3.058)</td>
<td>0.259***</td>
</tr>
</tbody>
</table>

Notes: The values in parenthesis are the \(t\)-Student. Skw is Skewness. Ex. Kurt is Excess of Kurtosis. \(Q(20)\) is the Ljung-Box statistic for serial correlation in the standardized residuals for order 20. \(Q^2(20)\) is the Ljung-Box statistic for serial correlation in the squared standardized residuals for order 20. \(^*\), \(^**\) and \(^***\) denote significance at the 10%, 5% and 1% levels respectively.

Statistical test used to compare the in-sample performance of nested models. The statistic test is asymptotically Chi-squared distributed with a degree of freedom equal to the number of restrictions being tested. Let \(l_0\) denotes the log-likelihood value under the null hypothesis that the true model is FIGARCH and \(l_1\) is the log-likelihood value under the alternative hypothesis that the true model is FIAPARCH, the statistic of test is given by \(LR = 2(l_1 - l_0)\) should follow a \(\chi^2(2)\).\(^{11}\)

For all series, we find that the statistic of test exhibits higher values than 9.210\(^{12}\), and we find that the statistic test clearly rejects the constraint implied by the FIGARCH-type specification at the 1% significance level.

\(^{11}\)Note that \(\chi^2(2) = 9.210\) at the 1% level.

\(^{12}\)In this paper, we do not report the results of statistic LR test. These are available on request.
Hence, we can conclude that the FIAPACH adaptation appears to be the most satisfactory representation to describe the long-memory behavior in the second conditional moment.

For all series, the leverage coefficient $\varsigma$ is significant and positive. Evidence regarding leverage effects implies that news in stock and oil markets has an asymmetric impact on volatility: bad news or negative shocks give more rise than good news and positive shocks.

For all series, the kurtosis parameter $\eta$ is significant and greater than 2, while the asymmetry parameter $\xi$ is significant and lies between $-1$ and 1. Consequently, for all considered series, the suitable model is the ARFIMA-FIAPARCH-skewed-$t$ distribution. This specification seems to be adequate to model the stock market return series, since the Ljung-Box statistic in the standardized residuals and the standardized squared residuals indicate the absence of autocorrelation and heteroskedastic effects.

### 3.3. Markov-Switching Dynamic Dependence

Now, we focus on the regime change dynamic dependence between oil price changes and stock market returns in six GCC countries. For each country, we estimate the Markov-switching time-varying copula functions presented in section 2.2 (Equations (8), (10), (12), (14), (17) and (18). The obtained results are displayed in Tables 3-7. To determine the number of regimes of the appropriate specification for Markov-switching time-varying copula, we consider null hypothesis of $(n-1)$ regimes against the alternative hypothesis of $(n)$ regimes. However, testing this hypothesis by means of a likelihood ratio test is not valid, because the probabilities associated with the additional regime are not identified in the null hypothesis due to the presence of nuisance parameters. Given that this test has no a standard distribution, the method used in this paper consists in approximation to the asymptotic distribution of the test (see [50] and [51]). The test statistics is significant at 1% level, indicating that the necessity for a model with a three regimes, therefore we find that the time-varying

### Table 3. Estimated parameters for Markov-switching time-varying Normal copulas.

<table>
<thead>
<tr>
<th>Normal</th>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_0$</td>
<td>0.1129</td>
<td>0.2712*</td>
<td>0.1953</td>
<td>0.0282</td>
<td>-0.0068</td>
<td>0.3196***</td>
</tr>
<tr>
<td>(1.476)</td>
<td>(2.548)</td>
<td>(0.934)</td>
<td>(1.094)</td>
<td>(-0.021)</td>
<td>(13.039)</td>
<td></td>
</tr>
<tr>
<td>$\omega_1$</td>
<td>0.0123</td>
<td>-0.0811***</td>
<td>0.0037</td>
<td>0.0547</td>
<td>0.0003</td>
<td>0.0973***</td>
</tr>
<tr>
<td>(0.865)</td>
<td>(7.129)</td>
<td>(0.276)</td>
<td>(1.009)</td>
<td>(1.108)</td>
<td>(3.078)</td>
<td></td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.0043</td>
<td>0.0890***</td>
<td>-0.0001</td>
<td>0.0031</td>
<td>-0.0006</td>
<td>0.0674***</td>
</tr>
<tr>
<td>(1.134)</td>
<td>(4.956)</td>
<td>(-0.127)</td>
<td>(0.027)</td>
<td>(-0.861)</td>
<td>(21.967)</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0001</td>
<td>-1.5146***</td>
<td>-0.3148</td>
<td>1.6880</td>
<td>1.2992</td>
<td>-1.1618**</td>
</tr>
<tr>
<td>(1.153)</td>
<td>(-3.976)</td>
<td>(-1.423)</td>
<td>(1.438)</td>
<td>(0.923)</td>
<td>(-2.310)</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.0111</td>
<td>-0.1540***</td>
<td>-0.0872*</td>
<td>0.0492</td>
<td>0.0989</td>
<td>0.3187</td>
</tr>
<tr>
<td>(1.568)</td>
<td>(-1.726)</td>
<td>(-1.753)</td>
<td>(1.545)</td>
<td>(1.368)</td>
<td>(1.243)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P'$</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow \infty)$</td>
</tr>
<tr>
<td>0.9408***</td>
<td>0.0000</td>
<td>0.0592***</td>
<td>0.9517***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.0482***</td>
<td>0.0000</td>
<td>0.9518***</td>
<td>0.0422***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>$(\rightarrow 0)$</td>
<td>0</td>
<td>0.9918*</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.0816</td>
<td>0.2586</td>
<td>0.9847 ***</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.9408</td>
<td>0.0000</td>
<td>0.9558***</td>
<td>0.0422***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>$(\rightarrow 0)$</td>
<td>0</td>
<td>0.9918*</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.9408</td>
<td>0.0000</td>
<td>0.9558***</td>
<td>0.0422***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>$(\rightarrow 0)$</td>
<td>0</td>
<td>0.9918*</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.9408</td>
<td>0.0000</td>
<td>0.9558***</td>
<td>0.0422***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>$(\rightarrow 0)$</td>
<td>0</td>
<td>0.9918*</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.9408</td>
<td>0.0000</td>
<td>0.9558***</td>
<td>0.0422***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>$(\rightarrow 0)$</td>
<td>0</td>
<td>0.9918*</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>0.9408</td>
<td>0.0000</td>
<td>0.9558***</td>
<td>0.0422***</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
<tr>
<td>$(\rightarrow 0)$</td>
<td>0</td>
<td>0.9918*</td>
<td>0.0000</td>
</tr>
<tr>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
<td>$(\rightarrow \infty)$</td>
<td>$(\rightarrow 0)$</td>
</tr>
</tbody>
</table>

Note: The numbers in parentheses are t-student. *** and * indicate statistical significance at 1%, 5% and 10% levels respectively. The symbols \((\rightarrow 0)\) \((\rightarrow \infty)\) indicates that the value is \(<10^ {-5} (>10^ {-5})\).
### Table 4. Estimated parameters for Markov-switching time-varying Student copulas.

<table>
<thead>
<tr>
<th>Student</th>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_1$</td>
<td>0.1123</td>
<td>0.1907**</td>
<td>0.1265***</td>
<td>0.3258***</td>
<td>−0.0136</td>
<td>0.0327***</td>
</tr>
<tr>
<td></td>
<td>(1.012)</td>
<td>(1.966)</td>
<td>(3.368)</td>
<td>(3.255)</td>
<td>(−1.338)</td>
<td>(3.352)</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.0130</td>
<td>0.0042</td>
<td>−0.1181</td>
<td>0.1097</td>
<td>−0.0001</td>
<td>0.0211</td>
</tr>
<tr>
<td></td>
<td>(0.963)</td>
<td>(1.002)</td>
<td>(0.452)</td>
<td>(0.575)</td>
<td>(−0.088)</td>
<td>(1.265)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>−0.0015</td>
<td>0.0138</td>
<td>0.1019***</td>
<td>0.0644</td>
<td>0.0001</td>
<td>0.0013</td>
</tr>
<tr>
<td></td>
<td>(−0.002)</td>
<td>(1.351)</td>
<td>(6.8323)</td>
<td>(1.216)</td>
<td>(0.005)</td>
<td>(0.085)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>−0.0113</td>
<td>−0.1794***</td>
<td>−1.4610***</td>
<td>−1.2194***</td>
<td>1.3090</td>
<td>1.6395*</td>
</tr>
<tr>
<td></td>
<td>(−0.350)</td>
<td>(−2.023)</td>
<td>(−3.679)</td>
<td>(−3.281)</td>
<td>(0.976)</td>
<td>(1.938)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>−0.0140</td>
<td>−0.0774</td>
<td>−0.1312***</td>
<td>0.2392***</td>
<td>0.0779</td>
<td>0.0394</td>
</tr>
<tr>
<td></td>
<td>(−0.388)</td>
<td>(−1.452)</td>
<td>(−4.256)</td>
<td>(3.674)</td>
<td>(1.027)</td>
<td>(1.413)</td>
</tr>
</tbody>
</table>

$P'$  

<table>
<thead>
<tr>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $LL \times 10^3$ | −2.7906 | −8.6331 | −17.8127 | −16.0150 | −4.1188 | −7.9173 |
| $AIC \times 10^3$ | −5.5750 | −17.2631 | −35.6191 | −32.0269 | −8.2364 | −15.8284 |
| $BIC \times 10^3$ | −5.5578 | −17.2544 | −35.6019 | −32.0183 | −8.2295 | −15.8112 |

**Note:** see note of Table 3.

### Table 5. Estimated parameters for Markov-switching time-varying Gumbel copulas.

<table>
<thead>
<tr>
<th>Gumbel</th>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_1$</td>
<td>−1.0262</td>
<td>−0.9277</td>
<td>1.1383</td>
<td>1.4772</td>
<td>1.0115***</td>
<td>1.0475***</td>
</tr>
<tr>
<td></td>
<td>(−1.222)</td>
<td>(−1.186)</td>
<td>(1.462)</td>
<td>(1.433)</td>
<td>(3.751)</td>
<td>(4.132)</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.0172</td>
<td>0.2331</td>
<td>1.2331</td>
<td>−0.0032</td>
<td>−1.0565***</td>
<td>−1.0595***</td>
</tr>
<tr>
<td></td>
<td>(1.006)</td>
<td>(1.2560)</td>
<td>(1.012)</td>
<td>(−0.742)</td>
<td>(−5.573)</td>
<td>(−5.342)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>0.0022</td>
<td>−0.1347</td>
<td>0.0033</td>
<td>0.0081</td>
<td>1.0734***</td>
<td>1.0778***</td>
</tr>
<tr>
<td></td>
<td>(0.876)</td>
<td>(−1.001)</td>
<td>(0.544)</td>
<td>(0.008)</td>
<td>(3.259)</td>
<td>(3.776)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.0270**</td>
<td>1.1706***</td>
<td>−1.5095</td>
<td>−1.2530**</td>
<td>0.7296***</td>
<td>0.5892***</td>
</tr>
<tr>
<td></td>
<td>(2.325)</td>
<td>(3.431)</td>
<td>(−1.509)</td>
<td>(−2.220)</td>
<td>(3.956)</td>
<td>(3.498)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>−0.5848</td>
<td>−0.2424</td>
<td>0.3808*</td>
<td>−0.8928***</td>
<td>1.7593***</td>
<td>−0.3538***</td>
</tr>
<tr>
<td></td>
<td>(−1.388)</td>
<td>(−0.989)</td>
<td>(−1.876)</td>
<td>(−3.330)</td>
<td>(3.567)</td>
<td>(−3.643)</td>
</tr>
</tbody>
</table>

$P'$  

<table>
<thead>
<tr>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $LL \times 10^3$ | −2.4893 | −6.5129 | −11.6831 | −15.3473 | −17.1689 | −14.0013 |
| $AIC \times 10^3$ | −4.9755 | −13.0228 | −23.3633 | −30.6914 | −34.3369 | −27.9994 |
| $BIC \times 10^3$ | −4.9669 | −13.0142 | −23.3544 | −30.6828 | −34.3299 | −27.9887 |

**Note:** see note of Table 3.
Table 6. Estimated parameters for Markov-switching time-varying Clayton copulas.

<table>
<thead>
<tr>
<th>Country</th>
<th>Clayton ( \alpha_1 )</th>
<th>Kuwait</th>
<th>Qatar</th>
<th>Saudi</th>
<th>UAE</th>
<th>Bahrain</th>
<th>Oman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(3.585)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.998)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.845)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3.698)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3.755)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.652)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ P = \begin{pmatrix}
0.9530^{**} & 0.0066^{**} & 0.0464^{**} \\
0.0895^{***} & 0.7995^{**} & 0.1110^{**} \\
0.0947^{***} & 0.0003^{**} & 0.9050^{**} \\
0.682 (4.375) & (4.652) & (4.785) \end{pmatrix} \]

\begin{align*}
LL \times 10^{-2} & = -12.4932 -4.7341 -5.4993 -6.1496 -6.2265 -10.1203 \\
\end{align*}

Note: see note of Table 3.

The copula exhibits three possible state space\(^{13}\).

We find that the Markov-switching dynamic SJIC copula gives a better fit for Qatar, Saudi Arabia and UAE, since it exhibits the smallest LL\(^{14}\), AIC and BIC. The Markov-switching dynamic Clayton copula gives a better fit for Kuwait. Bahrain and Oman show the same dependence structure as described by the Markov-switching dynamic Gumbel copula.

For all countries, we see that the estimates of \( \beta \) are significant, implying that the dependence is time-varying. In addition, we observe a substantial change in the intercept term \( \omega \) according to the three regimes (pre-crisis, during crisis, post-crisis regimes). Moreover, these regimes are persistent, as indicated by the high values of the probabilities \( p_{11} \), \( p_{22} \) and \( p_{33} \). This result indicates that the dependence structure between oil price changes and GCC stock market returns is Markov-switching time-varying and that a constant copula or time-varying models may be not adequate for describing the dependence between oil price changes and stock market returns.

3.4. Estimating the Value at Risk

This section shows how the proposed copula model with Markov-switching dynamic dependence can improve the accuracy of market risk forecasts for an equally weighted energy and stock markets in GCC countries portfolio\(^{15}\). We indeed consider the Value-at-Risk (VaR) as the portfolio’s market risk measure and estimate it using Monte Carlo simulations, instead of the analytical method that is only valid for Gaussian copula models. It is worth noting that when copula functions are used to gauge the dependence structure between two variables, it

---

\(^{13}\)Here, we do not report the empirical results, these are supplied upon request.

\(^{14}\)We note that the selected copula in terms of LL is one with lowest LL, since in our estimation we minimize (-LL) rather than maximize (LL).

\(^{15}\)Here we consider a portfolios composed of two assets.
is relatively easy to construct and simulate random scenarios from their joint distribution, based on any choice of marginals and any type of dependence structure.

The VaR is a forecast of a given percentile, usually in the lower tail, of the distribution of returns on a portfolio over a given time period. At time $t$, the VaR of a portfolio, with confidence level $1 - \alpha$, is defined as $\text{VaR}_t(\alpha) = \inf \{ x : F_\tilde{r}(x) \geq \alpha \}$, where $F_\tilde{r}$ is the distribution function of the portfolio return $\tilde{r}$ and $\alpha \in (0, 1)$; as a result $\Pr(\tilde{r} \leq \text{VaR}_t(\alpha)) = \alpha$.

Our method for computing the VaR requires the following steps. First, we simulate dependent uniform variates from the fitting copula model and transform them into standardized residuals by inverting the
semi-parametric marginal Cumulative Distribution Function (CDF) of each index. We then consider the simulated standardized residuals and calculate the returns by reintroducing the FIAPARCH volatility and the ARFIMA parameters observed in the original return series. Finally, given the simulated return series \( r_i \), we compute the value of the global portfolio \( \hat{r}_f \) for each pair.

In order to assess the accuracy of the VaR estimates we backtest the method at 99% and 99.5% confidence levels by the following procedure. We start by estimating the model using the first 1655 observations; then, we simulate 2000 values of the standardized residuals, estimate the VaR and count the number of losses that exceeds the estimated VaR values. This procedure can be repeated until the last observation and we compare the estimated VaR with the actual next-day value change in the portfolio. The whole process is repeated only once in every 75 observations owing to the computational cost of this procedure. Table 8 displays the out-of-sample proportions of each portfolio returns for both selected copula, i.e., the Markov-switching time-varying copula and time-varying copula. We show that the Markov-switching time-varying copula model provides the best performance for VaR estimation for all \( \alpha \) levels considered.

### 3.5. Tail Dependence, Financial Crisis and Policy Implications

Turning to tail dependence, for OPEC countries, there is evidence of significant low tail dependence between oil price changes and stock market returns\(^{16}\), whereas the non-OPEC stock market returns and oil price changes exhibit upper tail dependence\(^{17}\). The tail dependence indicates extreme co-movements and means that oil price changes and stock market returns crash together in OPEC countries, but boom together in non-OPEC countries. This could possibly be explained by the volatility of the stock market as measured by the standard deviation, since OPEC stock markets present a higher risk degree compared with non-OPEC stock markets (see Table 1). Another explanation, as suggested by [5], is relative to the oil position of the country, oil consumption and the importance of oil to its national economy. Indeed, Saudi Arabia and the UAE experience larger oil consumption, production and exportation compared to Oman and Bahrain.

Figures 1-6 plot the copula parameters and the probabilities of being in regime 1, 2 and 3 for each pair of oil

<table>
<thead>
<tr>
<th>Table 8. Out-of-sample performance.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Backtest</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Proportion</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Kuwait M-s conditional Clayton</td>
</tr>
<tr>
<td>conditional Clayton</td>
</tr>
<tr>
<td>Qatar M-s conditional SJC</td>
</tr>
<tr>
<td>conditional SJC</td>
</tr>
<tr>
<td>Saudi M-s conditional SJC</td>
</tr>
<tr>
<td>conditional SJC</td>
</tr>
<tr>
<td>UAE M-s conditional SJC</td>
</tr>
<tr>
<td>conditional SJC</td>
</tr>
<tr>
<td>Bahrain M-s conditional Gumbel</td>
</tr>
<tr>
<td>conditional Gumbel</td>
</tr>
<tr>
<td>Oman M-s conditional Gumbel</td>
</tr>
<tr>
<td>conditional Gumbel</td>
</tr>
</tbody>
</table>

Notes: This table reports the VaR backtesting results with the number of exceedances is given in brackets.

\(^{16}\)Recall that the Clayton copula is characterized by lower tail dependence. For SJC copula \( \beta^{\text{SJC}} \) are higher than \( \beta^{\text{SJC}} \) indicating also lower tail dependence.

\(^{17}\)Note that the Gumbel copula is characterized by upper tail dependence.
Figure 1. Copula parameter and probabilities regimes for Kuwait.
Figure 4. Copula parameter and probabilities regimes for UAE.
Figure 5: Copula parameter and probabilities regimes for Bahrain.
Figure 6. Copula parameter and probabilities regimes for Oman.
price changes and stock market returns. For Qatar, Saudi Arabia and the UAE (Figures 2-4), we can see a considerable change of dependence as the copula parameter varies over time. In regime 1 (pre-crisis regime), the tail dependence is relatively low, indicating no tail dependence. In regime 2 (crisis regime), the lower tail dependence drops significantly and positively with a biggest drop for Saudi Arabia. This could be attributed to the fact that Saudi Arabia is the largest oil producer and exporter. In regime 3, the lower tail dependence seems to be to the one found in the first regime. A similar behavior is observed in Kuwait (Figure 1), where the Clayton copula parameter is near 0 in regimes 1 and 3, reflecting independence. In regime 2, the Clayton copula parameter is positive, implying a strong positive dependence. For Bahrain and Oman (Figure 5 and Figure 6), the Gumbel copula parameter is close to 1 in regimes 1 and 3, thus indicating no dependence. In regime 2, the Gumbel copula parameter is greater than 1, implying a strong positive dependence.

These findings suggest some important implications. First, there is a higher dependence structure between oil price changes and all GCC stock market returns during the financial crisis period than during the calm ones (pre-crisis or post-crisis). This result means that the dependence structure between oil price changes and stock market returns is more intensified and suggests the presence of a contagion effect in sense of [52] and implies that diversification will be less effective and that holding a portfolio with oil assets and the stock market index during a financial crisis is subject to systematic risk. This result is in line with that of [3], who reports that the sensitivity of GCC stock markets to oil price changes has jumped following the financial crisis period. It is similar to [25], who find that the dependence between GCC stock market returns and oil price changes is regime-dependent. It is also consistent with that obtained by [21] [23] [24] [26] [27], who find that the dependence structure between oil price changes and stock market returns has been strengthened following the financial crisis. As advanced by [24], this result may be explained by the sharp decline in energy demand, caused by the economic downturn, which heavily affects the stock markets or by the rapid development of financial markets, that increases the exposure of oil prices to financial turmoil.

Second, during the financial crisis period, there is evidence of lower tail dependence in OPEC countries whereas in the non-OPEC countries, there is rather evidence of upper tail dependence. These findings have important implications for both investors who are interested in GCC stock markets, and for policymakers. During pre- and post-crisis periods, they can invest in all GCC stock markets to benefit from diversification and to reduce exposure to risk because the series are independent. During the financial crisis period, the investors who include oil as an asset in a diversified portfolio or energy risk managers who consider VaR (or other downside energy risk measures) should be particularly concerned about downside risk exposure and should emphasize the left side of the portfolio return distribution. Indeed, the risk diversification is less effective due to their stronger dependence and the investor must pay attention and the choice of the portfolio is related to whether the oil price is expected to increase or decrease. More precisely, if the oil price is expected to increase, a portfolio of OPEC stock market indices and oil can be better in terms of diversification because the series are not expected to boom together. In contrast, if the oil price is expected to decrease, a portfolio of non-OPEC stock market indices and oil can be preferred because the series are not expected to crash together.

4. Conclusions

This paper examines the presence of regime change in the dynamic dependence structure between oil price changes and stock market returns in six GCC countries during the period May 25, 2005 to March 31, 2015. In particular, we assume that there are three regime changes corresponding to low, high and crash volatility. The transition from one regime to other is conducted.

The econometric approach adopted is based on two steps. In a first step, we model the marginal distributions using an ARFIMA-FIAPARCH model with skewed-$t$ distribution. We find evidence of dual long-range dependence and asymmetric reactions of the conditional variance to positive and negative shocks. In a second step, we focus on the dependence structure between filtered returns series using different Markov-switching time-varying copula functions.

For all countries, we find evidence of three-state Markov-switching regimes corresponding to pre-crisis, financial crisis and post-crisis regimes. More precisely, we see that in pre- and post-crisis regimes, there is no dependence. In contrast, in the financial crisis regime, there is a significant tail dependence. In particular, in OPEC countries (Qatar, Saudi Arabia, the UAE and Kuwait), we find lower tail dependence. In non-OPEC countries
H. Boubaker, N. Sghaier

(Bahrain and Oman), we see upper tail dependence. The dependence structure seems to be related to oil production and consumption as well as to the importance of oil to its national economy. In particular, we find that Saudi Arabia, which is the largest oil producer and exporter and which presents the biggest market capitalization, shows the highest increase in lower tail dependence during the financial crisis period. Simulation results of VaR show that the proposed model outperforms the traditional time-varying copula model. Furthermore, these empirical findings are of great interest for investors in order to build profitable investment strategies. The fact that GCC stock market returns have different dependence structures to oil price changes implies valuable risk diversification opportunities across countries.
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