Closed Form Moment Formulae for the Lognormal SABR Model and Applications to Calibration Problems
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ABSTRACT

We study two calibration problems for the lognormal SABR model using the moment method and some new formulae for the moments of the logarithm of the forward prices/rates variable. The lognormal SABR model is a special case of the SABR model [1]. The acronym “SABR” means “Stochastic-$\alpha$$\beta$$\rho$” and comes from the original names of the model parameters (i.e., $\alpha$, $\beta$, $\rho$) [1]. The SABR model is a system of two stochastic differential equations widely used in mathematical finance whose independent variable is time and whose dependent variables are the forward prices/rates and the associated stochastic volatility. The lognormal SABR model corresponds to the choice $\beta = 1$ and depends on three quantities: the parameters $\alpha$, $\rho$ and the initial stochastic volatility. In fact the initial stochastic volatility cannot be observed and can be regarded as a parameter. A calibration problem is an inverse problem that consists in determining the values of these three parameters starting from a set of data. We consider two different sets of data, that is: i) the set of the forward prices/rates observed at a given time on multiple independent trajectories of the lognormal SABR model, ii) the set of the forward prices/rates observed on a discrete set of known time values along a single trajectory of the lognormal SABR model. The calibration problems corresponding to these two sets of data are formulated as constrained nonlinear least-squares problems and are solved numerically. The formulation of these nonlinear least-squares problems is based on some new formulae for the moments of the logarithm of the forward prices/rates. Note that in the financial markets the first set of data considered is hardly available while the second set of data is of common use and corresponds simply to the time series of the observed forward prices/rates. As a consequence the first calibration problem although realistic in several contexts of science and engineering is of limited interest in finance while the second calibration problem is of practical use in finance (and elsewhere). The formulation of these calibration problems and the methods used to solve them are tested on synthetic and on real data. The real data studied are the data belonging to a time series of exchange rates between currencies (euro/U.S. dollar exchange rates).
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1. Introduction

We study two calibration problems for the lognormal SABR model using the moment method and some new formulae for the moments of the logarithm of the forward prices/rates variable. The lognormal SABR model is a special case of the “Stochastic-$\alpha$$\beta$$\rho$” model which has become known under the acronym of SABR model [1]. The SABR model is widely used in the theory and practice of mathematical finance, for example, it is widely used to price interest rates derivatives and options on currencies exchange rates.

Let $t$ be a real variable that denotes time and $x_t$, $v_t$, $t > 0$, be real stochastic processes that describe, respectively, the forward prices/rates and the associated stochastic volatility, as a function of time. The SABR model [1] assumes that the dynamics of the stochastic processes $x_t$, $v_t$, $t > 0$, is defined by the following system of stochastic differential equations:

$$\begin{align*}
dx_t &= [x_t]^\rho v_t dW_t, \\ dv_t &= \varepsilon v_t dQ_t,
\end{align*}$$

with the initial conditions:
The model (7), (2), (3), (4) is known as lognormal SABR model. It is a stochastic volatility version of the Black model. The Black model is a special case of the Black-Scholes model [3] obtained when the drift parameter of the Black-Scholes model is equal to zero. In the Black model the underlying asset price is modeled as a geometric Brownian motion. Unlike in the Black model, where the volatility is a constant, in the lognormal SABR model the volatility is a stochastic process itself (see (2)). Note that model (8), (2), (3), (4) reduces to the Black model when $\varepsilon = 0$. In the lognormal SABR model the positivity (with probability one) of the forward prices/rates $x_t$ is guaranteed for $t > 0$ when the initial conditions (3), (4) are positive (with probability one). In particular when the initial conditions (3), (4) are positive (with probability one) the absolute value in (8) can be removed.

The choice made in this paper of studying the lognormal SABR model is motivated by the fact that the lognormal model is the most used SABR model in the practice of the financial markets. Moreover, after the normal SABR model (that has been studied in [4]) the lognormal SABR model is mathematically the simplest model in the class of the SABR models (1)-(4). Note that in the SABR model the forward prices/rates random variable is represented as a compound random variable and that the SABR model can be seen as a stochastic state space model [5]. Compound random variables and state space models are widely used in science and engineering. This means that the methods and the results presented here to study the lognormal SABR model can be extended outside mathematical finance to a wide class of problems.

In this paper we concentrate on the study of the lognormal SABR model (8), (2), (3), (4) and study the calibration problem for this model. That is, we study the problem of determining the unknown parameters $\varepsilon$, $\rho$, $\bar{v}_0$ of the lognormal SABR model starting from the knowledge of a set of data. The sets of data considered are: i) the set of the forward prices/rates observed at a given time on multiple independent trajectories of the lognormal SABR model, ii) the set of the forward prices/rates observed on a discrete set of known time values along a single trajectory of the
lognormal SABR model. The formulation of the calibration problems corresponding to these two sets of data is based on some new closed form formulae for the moments of the logarithm of the forward prices/rates variable. Using these formulae the calibration problems considered are formulated as constrained nonlinear least-squares problems. The moments formulae are deduced extending to the lognormal SABR model a method introduced in [4] in the study of the normal SABR model.

Note that the data set used in the first calibration problem, that is, a data sample made of observations at a given time on multiple trajectories, is hardly available in the financial markets. In fact, in the financial markets usually it is not possible to repeat the “experiment” as done routinely in contexts where observations are made in experiments carried out in a laboratory. This implies that the first calibration problem although realistic in several fields of science and engineering has limited applications in finance. Instead, the second calibration problem is of practical use in finance since single trajectory data samples are easily available in the financial markets and can be identified with time series of observed forward prices/rates.

An alternative approach to study the calibration problem for the lognormal SABR model corresponding to the single trajectory data sample consists in extending the method proposed in [6,7] to study a similar calibration problem for the Heston model and for some of its variations. This method is based on the idea of maximizing a likelihood function. However, the use of closed form moment formulae (see Formulae (65)-(68)) rather than the use of a likelihood function involving the transition probability density function of the differential model and the solution of a kind of Kushner equation (see [6,7]) gives to the method based on the moment formulae presented here a substantial computational advantage in comparison to methods where averages of quantities implicitly defined by the differential model (such as the moments) are computed using statistical simulation.

The numerical solution of the nonlinear least-squares problems that translate the calibration problems considered can greatly benefit from the availability of a good initial guess to initialize the optimization algorithm. In Section 3 we discuss briefly how to exploit the first moment formula obtained in Section 2 to build the initial guesses needed.

Note that, extending the results presented in [4], it is possible to define ad hoc statistical tests that can be used to associate a statistical significance level to the parameter values obtained as solution of the calibration problems. We do not consider statistical tests and statistical significance levels in this paper.

The remainder of the paper is organized as follows. In Section 2, new formulae for some of the moments of the logarithm of the forward prices/rates variable of the lognormal SABR model are derived. In Section 3, the calibration problems for the lognormal SABR model corresponding to the two data sets discussed previously are formulated as constrained nonlinear least-squares problems. Finally, in Section 4 we solve numerically the calibration problems presented in Section 3 and we discuss the results obtained in numerical experiments on synthetic and on real data. The real data studied are time series of euro/U.S. dollar exchange rates.

2. Formulae for the Moments of the Lognormal SABR Model

Let us deduce closed form formulae for the moments of the logarithm of forward prices/rates of the lognormal SABR model. Let us consider the model given by:

\[ dx_t = x_t v_t dW_t, \quad t > 0, \]
\[ dv_t = \nu \, dQ_t, \quad t > 0, \]

with positive initial conditions (3), (4) and the assumption (5). That is, we assume \( \xi_0 > 0 \) (with probability one) and \( \nu_0 > 0 \) (with probability one), so that Equations (9), (10) imply \( x_t > 0 \) (with probability one), and \( \nu_t > 0 \) (with probability one) for \( t > 0 \).

Let \( \xi_t = \ln(x_t) \), \( t > 0 \), be the logarithm of the forward prices/rates. Using the variables \( \xi_t, \nu_t, t > 0 \), the stochastic differential Equations (9), (10) and the initial conditions (3), (4) are rewritten as follows:

\[ d\xi_t = -\frac{1}{2} \nu^2 dt + \nu dW_t, \quad t > 0, \]
\[ dv_t = \nu dQ_t, \quad t > 0, \]
\[ \xi_0 = \ln(x_0), \]
\[ \nu_0 = \nu_0. \]

Starting from the expression obtained in [8] for the transition probability density function of the stochastic processes \( \xi_t, \nu_t, t > 0 \), we deduce explicit formulae (eventually involving integrals) for the moments with respect to zero of \( \xi_t, \nu_t, t > 0 \), and of \( x_t, \nu_t, t > 0 \). In particular, we derive closed form formulae (that do not involve integrals) for the first five moments with respect to zero of \( \xi_t, t > 0 \).

In [8], using the backward Kolmogorov Equation associated to (11), (12), the following formula for the transition probability density function \( p_t \) of the stochastic processes \( \xi_t, \nu_t, t > 0 \), implicitly defined by (11)-(14) has been obtained:
\[
p_{L}(\xi, v, t, \xi', v', t') = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\xi e^{-i(\xi - \xi')^2} g_L(t - t', k, v, v', \xi, \rho),
\]
(15)

\[
(\xi, v) = (\xi', v') + \mathbb{R} \times \mathbb{R}^+, t, t' \geq 0, t - t' > 0,
\]
where \(i\) is the imaginary unit and we have \(\xi = \xi'. v_i = v, \quad v_i = v', \quad v, t, t' \geq 0, \quad t - t' > 0\). In (15), when \(t' = 0\) we must choose \(\xi = \xi_0, \quad v' = v_0\). The function \(g_L\) is given by:

\[
g_L(s, k, v, v', \xi, \rho) = \frac{2}{\sqrt{\pi}} e^{\frac{s^2}{2}} \left(\frac{\sqrt{v}}{v}\right) e^{\frac{2(v^2 - v)^2}{s^2}}
\]

\[
\times \int_{0}^{\infty} da e^{-a^2} osinh(\pi a) K_{\nu}(\xi v) K_{\nu}(\xi v')
\]

\[
(16)
\]

where the function \(K_{\nu}\) is defined as \(K_{\nu}(x) = \sqrt{\pi x} e^{-x^2} I_{\nu}(x)\), where \(I_{\nu}\) is the modified Bessel function of order \(\nu\) (see [9] p. 5). Finally, \(\xi^2(k), \quad k \in \mathbb{R}, \quad k = \frac{k^2}{e^2} - (1 - \rho^2) - i \frac{k}{e^2}, \quad k \in \mathbb{R}.
\]
(17)
The function \(g_L\) can be rewritten as follows [8]:

\[
g_L(s, k, v, v', \xi, \rho) = \sqrt{\frac{v^2}{\pi\xi}} e^{\frac{s^2}{2}} \frac{1}{\sqrt{2\pi}} e^{-\frac{2(v^2 - v)^2}{s^2}}
\]

\[
\times \frac{e^{\frac{-\xi^2}{2\pi\rho^2}}}{\sqrt{2\pi\rho^2}} \int_{0}^{\infty} du \sinh\left(\frac{\nu u}{\rho}\right) \sinh\left(\frac{\nu u}{\rho}\right) e^{-\frac{2u^2}{\rho^2}}
\]

\[
(18)
\]

Formulae (15), (16) or (15), (18) give \(p_L\) as a two dimensional integral of an explicitly known integrand. Note that in (15) the transition probability density function \(p_L\) is written using the variables \(\xi = \ln(x_i), v_i, \quad t > 0\). It is easy to obtain a formula analogous to formula (15) for the transition probability density function written in the original variables \(x_i, v_i, \quad t > 0\).

Formulae (15), (16) and (15), (18) are representation formulae for \(p_L\) that hold when \(\rho \in (-1,1)\). These formulae have been obtained in [8]. Previously when \(\rho \neq 0\) for \(p_L\) only series expansions in powers of \(\rho\) with base point \(\rho = 0\) were known (see, for example, [10,11] and the references therein).

Let us begin deriving some formulae for the moments \(M_{n,m}\), \(n, m = 0,1,\ldots\) with respect to zero of the variables \(x_i, v_i, \quad t > 0\), of the lognormal SABR model (9), (10), (3), (4), namely,

\[
M_{n,m}(t, \xi', v', t') = \int_{-\infty}^{\infty} d\xi e^{\xi^2} \int_{0}^{\infty} dv v^n p_L(\xi, v, t, \xi', v', t'),
\]

\[
\xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t - t' > 0, m, n = 0,1,\ldots
\]
(19)

We distinguish two cases, that is: the case \(n = 0\) and the case \(n > 0\).

When \(n = 0\) we have:

\[
M_{0,m}(t, \xi', v', t') = \int_{-\infty}^{\infty} d\xi \int_{0}^{\infty} dv v^m p_L(\xi, v, t, \xi', v', t')
\]

\[
= \int_{-\infty}^{\infty} dk \delta(k) e^{-ik^2} \left(\int_{0}^{\infty} dv v^m g_L(t - t', k, v, v', \xi, \rho)\right)
\]

\[
= \int_{0}^{\infty} dv v^m g_L(t - t', 0, v, v', \xi, \rho),
\]
(20)

\[
\xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t - t' > 0, m = 0,1,\ldots
\]

where \(\delta\) is the Dirac’s delta. From (18) we have:

\[
\int_{0}^{\infty} dv v^m g_L(s, 0, v, v', \xi, \rho)
\]

\[
= \sqrt{\frac{\pi}{\nu}} e^{\frac{s^2}{2}} \frac{1}{\sqrt{2\pi\rho^2}} \int_{0}^{\infty} du \sinh\left(\frac{\nu u}{\rho}\right) \sinh\left(\frac{\nu u}{\rho}\right) e^{-\frac{2u^2}{\rho^2}}
\]

\[
\times \int_{0}^{\infty} dy e^{-y^2 - (\nu - \nu y) \cosh(y)/2^{1/2} \sinh(y)}
\]

\[
, s, v' \in \mathbb{R}^+, \nu > 0, \rho \in (-1,1), m = 0,1,\ldots
\]
(21)

Using formula (29) on page 146 of [12] we have:

\[
\int_{0}^{\infty} dv v^m e^{-\nu y^2} e^{-\nu y} 2(y) e^{-\nu y^2} e^{-\nu y} = 2(y) K_{\nu/2}(y)
\]

\[
, v' \in \mathbb{R}^+, \nu \in \mathbb{R}^+, \mu \in \mathbb{R}.
\]
(22)

and this implies that:

\[
M_{0,m}(t, \xi', v', t') = 2\nu^m e^{\frac{s^2}{2}} \frac{1}{\sqrt{2\pi\rho^2}} \int_{0}^{\infty} d\xi e^{\xi^2} \int_{0}^{\infty} dv v^m g_L(t - t', \xi, v, v', 0)
\]

\[
\times \int_{0}^{\infty} du \sinh\left(\frac{\nu u}{\rho}\right) \sinh\left(\frac{\nu u}{\rho}\right) e^{-\frac{2u^2}{\rho^2}}
\]

\[
\times \int_{0}^{\infty} dy K_{\nu/2}(y) e^{-\nu y} \cosh(y),
\]

\[
\xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0,
\]

\[
t - t' > 0, m = 0,1,\ldots
\]
(23)

From Formula (24) on page 197 of [12] it follows that:

\[
\int_{0}^{\infty} dy K_{\nu/2}(y) e^{-\nu y} \cosh(y) = \pi \sinh(u/2), u \in \mathbb{R}.
\]
(24)

From Formulae (23) and (24) and using formula (37) on page 92 of [12] we can conclude that \(M_{0,m}(t, \xi', v', t') = 1\), \(\xi' \in \mathbb{R}, \nu \in \mathbb{R}^+, t, t' \geq 0, t - t' > 0\) and that \(M_{1,0}(t, \xi', v', t') = \delta \), \(\xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t - t' > 0\) . Note that the moments \(M_{n,m}, m = 2,3,\ldots\), diverge. In fact, when \(n \in \mathbb{N}\) integrating (20) first with respect to \(k\) when \(k \in \mathbb{R}\), and then with respect to \(\xi\) when \(\xi \in \mathbb{R}\), we have:
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\[ \mathcal{M}_{b,m}(t, \xi', v', t') = \frac{1}{2\pi} \int_0^{\infty} \frac{d\xi}{\xi} \int_0^{\infty} dv' e^{\frac{2}{2\epsilon^2} \left( \frac{\xi^2}{\epsilon^2} - 1 \right)} \int_0^{\infty} dk e^{ik(\xi - v')} g_L \left( t-t', k, v', \varepsilon, \rho \right) \]

\[ = 2 \frac{v' \sqrt{\varepsilon}}{\pi \sqrt{\pi}} e^{\frac{\xi^2}{2\varepsilon^2}} \int_0^{\infty} du \sinh(u) \sin \left( \frac{\pi u}{\varepsilon} \right) e^{\frac{\xi^2}{2\varepsilon^2}} \times \int_0^{\infty} dv' e^{\frac{2}{2\epsilon^2} \left( \frac{(n-n')^2}{\epsilon^2} - 1 \right)} \frac{1}{v' + v'^2 + 2v' \cosh(u)}, \quad \xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t-t' > 0, m = 0, 1, \ldots \]  

Formula (25) is equivalent to Formula (23) and shows that in order to have a convergent integral we must choose \(-1/2 < m < 3/2\).

When \( n > 0 \) using Formulae (15) and (18) in the definition (19) we have:

\[ \mathcal{M}_{u,m}(t, \xi', v', t') = \frac{1}{2\pi} \int_0^{\infty} \frac{d\xi}{\xi} \int_0^{\infty} dv' \times \int_0^{\infty} dk e^{ik(\xi - v')} g_L \left( t-t', k, v', \varepsilon, \rho \right) \]

\[ = -2 \frac{e^{i\varepsilon v' \sqrt{\varepsilon}}}{\pi \sqrt{\pi}} \sqrt{n-n'^2(1-\rho^2)} \frac{1}{\varepsilon^2} e^{\frac{\xi^2}{2\varepsilon^2}} \times \int_0^{\infty} du \sinh(u) \sin \left( \frac{\pi u}{\varepsilon} \right) e^{-u^2/(2\varepsilon^2)} \]

\[ \times \int_0^{\infty} dv' e^{\frac{2}{2\epsilon^2} \left( \frac{(n-n')^2}{\epsilon^2} - 1 \right)} \frac{1}{v' + v'^2 + 2v' \cosh(u)}, \quad \xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t-t' > 0, n = 1, 2, \ldots, m = 0, 1, \ldots \]

Note that for \( n_i = 1, 2, \ldots \), when \(-1 < \rho \leq -\sqrt{(n_i-1)/n_i} \) or \( \sqrt{(n_i-1)/n_i} \leq \rho < 1 \) the integrals appearing in (26) with \( n = 1, 2, \ldots, n_i \), \( m = 0, 1, \ldots \), and the corresponding moments are convergent. A similar existence condition for the moments of the lognormal SABR model has already been derived in [13], however in [13] no explicit integral representation formula for the moments like Formula (26) is given.

Note that when \( n = 1 \) and \( m = 0 \) formula (26) gives \( \mathcal{M}_{s,0}(t, \xi', v', t') = e^{\xi'}, \quad \xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t-t' > 0 \), when \( \rho \in (-1, 1) \). Recall that \( x' = e^{\xi'}, \quad \xi' \in \mathbb{R} \).

Let us consider now the moments \( \mathcal{L}_{n,m}(t, \xi', v', t') \) with respect to zero of the variables \( \xi', \ v', \ t > 0 \), defined by (11)-(14), \( i.e. \)

\[ \mathcal{L}_{n,m}(t, \xi', v', t') = \int_0^{\infty} d\xi' \int_0^{\infty} dv' \int_0^{\infty} dk \delta(k) \frac{d^j}{dk^j} g_L \left( t-t', k, v', \varepsilon, \rho \right) \]

\[ = \sum_{j=0}^{\infty} \frac{n}{j} \left( \xi' \right)^{n-j} \frac{1}{v'} \times \int_0^{\infty} dv' \left( \xi' \right)^{n-j} \frac{1}{v'} \times \int_0^{\infty} dv' \frac{d^j}{dk^j} g_L \left( t-t', k, v', \varepsilon, \rho \right) \bigg|_{k=0}, \]

\[ \xi' \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t-t' > 0, n, m = 0, 1, \ldots \]

Let us calculate the integrals contained in (28). For \( j = 0, 1, \ldots \) let \( G_j \) be the \( j \)th order derivative with respect to \( k \) of the function \( G_L \) evaluated at \( k = 0 \), that is, let \( G_j \left( s, v' \right) = \left( \frac{d^j}{dk^j} g_L \right) \left( s, 0, v' \right) \), \( s, v' \in \mathbb{R}^+ \). To simplify the notation we have omitted in the previous formula, and we will omit from now on, the dependence of \( g_L \) and of \( G_j \), \( j = 0, 1, \ldots \), from \( \varepsilon \) and \( \rho \). Using the functions \( G_j \), \( j = 0, 1, \ldots \), Formula
(28) can be rewritten as follows:

\[
\mathcal{L}_{n,w}(t, \xi^v, v', t') = \sum_{j=0}^{n} \binom{n}{j} (\xi^v)^{n-j} (v')^j \times \int_0^\infty d\nu \nu^n G_j(t-t', v, v'). \tag{29}
\]

\[\xi^v \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t - t' > 0, m, n = 0, 1, \cdots.\]

We restrict our attention to \(\mathcal{L}_{n,0}(t, \xi^v, v', t')\), \(\xi^v \in \mathbb{R}, v' \in \mathbb{R}^+, t, t' \geq 0, t - t' > 0, n = 0, 1, \cdots.\). In fact, in Section 3 in the solution of the calibration problems we will use \(\mathcal{L}_{n,0}, n = 1, 2, 3, 4\). The choice of considering \(m = 0\) in the moments used to solve the calibration problems is due to the fact that in the financial markets the variable \(x_t, t > 0\), and, as a consequence, the variable \(\xi^v, t > 0\), can be observed, while the variable \(v_t, t > 0\), cannot be observed. That is, the moments \(\mathcal{L}_{n,0}, n = 0, 1, \cdots, m > 0\), cannot be easily estimated from observed data, while the moments \(\mathcal{L}_{n,0}, n = 0, 1, \cdots\), can be estimated immediately from observed data. Let us define

\[
\mathcal{L}_n(s, \xi^s, v') = \mathcal{L}_{n,0}(t, \xi^v, v', t') = \sum_{j=0}^{n} \binom{n}{j} (\xi^v)^{n-j} (v')^j D_j(s, v'), \tag{30}
\]

where

\[
D_j(s, v') = \int_0^\infty dv G_j(s, v, v') \tag{31}
\]

and

\[
\hat{D}_j(s, k, v') = \frac{d^j}{dk^j} \int_0^\infty dv g_L(s, k, v') \tag{32}
\]

We have

\[
D_j(s, v') = \hat{D}_j(s, k, v') \bigg|_{k=0} = \left( \frac{d^j}{dk^j} \int_0^\infty dv g_L(s, k, v') \right) \bigg|_{k=0}, \tag{33}
\]

\[s, v' \in \mathbb{R}^+, j = 0, 1, \cdots.\]

The functions \(D_j, j = 0, 1, \cdots\), can be determined by solving the initial value problems deduced below. The function \(g_L\) is the solution of the following initial value problem (see [8]):

\[
\frac{\partial g_L}{\partial s} = \frac{\xi^v}{2} v^2 \frac{\partial^2 g_L}{\partial v^2} - \frac{k^2}{2} v^2 g_L - ik \rho \sigma v^2 \frac{\partial g_L}{\partial v} + \frac{1}{2} ik v^2 g_L, \quad s, v' \in \mathbb{R}^+, k \in \mathbb{R}, v' \in \mathbb{R}^+. \tag{34}
\]

\[
g_L(0, k, v', v) = \delta(v' - v), k \in \mathbb{R}, v, v' \in \mathbb{R}^+. \tag{35}
\]

Equation (34) is the Fourier transform of the backward Kolmogorov equation of the lognormal SABR model and the parameter \(k \in \mathbb{R}\) that appears in (34) is the conjugate variable in the Fourier transform of the variable \(\xi^v - \xi^v \in \mathbb{R}\).

Integrating both sides of (34), (35) with respect to \(v\) when \(v \in \mathbb{R}^+\) we have:

\[
\frac{\partial \hat{D}_0}{\partial s} = \frac{\xi^v}{2} v^2 \frac{\partial^2 \hat{D}_0}{\partial v^2} - \frac{k^2}{2} v^2 \hat{D}_0 - ik \rho \sigma v^2 \frac{\partial \hat{D}_0}{\partial v} + \frac{1}{2} ik v^2 \hat{D}_0, \quad s \in \mathbb{R}^+, k \in \mathbb{R}, v' \in \mathbb{R}^+, \tag{36}
\]

\[
\hat{D}_0(0, k, v') = 1, k \in \mathbb{R}, v' \in \mathbb{R}^+. \tag{37}
\]

When \(k = 0\), Equations (36), (37) reduce to:

\[
\frac{\partial \hat{D}_0}{\partial s} = \frac{\xi^v}{2} v^2 \frac{\partial^2 \hat{D}_0}{\partial v^2}, \quad s \in \mathbb{R}^+, k \in \mathbb{R}, v' \in \mathbb{R}^+, \tag{38}
\]

\[
\hat{D}_0(0, v') = 1, v' \in \mathbb{R}^+. \tag{39}
\]

Equations (36)-(39) define initial value problems satisfied by \(\hat{D}_0\) and by \(\hat{D}_0\), respectively. Recall that the relation between \(D_0\) and \(\hat{D}_0\) is given in (33). It is easy to see that \(D_0(s, v') = 1, s, v' \in \mathbb{R}^+,\) is a solution of (38), (39). Let us obtain this solution using a procedure that later will be extended to deduce explicit formulae for the functions \(D_j\) when \(j > 0\).

Defining \(\tilde{L}_0, v\) and \(\tilde{L}_0\) through the relations:

\[
D_0(s, v') = v' L_0(s, v') , \quad s, v' \in \mathbb{R}^+ , \quad \nu = \ln(v') , \quad v' \in \mathbb{R}^+ (i.e. v' (\nu) = e^\nu , \nu \in \mathbb{R})\]

\[
\tilde{L}_0(s, v) = L_0(s, v'(\nu)) , \quad s \in \mathbb{R}^+, \nu \in \mathbb{R} , \tag{37}
\]

problem (38), (39) can be rewritten as follows:

\[
\frac{\partial \tilde{L}_0}{\partial s} = \frac{\xi^v}{2} v^2 \frac{\partial^2 \tilde{L}_0}{\partial \nu^2} - \frac{\xi^v}{8} \tilde{L}_0, s \in \mathbb{R}^+, \nu \in \mathbb{R} , \tag{40}
\]

\[
\tilde{L}_0(0, \nu) = e^{-\nu^2/2}, \nu \in \mathbb{R}. \tag{41}
\]

The solution of (40), (41) is given by:

\[
\tilde{L}_0(s, v) = \int_0^\infty dv v' \Psi_0(s, v - v') e^{-v'^2/2}, s \in \mathbb{R}^+, \nu \in \mathbb{R} , \tag{42}
\]

where

\[
\Psi_0(s, v) = \frac{1}{\sqrt{2\pi e^s s}} e^{-e^{-4s^2} e^{v^2}/2}, s \in \mathbb{R}^+, \nu \in \mathbb{R} . \tag{43}
\]

The integral (42) when \(q = (2j-1)/2\) and \(j \geq 0\) can be computed using the formula

\[
\int_0^\infty dv v' \Psi_0(s, v - v') e^{q v'} = e^{-e^{-4s^2}} e^{q v^2/2} = e^{(4q^2-1)/2} e^{q v}, \tag{44}
\]

\[s \in \mathbb{R}^+, \nu \in \mathbb{R}, q \in \mathbb{R} .\]

It follows that the solution \(\tilde{L}_0\) of problem (40), (41)
is given by:
\[
\tilde{L}_0(s, \nu) = e^{\nu^2/2} e^{-\nu^2/\hbar} e^{-\nu^2/\hbar} = e^{-\nu^2/2}, \ s \in \mathbb{R}^+, \nu \in \mathbb{R}. \tag{45}
\]

From (45) it follows that
\[
D_0(s, \nu') = \sqrt{\nu'} \tilde{L}_0(s, \ln(\nu')) = \sqrt{\nu'} e^{-\nu'^2/2} = 1, \ s, \nu' \in \mathbb{R}^+. \tag{46}
\]

Let us derive the initial value problems that are satisfied by the functions \( D_j(s, \nu') = \tilde{D}_j(s, k, \nu') \big|_{k=0}, \ s, \nu' \in \mathbb{R}^+, \ j = 1,2,\cdots \). Differentiating \( j \) times with respect to \( k \) problem (34), (35) and substituting \( k = 0 \) in the resulting equations, we have that when \( j = 1 \) the function \( D_1(s, \nu') \), \( s, \nu' \in \mathbb{R}^+ \), satisfies the following initial value problem:
\[
\frac{\partial D_1}{\partial s} = \frac{\nu^2}{2} \frac{\partial^2 D_1}{\partial \nu'^2} + \frac{1}{2} \nu'^2 D_1, s, \nu' \in \mathbb{R}^+, \tag{47}
\]

and when \( j = 2,3,\cdots \) the function \( D_j(s, \nu') \), \( s, \nu' \in \mathbb{R}^+ \), satisfies the following initial value problem:
\[
\frac{\partial D_j}{\partial s} = \frac{\nu^2}{2} \frac{\partial^2 D_j}{\partial \nu'^2} - \frac{1}{2} (j-1)(\nu')^2 D_{j-2} - j \nu^2 D_{j-1}, s, \nu' \in \mathbb{R}^+, j = 2,3,\cdots, \tag{49}
\]

Let us assume that
\[
\tilde{L}_j(s, \nu) = \int_0^\infty \int_0^\infty d\nu d\nu' \Psi_0(s - \tau, \nu - \nu') \times \left\{ \frac{-1}{2} (j-1) e^{\nu'^2/\hbar} \tilde{D}_{j-2}(s, \nu') - j \nu \nu'^2 \tilde{D}_{j-1}(s, \nu') \right\}, \tag{56}
\]

where we have defined \( \tilde{D}_j(s, \nu) = 0, \ s \in \mathbb{R}^+, \nu \in \mathbb{R} \).

Let us give the explicit expressions of \( D_j(s, \nu') = \sqrt{\nu'} \tilde{L}_j(s, \ln(\nu')) \), \( s, \nu' \in \mathbb{R}^+ \), and of \( \tilde{L}_j(t, \tilde{s}, \tilde{\nu}_0) \), \( t \in \mathbb{R}^+ \), when \( j = 1,2,3,4 \). Recall that \( D_j(s, \nu') = \sqrt{\nu'} \tilde{L}_j(s, \ln(\nu')) \), \( s, \nu' \in \mathbb{R}^+, \ j = 1,2,\cdots, \) and that \( D_0(s, \nu') = 1, \ s, \nu' \in \mathbb{R}^+ \). Using Formulae (44), (56) we have:
\[
u D_j(s, \nu') = - \left( \frac{\nu'}{e} \right)^2 e^{\nu'^2/2} \left( 1 - e^{-\nu'^2} \right), \ s, \nu' \in \mathbb{R}^+, \tag{57}
\]

and considering the change of variable \( \nu = \ln(\nu') \), \( \nu' \in \mathbb{R}^+ \), define the following functions
\[
\tilde{L}_j(s, \nu) = L_j(s, \nu'(\nu)) = L_j(s, e^\nu), \ s \in \mathbb{R}^+, \nu \in \mathbb{R}, j = 1,2,\cdots.
\]

It is easy to see that (47), (48) imply that the function \( \tilde{L}_1 \) is the solution of the following initial value problem:
\[
\frac{d\tilde{L}_1}{ds} = \frac{\nu^2}{2} \frac{d^2 \tilde{L}_1}{d\nu'^2} - \frac{\nu^2}{8} \tilde{L}_1 - \nu \nu'^2 \frac{d\tilde{D}_0}{d\nu}, \ s, \nu \in \mathbb{R}^+ \tag{52}
\]

\[
\tilde{L}_0(\nu) = 0, \nu \in \mathbb{R}, \tag{53}
\]

where \( \tilde{D}_0(s, \nu) = D_0(s, e^\nu) = 1, \ s \in \mathbb{R}^+, \nu \in \mathbb{R} \).

Moreover, from (49), (50) it follows that the functions \( \tilde{L}_j, \ j = 2,3,\cdots, \) satisfy the initial value problems:
\[
\frac{d\tilde{L}_j}{ds} = \frac{\nu^2}{2} \frac{d^2 \tilde{L}_j}{d\nu'^2} - \frac{\nu^2}{8} \tilde{L}_j - j (j-1) e^{\nu'^2/2} \tilde{D}_{j-2} - j \nu^2 \tilde{D}_{j-1}, \ s \in \mathbb{R}^+, \nu \in \mathbb{R}^+, j = 2,3,\cdots, \tag{54}
\]

\[
\tilde{L}_j(0,\nu) = 0, \nu \in \mathbb{R}, j = 2,3,\cdots, \tag{55}
\]

The solution of (52)-(55) can be written as follows:

\[
D_j(s, \nu') = \frac{\nu'}{e} \sqrt{\nu'} e^{\nu'^2/2} \left( 1 - e^{-\nu'^2} \right), \ s, \nu' \in \mathbb{R}^+. \tag{58}
\]
\[ iD_1(s, v') = -6\rho \left( \frac{v'}{e} \right)^3 e^{ks_1} \left[ \frac{1-e^{-2s_1}}{2} - \frac{1-e^{-3s_1}}{3} \right] + 18\rho^2 \left( \frac{v'}{e} \right)^4 e^{ks_1} \left[ \frac{1-e^{-3s_1}}{18} - \frac{1-e^{-5s_1}}{10} + \frac{1-e^{-6s_1}}{18} \right] \]
\[ + 3 \left( \frac{v'}{e} \right)^4 e^{ks_1} \left[ \frac{1-e^{-5s_1}}{5} - \frac{1-e^{-6s_1}}{6} \right] - 3\rho \left( \frac{v'}{e} \right)^3 e^{ks_1} \left[ \frac{1-e^{-4s_1}}{60} + \frac{1-e^{-7s_1}}{42} - \frac{1-e^{-9s_1}}{10} + \frac{1-e^{-10s_1}}{15} \right] \]
\[ + \frac{1}{4} \left( \frac{v'}{e} \right)^6 e^{ks_1} \left[ -3 \left( \frac{1-e^{-9s_1}}{70} \right) + \frac{1-e^{-15s_1}}{30} \right], s, v' \in \mathbb{R}^+, \] (59)

and finally
\[ iD_1(s, v') = I_1(s, v') + I_2(s, v') + I_3(s, v'), \quad s, v' \in \mathbb{R}^+, \] (60)

where \( I_1, I_2 \) and \( I_3 \) are the following functions:

\[ I_1(s, v') = 4\rho^2 \left( \frac{v'}{e} \right)^4 e^{ks_1} \times \left[ \frac{1-e^{-1s_1}}{5} \right] - 9 \left( \frac{1-e^{-5s_1}}{5} \right) + \left( \frac{1-e^{-6s_1}}{5} \right) \]
\[ - 4\rho \left( \frac{v'}{e} \right)^5 \left[ \frac{1-e^{-4s_1}}{5} - \frac{1-e^{-7s_1}}{7} \right] + 4 \left( \frac{1-e^{-9s_1}}{5} \right) - 2 \left( \frac{1-e^{-10s_1}}{5} \right) \]
\[ - 4\rho \left( \frac{v'}{e} \right)^5 e^{ks_1} \left[ \frac{1-e^{-4s_1}}{10} - \frac{1-e^{-9s_1}}{15} + \frac{1-e^{-10s_1}}{5} \right] \]
\[ + 2\rho^2 \left( \frac{v'}{e} \right)^6 e^{ks_1} \left[ 3 \left( \frac{1-e^{-2s_1}}{70} \right) - \frac{1-e^{-9s_1}}{18} \right] - 5 \left( \frac{1-e^{-12s_1}}{84} \right) + 3 \left( \frac{1-e^{-14s_1}}{14} \right) - 2 \left( \frac{1-e^{-15s_1}}{15} \right) \]
\[ - \rho \left( \frac{v'}{e} \right)^7 e^{ks_1} \left[ \frac{1-e^{-6s_1}}{630} - \frac{1-e^{-15s_1}}{225} \right] + 9 \left( \frac{1-e^{-20s_1}}{700} \right) - \left( \frac{1-e^{-21s_1}}{105} \right), s, v' \in \mathbb{R}^+, \] (61)

\[ I_2(s, v') = 6\rho \left( \frac{v'}{e} \right)^4 e^{ks_1} \times \left[ \frac{1-e^{-5s_1}}{5} \right] - \frac{1-e^{-6s_1}}{6} \right] - 6\rho \left( \frac{v'}{e} \right)^5 \left[ \frac{1-e^{-7s_1}}{21} \right] - \left( \frac{1-e^{-9s_1}}{9} \right) + \left( \frac{1-e^{-10s_1}}{15} \right) \]
\[ - \frac{3}{10} \left( \frac{v'}{e} \right)^6 e^{ks_1} \left[ \frac{1-e^{-9s_1}}{27} - \frac{1-e^{-14s_1}}{7} \right] + \left( \frac{1-e^{-15s_1}}{9} \right), s, v' \in \mathbb{R}^+, \] (62)

and

\[ I_3(s, v') = -12\rho \left( \frac{v'}{e} \right)^5 e^{ks_1} \left[ \frac{1-e^{-7s_1}}{35} - \frac{1-e^{-9s_1}}{18} + \frac{1-e^{-10s_1}}{30} \right] \]
\[ + 2\rho^2 \left( \frac{v'}{e} \right)^6 e^{ks_1} \left[ \frac{1-e^{-9s_1}}{45} - \frac{1-e^{-12s_1}}{12} + 9 \left( \frac{1-e^{-14s_1}}{70} \right) - \left( \frac{1-e^{-15s_1}}{15} \right) \right] \]
\[ + 6 \left( \frac{v'}{e} \right)^6 e^{ks_1} \left[ \frac{1-e^{-9s_1}}{270} - \frac{1-e^{-14s_1}}{70} + \frac{1-e^{-15s_1}}{90} \right] \]
\[ - \rho \left( \frac{v'}{e} \right)^7 e^{ks_1} \left[ 3 \left( \frac{1-e^{-11s_1}}{770} \right) - \frac{1-e^{-15s_1}}{150} \right] - \frac{1-e^{-18s_1}}{126} - 3 \left( \frac{1-e^{-20s_1}}{100} \right) - \left( \frac{1-e^{-21s_1}}{105} \right) \]
\[ - \frac{1}{20} \left( \frac{v'}{e} \right)^8 \left[ \frac{1-e^{-1s_1}}{4819} - \frac{1-e^{-22s_1}}{198} + \left( \frac{1-e^{-27s_1}}{63} \right) - \left( \frac{1-e^{-28s_1}}{84} \right) \right], s, v' \in \mathbb{R}^+, \] (63)
Recall that \( s = t - t' \). From (30), (46), (57)-(60), choosing \( t' = 0, \xi_t = \xi_0, \nu = \tilde{\nu}_0 \) we have that \( s = t \) and the first five moments with respect to zero of \( \xi_t \), \( t \in \mathbb{R}^+ \), are given by:

\[
\mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0) = D_0(t, \tilde{\nu}_0),
\]

\[
\mathcal{L}'_2(t, \xi_0, \tilde{\nu}_0) = \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0)^2 + \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0) D_1(t, \tilde{\nu}_0) + \frac{1}{2} \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0)^3 + \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0) D_1(t, \tilde{\nu}_0) + \frac{1}{6} \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0)^4 + \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0) D_1(t, \tilde{\nu}_0) + \frac{1}{24} \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0)^5 + \mathcal{L}'_1(t, \xi_0, \tilde{\nu}_0) D_1(t, \tilde{\nu}_0)
\]

The moments \( \mathcal{L}'_1, \mathcal{L}'_2, \mathcal{L}'_3, \mathcal{L}'_4 \) depend on the parameters of the lognormal SABR model \( \alpha, \rho, \tilde{\nu}_0 \) and on the time \( t \). In particular, \( \mathcal{L}'_1 \) depends on \( \alpha, \nu_0, \alpha, \rho, \tilde{\nu}_0 \) and \( t \), while \( \mathcal{L}'_2, \mathcal{L}'_3, \mathcal{L}'_4 \) depend on \( \alpha, \nu_0, \rho, \) and \( t \). The moment \( \mathcal{L}'_0 \) does not depend on \( \alpha, \nu_0, \rho, \) and \( t \) and cannot be used in the study of calibration problems for the lognormal SABR model. Formulae (65)-(68) for the moments of the lognormal SABR model are the new closed form moment formulae announced in Section 1 and are the formulae used in the next sections to solve the calibration problems discussed previously. Analogous formulae can be deduced (at least in principle) for all the remaining moments \( \mathcal{L}_{m,n} \) defined in (27). Of course as \( n, m \) increase the formulae for \( \mathcal{L}_{m,n} \) become more and more involved. Note that, as already said in Section 1, closed form formulae of observable quantities implicitly defined by (9), (10), (3), (4) such as (65)-(68) are very useful to build computationally efficient methods to solve calibration problems.

In [4], Formulae analogous to (65)-(68) for the moments of the forward prices/rates variable of the normal SABR model (6), (2), (3), (4) are derived and used to solve calibration problems.

### 3. Two Calibration Problems for the Lognormal SABR Model

Let us study the calibration problems of the lognormal SABR model (11)-(14) announced in Section 1. Recall that the parameters \( \alpha, \rho, \tilde{\nu}_0 \) are the unknowns and that we want to determine these parameters starting from the knowledge of a set of data. We consider the sets of data specified previously. The corresponding calibration problems are formulated using the closed form Formulae (65)-(68) for the moments of the logarithm of the forward prices/rates variable and are solved numerically.

Let us begin formulating the first calibration problem. Let \( T > 0 \) be given. We consider multiple independent trajectories of the lognormal SABR model (11), (12) associated to the initial conditions (13), (14) assigned at time \( t = 0 \). The set of data of the first calibration problem is the set of the logarithms of the forward prices/rates observed at time \( t = T \) in this set of trajectories.

In particular, letting \( n \) be a positive integer, we consider \( n \) independent copies \( \xi^i_t, i = 1, 2, \ldots, n \), of the random variable \( \xi_t \) solution at time \( t = T \) of (11)-(14). For \( i = 1, 2, \ldots, n \) let \( \xi^i_T \) be a realization of \( \xi^i_T \). The set:

\[
D_1 = \{ \xi^i_T, i = 1, 2, \ldots, n \}
\]

is the data sample used in the following calibration problem:

**Calibration problem 1: multiple trajectories calibration problem.**

Given \( T > 0, n > 0 \) and the data set \( D_1 \) defined in (69), reconstruct the values of the parameters \( \alpha, \rho \) and \( \tilde{\nu}_0 \) of the lognormal SABR model (11)-(14).

To solve this calibration problem we compare the theoretical values of the four moments \( \mathcal{L}'_, j = 1, 2, 3, 4, \) given by (65)-(68) with the estimates of these moments obtained from the sample \( D_1 \) of the observed data.

It is easy to see that the random variables:

\[
\Lambda_j(n, T) = \frac{1}{n} \sum_{i=1}^{n} (\xi^i_T)'^j, \quad j = 1, 2, 3, 4,
\]

are unbiased estimators of, respectively, \( \mathcal{L}'_j, j = 1, 2, 3, 4 \). For \( j = 1, 2, 3, 4 \) let us consider the realization \( \hat{\Lambda}_j(n, T) \), in the data sample \( D_1 \), of the random variable \( \Lambda_j(n, T) \), that is:

\[
\hat{\Lambda}_j(n, T) = \frac{1}{n} \sum_{i=1}^{n} (\xi^i_T)'^j, \quad j = 1, 2, 3, 4.
\]

The unknown parameters \( \alpha, \rho, \tilde{\nu}_0 \) of the normal SABR model can be determined as solutions of the following constrained nonlinear least-squares problem:

\[
\min_{\alpha, \rho, \tilde{\nu}_0} \sum_{j=1}^{4} \sigma_j \left( \mathcal{L}'_j(T, \xi_0, \tilde{\nu}_0) - \hat{\Lambda}_j(n, T) \right)^2,
\]

subject to the constraints:

\[
e > 0, -1 < \rho < 1, \tilde{\nu}_0 > 0,
\]

where \( \sigma_j, j = 1, 2, 3, 4 \), are non negative weights that will be chosen in Section 4.
Note that roughly speaking when $n$ increases the “quality” of the moments $\Lambda_j (n, T)$, $j=1,2,3,4$, estimated from the data sample increases and this should make easier to solve satisfactorily the Calibration problem 1.

The numerical experience shows that the constrained nonlinear least-squares problem (72), (73) has many local minimizers with similar objective function values. This means that the solution of problem (72), (73) is sensitive to the choice of the initial guess of the minimization procedure used to solve it. To construct good initial guesses of problem (72), (73) we take a closer look to the explicit expression of the moment Formulae (65)-(68). In particular, we consider the asymptotic expansion of the moment $\mathcal{L}_i^j$ (formula (65)) when $\varepsilon^2 t \to 0$. Let $T_1, T_2$ be such that $0 < T_1 < T_2$, we approximate $\mathcal{L}_i^j$ with the first- and second-order Taylor’s expansions of base point $t=0$. The first-order approximation of $\mathcal{L}_i^j$ when $t=T_1$ is used to obtain the initial guess for the parameter $\tilde{v}_0$. The second-order approximation of $\mathcal{L}_i^j$ when $t=T_2$ is used to obtain the initial guess for the parameter $\rho$. To build an initial guess of the parameter $\rho$ it is necessary to use higher-order moments. We prefer to exploit the fact that $-1 < \rho < 1$ and that the availability of the explicit moment formulae makes computationally very efficient the solution of problem (72), (73). This means that, when necessary, at an affordable computational cost, it is possible to use multiple initial guesses for the parameter $\rho$.

The data sample $D_1$ defined in (69) used in Calibration problem 1 to formulate problem (72), (73) must be completed with the auxiliary data $\tilde{\gamma}_i^j$, $\tilde{\gamma}_i$, $i=1,2,\cdots,n$, (observed at time $t=T_1$ and $t=T_2$) needed to build the initial guess of the minimization procedure used to solve problem (72), (73). For simplicity, it is possible to choose $T=T_1$ or $T=T_2$ as it is done in the numerical example discussed in Section 4. In this case, the data contained in (69) are used both to formulate the nonlinear least-squares problem (see (72), (73)) and to obtain the initial guess for $\tilde{v}_0$ (when $T=T_1$) or, the initial guess for $\varepsilon$ (when $T=T_2$).

This set of data is realistic in several contexts of science and engineering where, for example, the observations are obtained in experiments done in a laboratory. In fact, repeated experiments are a routine work in a laboratory. However, most of the times this is not realistic for observations made in the financial markets where usually it is not possible to repeat the “experiment”. That is, in the financial markets repeated observations at a given time $t>0$ of independent realizations of the forward prices/rates random variable $\xi_i$ are usually not available. This is a serious concern which implies that the Calibration problem 1 is of limited interest in finance.

The second calibration problem for the lognormal SABR model (11)-(14) overcomes this difficulty. In fact, the data sample considered in the second calibration problem is the set of the logarithms of the forward prices/rates observed on a discrete set of known time values along a single trajectory of the lognormal SABR model. This data sample is easily available in the financial markets. It can be identified with a time series of the logarithms of the forward prices/rates observed in the financial market.

Going into details, let $M$ be a positive integer and let $t_0, t_1, \cdots, t_M$ be $M+1$ discrete time values such that $t_i > t_{i-1}$, $i=1,2,\cdots,M$, and $t_0 = 0$. Recall that the times $t_i$, $i=0,1,\cdots,M$, are known. The data of the second calibration problem are the logarithms of the forward prices/rates observed at the times $t_0, t_1, \cdots, t_M$. For $i=1,2,\cdots,M$ let us denote by $\xi_i$ the logarithm of the forward prices/rates observed at time $t=t_i$ along one trajectory of the stochastic process $\xi_i, t>0$. The set:

$$D_2 = \{ \xi_i, i=1,2,\cdots,M \},$$  

is the data sample used in the following calibration problem:

**Calibration problem 2: single trajectory calibration problem.**

Given $M > 0$, $M+1$ discrete time values $t_0, t_1, \cdots, t_M$, such that $t_i > t_{i-1}$, $i=1,2,\cdots,M$, and $t_0 = 0$, and given the data set $D_2$ defined in (74), determine the values of the parameters $\varepsilon$, $\rho$ and $\tilde{v}_0$ of the lognormal SABR model (11)-(14).

The Calibration problem 2 can be formulated as the following constrained nonlinear least-squares problem:

$$\min_{\varepsilon, \rho, \tilde{v}_0} \sum_{i=1}^{M+1} \sum_{j=1}^{4} \omega_{ij} \left( \mathcal{L}_i^j (t_i, \tilde{\xi}_i, \tilde{v}_0) - \left( \xi_i \right)^j \right)^2,$$

subject to the constraints (73). The constants $\omega_{ij}$, $i=1,2,\cdots,M$, $j=1,2,3,4$, in (75) are non negative weights that will be chosen in Section 4. Note that when $M$ increases the “quality” of the terms $\left( \xi_i \right)^j$, $i=1,2,\cdots,M$, $j=1,2,3,4$, does not increase, it is only the number of addenda of (75) that increases. For this reason we expect Calibration problem 2 to be more difficult than Calibration problem 1.

The numerical experience with problem (75), (73) shows that the behaviour of the constrained nonlinear least-squares problem (75), (73) is similar to the behaviour of problem (72), (73). This implies that the availability of a good initial guess for the numerical optimization algorithm used to solve (75), (73) is very helpful to obtain a satisfactory solution. In order to build this initial guess we exploit the moment formulae derived in Section 2. In particular, we use the first- and the
second-order Taylor’s approximations of $\mathcal{L}_t$ (see (65)) with base point $t = 0$. From the first-order Taylor’s approximation at $t = 0$ of $\mathcal{L}_t$ evaluated at the beginning of the trajectory (i.e. using the observations $\hat{\xi}_i$ with $i$ small, that is $i = 1, 2, \ldots, 10$ in the numerical example of Section 4) we obtain the initial guess of $\hat{\nu}_0$. From the second-order Taylor’s approximation at $t = 0$ of $\mathcal{L}_t$ evaluated at the end of the trajectory (i.e. using the observations $\hat{\xi}_i$ with $i$ close to $M$, that is $i = 91, 92, \ldots, 100$ in the numerical example of Section 4) we obtain the initial guess of $\nu$. Sometimes also the first-order Taylor’s approximation of $\frac{d\mathcal{L}_t}{dt}$ with base point $t = 0$ is used to construct the initial guess of the numerical optimization algorithm used to solve (75), (73). In this last case the first-order Taylor’s approximation at $t = 0$ of $\mathcal{L}_t$ is obtained to obtain the initial guess of the parameter $\hat{\nu}_0$ and the first-order Taylor’s approximation at $t = 0$ of $\frac{d\mathcal{L}_t}{dt}$ is used to obtain the initial guess of the parameter $\nu$. These approximations are evaluated at the beginning of the trajectory. As explained more in detail in Section 4, in financial applications a priori information about $\nu$ is available. That is, due to the financial meaning of the variables, we must expect $\nu < 0$. In Section 4 we exploit this information to choose an initial guess for the parameter $\nu$.

4. Some Numerical Experiments

In this section we discuss three numerical experiments. In the first numerical experiment we solve the Calibration problem 1 using synthetic data. In the second and third numerical experiments we solve the Calibration problem 2 using, respectively, synthetic and real data. The real data studied are the data belonging to a time series of exchange rates between currencies (euro/U.S. dollar exchange rates).

The numerical experiments presented in this section can be “interpreted” as follows. As already said, the first numerical experiment can be seen as a “physical experiment” done in the context of a scientific laboratory where it is possible to make repeated observations of the same quantity. This type of experiment usually is based on a “physical model” (i.e. in this case the lognormal SABR model) where the parameters of the model have a precise physical meaning (i.e. they are masses, charges, ...). In these circumstances the main scope of a calibration problem (such as Calibration problem 1) is to determine the numerical values of these parameters in the best possible way. Note that in this kind of experiments usually a more accurate value of the parameters can be obtained increasing the numerosness of the data sample used in the calibration problem. The second and third numerical experiments can be seen as experiments in finance or in a different context where it is not possible to make repeated observations of the same quantity. Note that in mathematical finance the model and its parameters are mainly an auxiliary tool. In fact, the model is simply an instrument to interpret the data or to forecast future data. In the practice of the financial markets the calibrated financial models (such as the calibrated lognormal SABR model) are used to do option’s pricing and to hedge portfolios. In these contexts it is not really important to know the exact values of the model parameters. In some sense even the existence of “exact” values for the model parameters can be debated. In mathematical finance the key fact is to show that the calibrated model is able to interpret the observations, that is, for example, to show the consistency of the option prices computed using the calibrated model with the option prices observed in the market.

Let us describe the setting of the first numerical experiment. Let $T > 0$ be given and $n$, $m$ be positive integers. Let $\Delta t = T/m$ be the time increment and $t_i = i\Delta t$, $i = 0, 1, \ldots, m$, be a discrete set of equispaced time values. Let $\xi_{v,0} = \xi_T$, $v_T = v_0$ be the solutions of (11)-(14) at time $t = T$. The $n$ independent realizations $\xi_T^i$, $i = 1, 2, \ldots, n$, of the random variable $\xi_T$ used as data in Calibration problem 1 are approximated integrating numerically $n$ times (in correspondence of different realizations of the Wiener processes) the lognormal SABR model (11)-(14) in the time interval $[0, T]$ using the explicit Euler method (see (14)).

In the numerical example we choose $T = 1$, $m = 100$, $n = 1000$, $\xi_0 = 0.1$, $\rho = -0.2$, $\xi_0 = \xi_0 = 1$ and $v_0 = v_0 = 0.5$. The parameters

$$\left( \nu, \rho, v_0 \right) = (0.1, -0.2, 0.5), \quad (76)$$

are the “true” values of the unknowns of the calibration problem considered (i.e. they are the values of the unknowns used to generate the data). We reconstruct these unknown parameters solving Calibration problem 1 using as data sample the set of the logarithms of the forward prices/rates observed at time $t = T = 1$ in $n = 1000$ independent trajectories of the lognormal SABR model (11)-(14) (with the parameter values given in (76) and $\xi_T = \xi_0 = 1$). These trajectories are approximated integrating numerically using the explicit Euler method the model (11)-(14). In particular, when $n = 1000$ let us denote by $\tilde{\xi}_T^i$, $i = 1, 2, \ldots, n$, the approximations of $\xi_T^i$, $i = 1, 2, \ldots, n$, obtained at time $t = T = 1$ integrating with the explicit Euler method $n = 1000$ independent trajectories of the model (11)-(14) (with the parameter values given in (76) and $\xi_0 = \xi_0 = 1$). The set:
\[
\tilde{D}_{T=1,n=1000} = \left\{ \tilde{y}_i, i = 1, 2, \ldots, 1000 \right\},
\]

is the sample of synthetic data used to solve Calibration problem 1.

In a similar way when we choose \( T = 100, n = 1000 \) (leaving the other parameters unchanged) we generate the data set \( \hat{D}_{T=100,n=1000} = \left\{ \hat{y}_i, i = 1, 2, \ldots, 1000 \right\}. \) As explained in Section 3, this second data sample is used in the construction of the initial guess of the numerical optimization algorithm used to solve the constrained nonlinear least-squares problem (72), (73) corresponding to the data sample \( \hat{D}_{T=1,n=1000}. \)

The data sets \( \hat{D}_{T=1,n=1000} \) and \( \hat{D}_{T=100,n=1000} \) used in the numerical experiment are available at [15].

Using \( \hat{D}_{T=1,n=1000} \) and \( \hat{D}_{T=100,n=1000} \) and the first- and second-order Taylor’s approximations of \( L' \) with base point \( i = 0, \) as suggested in Section 3, we find \( \hat{v}_0 = 0.515 \) and \( \hat{\epsilon} = 0.099 \) as initial guesses of, respectively, \( \hat{v}_i \) and \( \hat{\epsilon} \). Note that in the notation of Section 3 we have chosen \( T = T' = 1 \) and \( T = 100 \). The initial guess \( \rho^0 \) of \( \rho \) is chosen as \( \rho^0 = -0.05. \)

Given \( \left( \hat{\epsilon}, \hat{\rho}, \hat{v}_0 \right) = (0.099, -0.05, 0.515) \) as initial guess, the nonlinear least-squares problem (72), (73) is solved using \( \hat{D}_{T=1,n=1000} \) as data sample. In this numerical example the moments considered in (72) are all of the same order of magnitude so that it is possible to choose in (72) the weights \( \sigma_j = 1, j = 1, 2, 3, 4 \). Note that Formulas (65)-(68) suggest that in general the weight \( \sigma_j \) must decrease when the index \( j \) increases.

The nonlinear least-squares problem (72), (73) is solved using the FMINCON routine of Matlab. The solution found starting from the initial guess \( \left( \hat{\epsilon}^0, \hat{\rho}^0, \hat{v}_0 \right) = (0.099, -0.05, 0.515) \) is:

\[
\left( \hat{\epsilon}, \hat{\rho}, \hat{v}_i \right) = (0.076, -0.222, 0.508). \tag{78}
\]

The relative \( L^2 \)-error of the initial guess \( \left( \hat{\epsilon}^0, \hat{\rho}^0, \hat{v}_0 \right) = (0.099, -0.05, 0.515) \) with respect to the “true” solution (76) is 0.275. The relative \( L^2 \)-error of the solution (78) of the least-squares problem with respect to the “true” solution (76) is 0.062.

To study the sensitivity of the solution procedure proposed with respect to the presence of noise in the data we add noise of known statistical properties to the synthetic data contained in \( \hat{D}_{T=1,n=1000}, \hat{D}_{T=100,n=1000} \) and we study the quality of the solutions of Calibration problem 1 found as a function of the noise properties. In particular given \( \beta > 0 \) let us consider the following “noisy” data sample:

\[
\hat{E}_{T=1,n=1000} = \left\{ \hat{y}_i, i = 1, 2, \ldots, 1000 \right\}, \tag{79}
\]

where \( \text{rand} \) is a random entry taken from a uniform distribution on the interval \((0,1)\). In a similar way we add noise to \( \hat{D}_{T=100,n=1000} \) to obtain the “noisy” data sample \( \hat{E}_{T=100,n=1000}. \)

Given \( \beta > 0 \) we compute the relative \( L^2 \)-error between the “true” solution (76) and the solution of Calibration problem 1 found with the numerical procedure described above. We repeat the entire procedure \( N \) times and we compute the mean of the \( L^2 \)-relative errors of the \( N \) solutions found. We denote by \( \bar{E}_{\beta,N} \) this mean relative error. The mean relative errors \( \bar{E}_{\beta,N} \) obtained when \( N = 1000, n = 1000 \) and \( \beta = 0.01, 0.05, 0.1 \) are shown in Table 1.

As already explained, it is expected that in this experiment a more accurate value of the parameters can be obtained by increasing the amount of the data sample used in the calibration problem. To validate this idea, we increase the number \( n \) of the data samples involved in the experiment. We consider \( n = 10000 \) and we construct the data samples \( \hat{D}_{T=1,n=10000} \), \( \hat{D}_{T=100,n=10000} \) and the corresponding “noisy” data samples \( \hat{E}_{T=1,n=10000} \), \( \hat{E}_{T=100,n=10000} \). The data sets \( \hat{D}_{T=1,n=10000} \) and \( \hat{D}_{T=100,n=10000} \) used in the numerical experiment are available at [15].

Given \( \beta > 0 \) we compute the mean relative errors \( \bar{E}_{\beta,N} \) obtained when \( N = 1000, n = 10000 \) and \( \beta = 0.01, 0.05, 0.1 \). The results obtained are shown in Table 2. The comparison of Tables 1 and 2 shows a substantial reduction of the mean relative errors when \( \beta = 0.05 \) and \( \beta = 0.1 \) and only a marginal reduction of the mean relative errors when \( \beta = 0.01 \). This suggests that the presence of noise even in small quantity degrades the solution obtained.

The second numerical experiment presented consists in solving Calibration problem 2 using a sample of synthetic data. Given the number of observations \( M > 0 \)

| Table 1. Calibration problem 1: the mean relative error \( \bar{E}_{\beta,N} \) as a function of \( \beta \). |
|-----------------|------------------|
| \( \beta \)     | \( \bar{E}_{\beta,N} \) |
| 0.01            | 0.124            |
| 0.05            | 0.215            |
| 0.1             | 0.328            |

| Table 2. Calibration problem 1: the mean relative error \( \bar{E}_{\beta,N} \) as a function of \( \beta \). |
|-----------------|------------------|
| \( \beta \)     | \( \bar{E}_{\beta,N} \) |
| 0.01            | 0.104            |
| 0.05            | 0.141            |
| 0.1             | 0.170            |
and a time increment $\delta t > 0$, let $t_i = i \delta t$, $i = 0, 1, \cdots, M$, be a discrete set of observation times. Let $\hat{\xi}_i$ be the approximation of a realization of $\xi_i, i = 1, 2, \cdots, M$, obtained obtaining with the explicit Euler method one trajectory of the lognormal SABR model (11)-(14). Let us choose $M = 100$, $\delta t = 0.1$, $\nu = 0.1$, $\rho = -0.2$, $\xi_0 = \tilde{\xi}_0 = 1$ and $v_0 = 0.5$. That is, we want to reconstruct the unknown parameters (76) by solving Calibration problem 2 using as data sample the set of the logarithms of the forward prices/ rates observed at time $t_i, i = 1, 2, \cdots, M = 100$, along one trajectory of the lognormal SABR model. The set

$$\hat{\mathcal{D}}_2 = \{\hat{\xi}_i, i = 1, 2, \cdots, 100\},$$

is the sample of synthetic data used to solve Calibration problem 2. The data set $\hat{\mathcal{D}}_2$ used in the numerical experiment is available at [15].

Proceeding as discussed in Section 3 using the data set $\hat{\mathcal{D}}_2$, the least-squares fit of the first-order Taylor’s approximation of $L_t$ with base point $t = 0$ evaluated at $t_i, i = 1, 2, \cdots, 10$, gives $\tilde{v}_0 = 0.533$ as initial guess of $v_0$. Using the data set $\hat{\mathcal{D}}_2$, the least-squares fit of the second-order Taylor’s approximation of $L_t$ with base point $t = 0$ evaluated at $t_i, i = 91, 92, \cdots, 100$, gives $\tilde{\epsilon} = 0.114$ as initial guess of $\epsilon$. To obtain an initial guess of the parameter $\rho$ we take advantage of the “a priori” information that in finance the correlation between forward prices/rates and stochastic volatility is usually negative. In fact, as it is easy to understand in the financial markets when the prices go down the volatility goes up and vice versa. Exploiting this fact and the fact that $-1 < \rho < 1$ the initial guess $\rho_{\text{in}}$ of $\rho$ that we choose is $\rho_{\text{in}} = -0.5$.

Starting from the initial guess $(\tilde{\epsilon}, \tilde{\rho}, \tilde{v}_0) = (0.114, -0.5, 0.533)$ the solution of Calibration problem 2 that uses as data the observations $\hat{\xi}_i, i = 20, 30, \cdots, 80$, of $\hat{\mathcal{D}}_2$ is obtained solving the nonlinear least-squares problem (75), (73) using the FMINCON routine of Matlab. Note that in (75) we prefer to use only a subset of the observations of the data sample $\hat{\mathcal{D}}_2$ (i.e. $i = 20, 30, \cdots, 80$, a subset of data corresponding to the central part of the trajectory) to avoid the presence of too many addenda in the objective function (75). In the numerical computation the weights $w_{ij}, i = 20, 30, \cdots, 80, j = 1, 2, 3, 4$, are chosen such that the addenda of (75) are of the same order of magnitude. Using $\hat{\mathcal{D}}_2$ as data and $(\tilde{\epsilon}, \tilde{\rho}, \tilde{v}_0) = (0.114, -0.5, 0.533)$ as initial guess the solution of problem (75), (73) found is:

$$(\epsilon, \rho, v_0) = (\hat{\epsilon}, \hat{\rho}, \hat{v}_0) = (0.019, -0.168, 0.472).$$

The relative $L^2$-error of the initial guess $(\tilde{\epsilon}, \tilde{\rho}, \tilde{v}_0) = (0.114, -0.5, 0.533)$ with respect to the “true” solution (76) is 0.551. The relative $L^2$-error of the solution (81) of the least-squares problem with respect to the “true” solution (76) is 0.167.

Let us point out that the data of Calibration problem 2 are supposed to be prices/rates observed in the financial markets, that is, these data are not affected by noise as the data observed in physics. However, let us study the sensitivity of the solution of Calibration problem 2 found with the numerical procedure proposed with respect to the presence of noise in the data. We add noise to the synthetic data contained in $\hat{\mathcal{D}}_2$ and we study the quality of the solution of Calibration problems 2 found as a function of the noise properties. In particular given $\delta_t > 0$ let us consider the following “noisy” data sample:

$$\hat{\mathcal{D}}_2 = \{\hat{\xi}_i(1 + \delta_t(1-2\text{rand})), i = 1, 2, \cdots, 100\},$$

where rand is a random entry taken from a uniform distribution on the interval $[0, 1]$.

Given $\delta_t > 0$ we compute the relative $L^2$-error between the “true” solution (76) and the solution of Calibration problem 2 found with the numerical procedure described above. The entire procedure is repeated $N_2$ times and the mean of the $L^2$-relative errors of the $N_2$ solutions found is calculated. Let $\bar{E}_{\delta_t, N_2}$ be this mean relative error. The mean relative errors $\bar{E}_{\delta_t, N_2}$ obtained when $N_2 = 1000$ and $\delta_t = 0.01, 0.05, 0.1$ are shown in Table 3.

Table 3 shows mean relative errors greater than the corresponding mean relative errors of the first numerical experiment. The calibration problem studied in the second experiment is more difficult than the calibration problem studied in the first one. This is due to the quantity of the data and above all to the quality of the quantities entering in the nonlinear least-squares problem deduced from the data sample $\hat{\mathcal{D}}_2$ when compared, for example, to the quantity of data contained in the data sample $\hat{\mathcal{D}}_{T=1,n=1000}$ and $\hat{\mathcal{D}}_{T=100,n=1000}$. That is, there are 100 data in $\hat{\mathcal{D}}_2$ and 2000 data in $\hat{\mathcal{D}}_{T=1,n=1000}$, $\hat{\mathcal{D}}_{T=100,n=1000}$ and the moments estimated from the data contained in $\hat{\mathcal{D}}_{T=1,n=1000}$, $\hat{\mathcal{D}}_{T=100,n=1000}$ using formula (71) are of high quality due to the average over a sample of $n = 1000$ observations. There is no a similar effect in

<table>
<thead>
<tr>
<th>$\delta_t$</th>
<th>$E_{\delta_t,N_2=1000}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.239</td>
</tr>
<tr>
<td>0.05</td>
<td>0.265</td>
</tr>
<tr>
<td>0.1</td>
<td>0.369</td>
</tr>
</tbody>
</table>
Calibration problem 2.

In the context of finance the natural way of formulating a new version of Calibration problem 2 (i.e. a “single trajectory” calibration problem) that defines more accurately the model parameters is to acquire at the observation times not only the forward prices/rates data, but also the data relative to the prices of one or of several options having as underlying the forward prices/rates. This last problem is a “single trajectory” calibration problem that exploits more deeply than Calibration problem 2 the information contained in the prices. We do not consider this problem here. For example, when the Heston model is used instead of the lognormal SABR model this problem has been studied in [6].

Note that the FMINCON routine of Matlab used to solve problems (72), (73) and (75), (73) is an elementary local minimization routine. Higher quality results can be obtained solving problems (72), (73) and (75), (73) using global minimization methods. Moreover, the explicit moment formulae that define the objective functions (72), (75) can be used to develop ad hoc minimization algorithms to solve problems (72), (73) and (75), (73). This is beyond our purposes in this paper.

In the third numerical experiment we consider a time series of exchange rates between currencies (euro/U.S. dollar exchange rates) in the period going from September 14th, 2010, to July 20th, 2011. The exchange rates considered are daily exchange rates expressed in U.S. dollars and are the closing value of the day (in New York) of one euro expressed in U.S. dollars. We use lognormal SABR model to interpret the data set shown in Figure 1. The parameter values are available at [15].

We use the lognormal SABR model to interpret the data shown in Figure 1. In order to use the model in the form (11)-(14) we take the logarithm of the data shown in Figure 1. That is, we solve the Calibration problem 2 using a window of 20 consecutive observations as data and we study the stability of the solution found with respect to shifts of the data along the time series. The model resulting from the calibration can be used to forecast exchange rates and to compute option prices on exchange rates.

We solve Calibration problem 2 using the real data of Figure 1 associated to a time window made of \( M + 1 = 20 \) consecutive observation times, that is, the observations corresponding to 20 consecutive trading days, and we move this window across the data set discarding the datum corresponding to the first observation time of the window and inserting the datum corresponding to the next observation time after the window. The calibration problem (75), (73) is solved for each choice of the data window. We choose \( \delta t = 1/252, \quad \xi_0 = \xi_\delta \) equal to the first observation (i.e. logarithm of the exchange rate observed) of the window considered, \( \omega_{ij} = 1, \quad i = 1,2,\ldots,19, \quad j = 1,2,3,4 \). The initial guess of the numerical method used to solve the nonlinear least-squares problem (75), (73) has been chosen as follows: \( (\xi^n, \rho^n, \nu^n) = (0.05, -0.05, 0.05) \). Note that a data window made of twenty data has too few points to implement satisfactorily the asymptotic analysis of the moment formulae discussed in Section 3. Note that to make possible the effective numerical solution of problem (75), (73) the independent variables in (75), (73) have been rescaled.

The reconstructions of the parameters obtained moving the data window along the data set of Figure 1 are shown in Figure 2. In Figure 2 the abscissa corresponds to the data window used to reconstruct the model parameters. The data windows are numbered in ascending order beginning with one according to the order in time of the first day of the window considered. In particular, Figure 2 shows that the parameters \( \xi, \rho \) reconstructed remain essentially stable when the window is moved along the data time series. Occasionally \( \xi \) and \( \rho \) have spikes that probably indicate that the numerical procedure used to solve problem (75), (73) has failed.

Figure 1. The parameters \( \xi, \rho, \nu_0 \) reconstructed from the data of Figure 1 versus time.

Figure 2. The parameters \( \xi, \rho, \nu_0 \) reconstructed from the data of Figure 1 versus time.
The parameter $\tilde{v}_0$ reconstructed changes when the window is moved along the data time series. This is correct since $\tilde{v}_0$ is the stochastic volatility of the first day of the window and in a stochastic volatility model (such as the lognormal SABR model) there is no reason to expect this value to be constant.

The fact that the values of the parameters $\varepsilon, \rho, \tilde{v}_0$, obtained calibrating the lognormal SABR model on the real data shown in Figure 1 through the “moving window” procedure are “stable” (see Figure 2) supports the idea that the lognormal SABR model is able to interpret the data considered. In fact, this stability property suggests that the relation between the data and the parameters of the lognormal SABR model established solving problem (75), (73) is not an artefact of the numerical methods used to solve the nonlinear least-squares problem. In particular, the stability shown guarantees that the lognormal SABR model provides “stable” option prices and hedging strategies.
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