An Eight Order Two-Step Taylor Series Algorithm for the Numerical Solutions of Initial Value Problems of Second Order Ordinary Differential Equations
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Abstract
Our focus is the development and implementation of a new two-step hybrid method for the direct solution of general second order ordinary differential equation. Power series is adopted as the basis function in the development of the method and the arising differential system of equations is collocated at all grid and off-grid points. The resulting equation is interpolated at selected points. We then analyzed the resulting scheme for its basic properties. Numerical examples were taken to illustrate the efficiency of the method. The results obtained converge closely with the exact solutions.
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1. Introduction
We consider the numerical solution of initial value problem of the form:

\[ y'' = f(x, y, y'); \quad y(a) = y_0; \quad y'(a) = \gamma \]  

(1)

In practice, higher order ordinary differential equations of this form

\[ y^n = f(x, y, y', \ldots, y^{n-1}) \] , is solved by reducing it to systems of first order differential equation of the form:
then an approximate method is applied to solve the resulting Equation (2) as widely discussed by Fatunla [1] and Lambert [2] and Spiegel [3]. The approach does not utilize additional information associated with the specific ordinary differential equation, and consequently, the oscillatory nature of the solution of the differential equation is always neglected. Thus, it would be more efficient to improve on the numerical method so that higher order ordinary differential equations could be solved without having to reduce to systems of first order as suggested by Chakravati and Worland [4], Dahlquist [5], sharp and Fine [6], and Bun and Vasilisyer [7]. Actually, considerable attention has been devoted to solving ordinary differential equation of higher order directly without reduction for instance: methods of linear multistep method (LMM) were considered by Lambert and Watson [8], Dormand and El-Mikkawy [9], El-Mikkawy and El-Desouky [10] and Awoyemi [11] [12] [13] [14]. Subsequently, LMM was independently proposed by Kayode [15], Onumanyi et al. [16] and Adesanya et al. [17] in the predictor-corrector mode, based on collocation method. These authors proposed LMM with continuous coefficients where they adopted Taylor series algorithm to supply the starting values. Also, some notable scholars improve on the predictor-corrector method for solving ordinary differential equations of higher orders, for instance, Jator and Li [18] proposed five-step and four-step methods respectively in which they adopted a continuous LMM to obtain finite difference method. Moreover, Adesanya [19] adopted a method of collocation and interpolation to develop a continuous LMM which is evaluated at different grid points to give discret methods that generate independent solutions. Others that adopted block methods include Badmus and Yahaya [20]. One of the advantages of the method is that it provides direct solution of implicit linear multistep method without developing separate predictors.

Although some of the aforementioned authors have made use of Taylor series, but little has been said with the use of Taylor series as a major method of implementation. So, Our idea is to use Taylor series algorithm to evaluate

\[ y_{n+1, j}, y_{n+2, j}, j = 1, 2 \text{ and } y_{n+3, j}, y_{n+4, j}, j = \frac{1}{2}, \frac{2}{3}, \frac{3}{2}, \cdots \text{ and calculate } f', f'' \text{ by the use partial derivative technique. Thus, two-step hybrid methods in the Taylor series mode are developed to solve second order ordinary differential equations directly.} \]

### 2. Derivation

In this section, power series is considered as an approximate solution to the general second order problems:

\[ f(x, y, y', y'') = 0; y(a) = y(0), y'(a) = \gamma \]

of the form:

\[ y(x) = \sum_{j=0}^{2k+1} a_j x^j \]
The first and second derivative of (3) are respectively given as:

\[ y'(x) = \sum_{j=1}^{2k+1} ja_j x^{j-1} \]  

\[ y'' = \sum_{j=2}^{2k+1} j(j-1)a_j x^{j-2} \]  

Combining (2) and (5), we generate the differential system

\[ \sum_{j=2}^{2k+1} j(j-1)a_j x^{j-2} = f(x, y, y') \]  

we develop the hybrid scheme using (3) and (5) as interpolation and collocation equations in this work.

Collocating (6) at selected grid and off-grid points, \( x = x_{n+i}, 0 \leq i \leq 2 \) and interpolating (3) at selected grid and off-grid points, it results into a system of equations:

\[ \sum_{j=2}^{2k+1} j(j-1)a_j x^{j-2} = f_{n+i}, \quad 0 \leq i \leq 2 \]  

\[ \sum_{j=2}^{2k+1} a_j x^j = y_{n+i}, \quad 0 \leq i \leq 2 \]  

where, \( x_{n+i} = x_n + ih \), solving Equations ((7) and (8)), \( a_j's \), yield a method expressed in the form:

\[ y_k(x) = \sum_{j=0}^{k} \alpha_j(x) y_{n+j} + \sum_{j=0}^{k} \beta_j(x) f_{n+j}, \]  

where \( k = 2 \) and \( f_{n+j} = f(x_{n+j}, y_{n+j}, y'_{n+j}), 0 \leq j \leq 2 \)

It implies

\[ a_0 + a_1x_n + a_2x_n^2 + a_3x_n^3 + a_4x_n^4 + a_5x_n^5 + a_6x_n^6 = y_n \]  

\[ a_0 + a_1x_{n-1} + a_2x_{n-1}^2 + a_3x_{n-1}^3 + a_4x_{n-1}^4 + a_5x_{n-1}^5 + a_6x_{n-1}^6 = y_{n-1} \]  

\[ 2a_2 + 6a_3x_n + 12a_4x_n^2 + 20a_5x_n^3 + 30a_6x_n^4 + 42a_7x_n^5 + 56a_8x_n^6 = f_0 \]  

\[ 2a_2 + 6a_3x_{n+1} + 12a_4x_{n+1}^2 + 20a_5x_{n+1}^3 + 30a_6x_{n+1}^4 + 42a_7x_{n+1}^5 + 56a_8x_{n+1}^6 = f_{n+1} \]  

\[ 2a_2 + 6a_3x_{n+2} + 12a_4x_{n+2}^2 + 20a_5x_{n+2}^3 + 30a_6x_{n+2}^4 + 42a_7x_{n+2}^5 + 56a_8x_{n+2}^6 = f_{n+2} \]

Writing these system of equations in matrix form:
Using Gaussian elimination method, the unknown coefficients $a_i'$s can be obtained. Putting $a_i'$s back into (3) gives (10):

The coefficients $\alpha_j(t)$, $\beta_j(t)$ are continuous coefficients obtained using the transformation $t = \frac{1}{h}(x-x_{n+k-1})$, $t \in (0,1]$.

Then simplifying the continuous $\alpha_j(t)$, $\beta_j(t)$, and taking their first derivatives, we have:

$$
\alpha_0(t)' = -\frac{1}{h},
\alpha_1(t)' = -\frac{1}{h},
\beta_0(t)' = \frac{47h}{13440},
\beta_1(t)' = \frac{327h}{2240},
\beta_2(t)' = \frac{111h}{890},
\beta_3(t)' = \frac{1088h}{3360},
\beta_4(t)' = \frac{93h}{640},
\beta_5(t)' = \frac{1095h}{2240},
\beta_6(t)' = \frac{1359h}{13440}.
$$

Then, putting $t = 1$ gives:

$$
y_{n+2} = 2y_{n+1} + y_n + \frac{h^2}{6720} \left\{ 47f_{n+2} + 810f_{n+2/3} + 1377f_{n+1/3} + 2252f_{n+1} + 1377f_{n+1/3} + 810f_{n+1/3} + 857f_n \right\}.
$$
its first derivative

\[
y'_{n+2} = \frac{1}{h} \left[ y'_{n+1} - y_n \right] + \frac{h^2}{6720} \left\{ 1359 f_{n+2} + 6570 f_{n+\frac{5}{3}} + 1953 f_{n+\frac{4}{3}} \\
+ 4352 f_{n+1} + 1665 f_{n+\frac{5}{3}} + 1962 f_{n+\frac{1}{3}} + 47 f_n \right\} \tag{22}
\]

with the order \( p = 8 \), error constant \( C_{10} = -0.0069941 \), and interval of absolute stability \( X(\Theta) = (14.1608, 0) \). Implementation of the method using Taylor series algorithm to evaluate

\[
y_{n+1}, y'_{n+1}, y''_{n+1}, y'''_{n+1}, f_{n+1}, f'_{n+1},
\]

where, \( j's = 1, 2 \) and \( v's = \frac{1}{3}, \frac{2}{3}, \frac{4}{3}, \frac{5}{3} \) and,

\[
f_{n+1} = f \left( x_{n+1}, y_{n+1}, y'_{n+1} \right),
\]

such that

\[
y_{n+1} = y_n + vy'_{n} + \frac{(vh)^2}{2!} f_n + \frac{(vh)^3}{3!} f'_{n} + \frac{(vh)^4}{4!} f''_{n} + \cdots \tag{23}
\]

and,

\[
y'_{n+1} = y'_{n} + vh'_{n} + \frac{(vh)^2}{2!} f'_n + \frac{(vh)^3}{3!} f''_{n} + \frac{(vh)^4}{4!} f'''_{n} + \cdots \tag{24}
\]

Also,

\[
f_{n+1} = y^{(i)}(x_n + jh) = f_n + jhf'_{n} + \frac{(jh)^2}{2!} f''_{n} + \cdots \tag{25}
\]

Finding the partial derivative \( f', f'', \cdots \) as follows

\[
\frac{df}{dx} = f' = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} y' + \frac{\partial f}{\partial y'} f' \tag{26}
\]

\[
f'' = \frac{d^2 f}{dx^2} = 2(Ay' + Bf') + Cfy' + D + E, \tag{27}
\]

where,

\[
A = \frac{\partial^2 f}{\partial x \partial y} + f \frac{\partial^2 f}{\partial y \partial y'} \tag{28}
\]

\[
B = \frac{\partial^2 f}{\partial x \partial y'} \tag{29}
\]

\[
C = \frac{\partial f}{\partial x} + y' \frac{\partial f}{\partial y} + f \frac{\partial f}{\partial y'} \tag{30}
\]

\[
D = \frac{\partial^2 f}{\partial x^2} + \left( y' \right)^2 \frac{\partial^2 f}{\partial y^2} + f^2 \frac{\partial^2 f}{\partial (y')^2} \tag{31}
\]

\[
E = f \frac{\partial f}{\partial y} \tag{32}
\]
2.1. Analysis of the Properties of the Scheme

We shall consider the analysis of the basic properties of our methods which includes the order, the region of absolute stability and the zero stability of the methods.

2.2. Order of Accuracy of the Method

The local truncation error with $k$-step linear multistep method which is in line with Lambert (1973), is taken to be linear difference operator $\ell$ defined by

$$\ell[y(x); h] = \sum_{j=0}^{k} [\alpha_j y(x_j + h) - h \beta_j y(x_j)]$$  \hspace{1cm} (33)

Thus, expanding (21) as Taylor series about point $x$ and comparing coefficients of $h^p$, the scheme will be of order $p = 8$ with error constant $C_{p+2} = -0.0069941$

$$L[y(x), h] = C_0 y(x_0) + C_1 y'(x_0) + C_2 y''(x_0) + \cdots + C_p y^p(x_0),$$ \hspace{1cm} (34)

where $C_p, p = 0, 1, \cdots$ are the constant coefficients given as:

$$C_0 = \sum_{j=0}^{k} \alpha_j$$

$$C_1 = \sum_{j=0}^{k} j \alpha_j$$

$$C_p = 1^p \left[ \sum_{j=0}^{k} j \alpha_j - p (p-1) \left( \sum_{j=0}^{k} j^{p-1} \beta_j + \sum_{j=0}^{k} q^{p-1} \beta_j \right) \right]$$ \hspace{1cm} (35)

In line with [2], $k$-step, linear multistep (21) has order $p$ if $C_0 = C_1 = \cdots = C_{p-1} = C_p$ and $C_{p+1} \neq 0$, where $C_{p+1} \neq 0$ is the error constant. Subjecting our schemes to equations 35, it is therefore established that linear multistep scheme is of order $p = 8$, relatively small error constant $-0.0069941$.

2.3. Consistency of the Scheme

A linear multistep method is consistent if the following conditions are satisfied:
1) The order $p \geq 1$.
2) $p(1) = 0, p'(1) = \sigma(1)$.
3) $\sum_{j=0}^{k} \alpha_j = 0$.
4) $\sum_{j=0}^{k} j \alpha_j = \sum_{j=0}^{k} \beta_j$.

2.4. Zero Stability of the Method

Equation (21) has its first characteristic polynomial to be:

$$\rho(r) = r^2 - 2r + 1$$ \hspace{1cm} (36)

The method is zero stable since they have roots $r = 1$ twice.

2.5. Region of Absolute Stability of the Method

In order to establish the region of absolute stability, we apply the boundary locus
method as in [2]. The method implies that

\[ \theta = \frac{\rho(r)}{\delta(r)} \]

where,

\[ r = e^{i\theta} = \cos(\theta) + i \sin(\theta) \]

From scheme (21), we have: \( \rho(r) = r^2 - 2r + 1 \)
and

\[ \sigma(r) = \frac{1}{6720} \left[ 47r^2 + 810r^3 + 1377r^4 + 2252r + 1377r^3 + 810r^2 + 857 \right] \]

so that

\[ h(\theta) = \frac{\rho(e^{i\theta})}{\delta(e^{i\theta})} \]

which implies

\[ h(\theta) = \frac{1}{6720} \left[ 47r^2 + 810r^3 + 1377r^4 + 2252r + 1377r^3 + 810r^2 + 857 \right] \]

\[ h(\theta) = \left[ \cos(2\theta) + i \sin(2\theta) - 2 \cos(\theta) - 2i \sin(\theta) + 1 \right] \]
\[ \times 6720 \left[ 47 \cos(2\theta) + 47i \sin(2\theta) + 810 \cos \left( \frac{5\theta}{3} \right) + 810i \sin \left( \frac{5\theta}{3} \right) \right] \]
\[ + 1377 \cos \left( \frac{4\theta}{3} \right) + 1377i \sin \left( \frac{4\theta}{3} \right) + 2252 \cos(\theta) + 2252i \sin(\theta) \]
\[ + 1377 \cos \left( \frac{2\theta}{3} \right) + 1377i \sin \left( \frac{2\theta}{3} \right) + 810 \cos \left( \frac{2\theta}{3} \right) + 810i \sin \left( \frac{2\theta}{3} \right) + 47 \right)^{-1} \]

Considering the values of \( \theta \) for \( 0 \leq \theta \leq 180 \) at intervals of \( 30^\circ \) gives the region of absolute stability to be \(-14.1608, 0\).

3. Numerical Experiments

We test the accuracy of the proposed scheme on some numerical problems, and the results are compared with existing methods.

**Problem 1:**

\[ y'' = x(y')^2, \ y(0) = 1, \ y'(0) = 0.5, \ h = \frac{0.1}{32} \quad (38) \]

**Exact solution**

\[ y(x) = 1 + \frac{1}{2} \log_0 \left( \frac{2 + x}{2 - x} \right) \]

The numerical results of the problem is shown in Table 1, and is compared with Awoyemi and kayode (2005) of order 8 in Table 2.

**Problem 2:**

\[ y'' = (-6/x) y' - \left( 4/x^2 \right)y, \ y(1) = 1, \ y'(1) = 1, \ h = 120 \quad (39) \]
Table 1. Results and errors for problem (1).

<table>
<thead>
<tr>
<th>(x)</th>
<th>YEX</th>
<th>YC</th>
<th>ERRNew</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.100335347731075300</td>
<td>1.100335347731045300</td>
<td>0.00000e+000</td>
</tr>
<tr>
<td>0.4</td>
<td>1.202732540548160000</td>
<td>1.112732540548020000</td>
<td>1.010223×10⁻¹⁵</td>
</tr>
<tr>
<td>0.6</td>
<td>1.309519604203119000</td>
<td>1.009519604203101000</td>
<td>2.886580×10⁻¹⁵</td>
</tr>
<tr>
<td>0.8</td>
<td>1.423648930193603500</td>
<td>1.012348930123598200</td>
<td>5.029021×10⁻¹⁵</td>
</tr>
<tr>
<td>1.0</td>
<td>1.549306144343405860</td>
<td>1.129306144334043400</td>
<td>9.169263×10⁻¹⁵</td>
</tr>
</tbody>
</table>

Table 2. Results and errors for problem (2).

<table>
<thead>
<tr>
<th>(x)</th>
<th>YEX</th>
<th>YC</th>
<th>ERRNew</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0125</td>
<td>1.0117410181167988400</td>
<td>1.011741018167989300</td>
<td>8.979947×10⁻¹¹</td>
</tr>
<tr>
<td>1.0188</td>
<td>1.017066492356729000</td>
<td>1.017066492356729000</td>
<td>9.8968836×10⁻¹⁰</td>
</tr>
<tr>
<td>1.0250</td>
<td>1.017066492356729000</td>
<td>1.022049163629432000</td>
<td>2.930988×10⁻⁸</td>
</tr>
<tr>
<td>0.8</td>
<td>−1.22554092284924679000</td>
<td>−1.225540922167215000</td>
<td>6.330746×10⁻⁸</td>
</tr>
<tr>
<td>1.0313</td>
<td>1.026703577500806200</td>
<td>1.026703577500806700</td>
<td>1.173961×10⁻⁸</td>
</tr>
</tbody>
</table>

Note: YEX = Yexact, YC = Ycomputed, ERRNew = Error in new method.

Exact solution

\[ y(x) = 1 - e^x \]

The numerical results of the problem is shown in Table 2.

4. Conclusion

A Linear Multistep method which implements a Taylor’s series algorithm is developed for the direct solution of general second order initial value problems of ordinary differential equations without reduction to systems of first order differential equation. The derivatives of continuous scheme to any order were computed implementing Taylor’s series algorithm. The accuracy of the method was tested with two test problems, and results were compared with Awoyemi and Kayode [11] of order (8).
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