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Abstract
Officials always want to use the replacement relationship between the unemployment rate and the price of the Phillips curve to reduce the unemployment rate, but things go crisscross. The reason is that there is no causal relationship between price and unemployment. In this paper, it demonstrates the Phillips curve is derived from the unemployment cycle equation and the inflation equation. And then, it discusses the influence of core variables and fluctuating variables on Phillips curve and the cause of distortion or complete disappearance of Phillips curve. Finally, this paper discusses monetary neutrality and related monetary policy issues. The policy that is conducive to the smooth operation of the system is consistent with the constant money supply of the economic cycle, rather than counter-cyclical regulation.
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1. Introduction
Although it is very difficult to identify the cause-and-effect relationship between variables, there are many connections between variables in economics. Phillips curve tells us: statistical data of the United Kingdom during 1861-1957 show there is specific substitutional relation between the change rate of nominal wage and unemployment rate [1]. This relation can be explained by the aggregate demand and supply: when the demand curve shift toward left, the equilibrium price, the equilibrium output and employment rate decreases (the unemployment rate increases), the unemployment rate and inflation rate are reverse...
changes.

In this case, both theoretical explanation and statistical data, why does the government not use fiscal policy or monetary policy to increase aggregate demand and reduce the unemployment rate? However, the practice in the United States and Europe in the 1970s shows that the result of this policy has led to higher unemployment. In order to explain this phenomenon, people have built some new ideas, such as inflation expectations, adaptive expectations, etc. [2] [3] [4]. Unfortunately, there are very few people to doubt about the reality of the causal relationship between the unemployment and price in Phillips curve.

2. The Dominant Phillips Curve

In the paper “A Kind of Neither Keynesian Nor Neoclassical Model (2): The Business Cycle” [5], we derive the employment cycle equation from the Cobb-Douglas function: \( \dot{R}_E = (1 - \alpha/\beta) \dot{r}_r + \dot{r} - \dot{N} \). It shows that:

1) When the change rate of the labor population \( \dot{N} \) is constant, the change rate of employment rate \( \dot{R}_E \) are determined mainly by the real interest rate \( r_r \).

2) According to the phase diagram \( r_r \sim \dot{R}_E \), we know that the periodicity of \( \dot{R}_E \) is determined by the periodicity of \( r_r \). Figure 1(a) is the theoretical relationship between the phase diagrams \( r_r \sim \dot{R}_E \) and \( r_r \sim \dot{r}_r \), and Figure 1(b) and Figure 1(c) are their time path diagrams. From the phase diagram \( R_E \sim \dot{R}_E \) in Figure 1(d), we can further draw the time path of the employment rate \( R_E \), as shown in Figure 1(e).

3) From the relationship between the unemployment rate and the employment rate \( R_U = 1 - R_E \), we can see that the size and period of \( \dot{R}_U \) are also determined by \( r_r \). Figure 1(e) vertical flip, we get Figure 1(f) shows the time path of unemployment rate \( R_U \).

From the inflation equation \( \dot{P} - \theta \dot{P} = \dot{M} - \dot{Y} \) [6], we can see that the inflation rate \( \dot{P} \) is affected by two factors: the rate of change of money \( \dot{M} \) and the rate of change of output \( \dot{Y} \). From the equation of output cycle \( \dot{Y} = r_r + \dot{r} \), we know that the change rate of nominal output is determined by \( r_r \) and its change rate. Although the relationship between \( \dot{Y} \) and \( r_r \) is more complex than \( \dot{Y} \) and \( r \), under certain conditions, there is also a real variable equation \( \dot{Y} = r_r + \dot{r} \), which is similar to the nominal variable equation \( \dot{Y} = r + \dot{r} \). Therefore, \( \dot{P} \) is also affected by the real interest rate \( r_r \), except for the effect of \( \dot{M} \).

Since the cycle of \( \dot{M} \) is also determined by the phase diagram \( r_r \sim \dot{M} \), the cycle of \( \dot{P} \) is also determined by \( r_r \). Figures 1(g)-(j) shows briefly the theoretical process. Finally, since the employment rate \( R_E \) and the inflation rate \( \dot{P} \) are in the same direction as the fluctuation of \( \dot{r} \), the fluctuation of the unemployment rate \( R_U \) is opposite to the employment rate \( R_E \), as shown in Figure 1(f). Figure 1(f) and Figure 1(h) show the results of the theoretical derivation: the wave direction of \( R_U \) is opposite to \( \dot{P} \).

Figure 2 is the statistical data of the inflation rate \( \dot{P} \) and the unemployment rate \( R_U \) during 1970-2015 in the United States. In the three periods of 1986-1992, 1998-2002 and 2003-2009 \( \dot{P} \) and \( R_U \) are in accordance with the
Figure 1. The reasons of the reverse change of $R_U$ and $\dot{P}$ in Phillips curve. Notice: This drawing is from the paper “A kind of neither Keynesian nor neoclassical model (2): The business cycle” [1]. The blue block in the figure warns $R_U$ against the direction of $\dot{P}$.

theoretical assumptions of Figure 1. If $R_U$ and $\dot{P}$ for the coordinates of drawing with three periods of data, the trend line of the scatter diagram is the
Phillips curve of the negative slope, as shown in Figure 3.

Looking at the three Phillips curves, we will not be as surprised when A. W. Phillips was at that time. Since we know from the periodic and inflation equations that the decline in $R_U$ is not caused by an increase in $\dot{P}$ but by $r^*$. In other words, in the Phillips curve, $R_U$ and $\dot{P}$ are not causal relations, but they are affected by the same factor and have a correlation.

A further problem is that only three cycles of $R_U$ and $\dot{P}$ has Phillips curve characteristics in the nine cycles during 1970-2015. The variables $R_U$, $\dot{P}$ and $r^*$ are decomposed into core variables and fluctuating variables, $R_U = \bar{R}_U + \check{R}_U$, $\dot{P} = \bar{P} + \check{\dot{P}}$ and $r^* = \bar{r}^* + \check{r}^*$, which may help us explain why the Phillips curve disappears. It can be seen from Figure 2 that the Phillips curve appears at a time when the core variable $\bar{P}$ is not very high or very low, and the fluctuating variable $\check{P}$ is not suppressed. This is because $\bar{R}_U$ is also stable when $\bar{P}$ is relatively stable, and the change of $R_U$ is mainly reflected in the periodic variation of $\check{R}_U$. When $\check{P}$ varies widely, $\bar{P}$ may in turn affect $\bar{r}^*$.
and the standard form of the Phillips curve will be distorted, or even completely disappear.

3. The Recessive Phillips Curve

If the higher core inflation rate \( \overline{P} \) produces inflation cost, the market efficiency and the core real interest rate \( \tau_r \) will be reduced, and then \( \tau_r \) will move to the left in Figure 1(a), the core employment rate \( \overline{R}_U \) will also move to the left in Figure 1(d). Correspondingly, \( \tau_r \) and \( \overline{R}_U \) in Figure 1(b) and Figure 1(c) will rotate clockwise and rotate \( \overline{R}_U \) in Figure 1(f) counterclockwise. If the higher inflation is managed, \( \overline{R}_U \) in Figure 1(f) will rotate clockwise.

Figure 4(a) and Figure 4(b) show respectively the forms of \( \tilde{P} \) and \( R_U \) when \( \overline{P} \) and \( \overline{R}_U \) rotate clockwise and counterclockwise. Figure 4(c) shows the change forms of \( \tilde{P} \) and \( R_U \) when \( \overline{P} \) is gradually decreased at the high level. It is shown that the fluctuation variables \( \tilde{P} \) and \( \tilde{R}_U \) fluctuate under the influence of \( \tau_r \) when the core variables \( \overline{P} \) and \( \overline{R}_U \) change, but are often obscured by the changes of the core variables \( \overline{P} \) and \( \overline{R}_U \), especially when the variation of \( \overline{P} \) and \( \overline{R}_U \) is large.

In Figure 2, the relationship between \( \tilde{P} \) and \( R_U \) is not characteristic of Phillips curve during 1982-1986, and the scatter diagram are shown in Figure 5(a), and the slope of Phillips curve is not negative. However, if the change path of \( \tilde{P} \)
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**Figure 4.** The time paths of \( \tilde{P} \) and \( R_U \) when the change of core variables \( \overline{P} \) and \( \overline{R}_U \). Notice: Figure 4(c) shows the case when \( \overline{P} \) and \( \overline{R}_U \) are continuously decreasing.
and $R_U$ in the period of 1982-1986 is cut off as shown in Figure 5(b), it will be very similar to the prediction of Figure 4(c). In the cycle during 1982-1986, $\hat{P}$ and $R_U$ still have the characteristics of the reverse fluctuations, but because $\hat{P}$ and $R_U$ change in a larger range to cover the changes of $\bar{P}$ and $R_U$, so that $\hat{P}$ and $R_U$ become the recessive Phillips curve.

This shows that the reversal of the relationship between $U_R$ and $\hat{P}$, which was discovered by A. W. Phillips in 1958, is an inverse change of $\bar{P}$ and $\bar{R}_U$ in the business cycle. The change of $\bar{P}$ and $\bar{R}_U$ may obscure the change of $\hat{P}$ and $R_U$ when the changes of $\bar{P}$ and $\bar{R}_U$ are large, so that the reverse change between $R_U$ and $\hat{P}$ disappears.

Although the dominant Phillips curve will disappear when the change of $\bar{P}$ and $\bar{R}_U$ is large, the Recessive Phillips curve still exists in most cases, because $\hat{P}$ and $R_U$ are still in the opposite direction. This can be used to filter out the trend changes in $R_U$ and $\hat{P}$, by means of differential methods and to keep the fluctuations in $R_U$ and $\hat{P}$, that is, to observe the fluctuations of $\bar{P}$ and $\bar{R}_U$.

As shown in Figure 6, in the nine cycles from 1970 to 2015, except for two cycles of 1972-1976 and 1993-1998, the fluctuation directions of $R_U$ and $\hat{P}$ are obviously opposite. This indicates that the variation of $R_U$ and $\hat{P}$ in these seven cycles is not the dominant or recessive Phillips curve.

In the 1970s, as Herbert Stein said, "It was a messy time", when President Richard Nixon was in power [7]. Although $\bar{R}_U$ and $\hat{P}$ are still affected by $\bar{r}$, the rapid rise of $\bar{P}$ leads directly to the decrease of $\bar{r}$, so before 1976, $R_U$ and $\hat{P}$ are rapidly increased by $\bar{P}$ and $\bar{R}_U$. Kidnapping, the stagflation has become the economic characteristics of the time. In higher inflation, the cyclical
The relationship between $\hat{P}$ and other variables may disappear. Especially in the case of hyperinflation, the change of $\hat{P}$ is small enough to be negligible compared to the large change of $\overline{P}$.

The 1990s were times when Federal Reserve Chairman Alan Greenspan used monetary policy to fine-tune the discount rate, inflation, and unemployment. It can be seen from Figure 2 that in the period of 1992-1998, the fluctuation of $R_U$ and $\hat{P}$ is almost completely controlled, and the decline of $R_U$ is more obvious than $\hat{P}$. This, on the other hand, distorts the standard Phillips curve: inflation and unemployment may both rise and decline in the same direction, and the latter change is the ideal state in which people dream. However, this attempt to eliminate the precise control of the Phillips curve became the important cause of the subsequent financial tsunami.

The above analysis shows that the variation of the core variables $\overline{P}$ and $\tau$ is distinguished from the variation of the fluctuation variables $\hat{P}$ and $\hat{r}$ to explain more clearly why $\hat{P}$ and $R_U$ are sometimes reverse-changing and sometimes changing in the same direction.

Whether the dominant or recessive Phillips curve, from the previous analysis can be drawn the following conclusions:

1) The relationship between $\hat{P}$ and $R_U$ in the Phillips curve is not causal.
2) The fluctuation of $\hat{r}$ is the common cause of the fluctuations of $\hat{P}$ and $R_U$.
3) When the variation range of $\overline{P}$ is large, the change of $\overline{P}$ will not only obscure the change of $\hat{P}$, but also cause $\tau$ to decrease, though it will not occur in the current period.
4) The dominant Phillips curve appears at the time when $\overline{P}$ is relatively stable and $\hat{P}$ is not suppressed.

4. Conditions of Monetary Neutrality

The analysis of the implicit Phillips curve gives us a deep understanding of the
relationship between inflation and unemployment, but it still fails to answer the most important practical problem in monetary research: “Is money only affecting prices, or both price and real output?” Or under what circumstances money is neutral and what is non-neutral. From the simplest quantity equation $aM = PY$, to the quantity equation $\dot{P} - \theta \ddot{P} = M - \ddot{Y}$, which reflects the cyclicality of money, we still cannot answer this question. Even if the US dollar against the Japanese Yen drops from 1 USD/120 JPY to 1 USD/1 JPY, only the exchange coefficient $a$ in the quantity equation $aM = PY$, needs to be adjusted, it’s still not clear what effects that $M$ will put on $\ddot{Y}$. Since $\ddot{Y}$ is determined by the Cobb-Douglas function and not by the money-quantity equation, our macroeconomic variable equation cannot answer this question. This is a microeconomic problem.

As the credit card payment and Internet payment is not popular in India, the abolition of two current banknotes on November 8, 2016 has caused problems of market transactions. Therefore the international credit rating company lowered the 2016 economic growth rate of India. In the case of a decline in production efficiency due to a shortage of cash, supplementing or increasing the money supply is certainly conducive to the recovery of GDP. But if it was not the case that the lack of banknotes causes the increase of transaction cost, such as in India, would the increase of money supply bring up the real output?

In addition to the dominant function as a trading media, wealth storage and measurement of wealth unit, money also has a function of transferring wealth that is easily to be neglected. For example, the actual wealth of creditors gradually reduced in a certain monetary policy, or the burden of the debtor continues to increase under a certain monetary policy. If the expansion of the central bank balance sheet could raise GDP, it is certainly not a direct process as the increase of savings is the increase of real wealth in personal accounts. It should be the wealth transfer effect of money supply changes the operating efficiency of economic systems, and then cause a change in GDP. In the microeconomic market, any transfer or movement of wealth needs to be related to production or service, and because the process is completed in competition, it is efficient. Does the wealth transfer effect caused by the increase or decrease of money supply is efficient?

From the perspective of transfer payments, the role of monetary and fiscal policies is similar. Fiscal policy is the formation of transfer payments between taxpayers and governments or between different industries by increasing taxes or bonds. Monetary policy is a transfer between debtors and creditors.

As a social responsibility, the government sometimes has to do something, but it is not as Keynesian theory describes that government spending will have a multiplier effect. The most extreme case of fiscal policy is that when the national tax or debt is not sufficient to maintain the liquidity of finance, the spending of government can only rely partly or entirely on the increase issuance of money. This appears to be a fiscal act, but essentially it is a monetary policy abducted by fiscal policy. It has a greater impact on the operational efficiency of the system.
than fiscal or monetary policy alone, since these “Seigniorage” may have no connection with production and services.

The downside of inflation is not the negligible transaction costs such as “shoe-leather cost” or “menu cost”, but the inefficient or low-efficient production caused by the increase or decrease in wealth that does not correspond to production or services. On the one hand, companies with higher production costs or poor market demand may not be eliminated because of the debt burden under inflation. On the other hand, during the deflation, the money savers can gain the rewards of wealth without competition under deflation.

Therefore, though we cannot find the effect of $M$ on $Y$ in the equation $\dot{P} - \theta \dot{P} = \dot{M} - \dot{Y}$, the wealth transfer effect caused by the change of money supply would affect $Y$ by changing $\dot{P}$. $Y$ is decided by its marginal state $r$, and since $r$ is more sensitive than $\dot{Y}$ in reacting to $\dot{M}$, we choose to observe the variation trend of $\dot{M}$ and $r$ in statistical data.

**Figure 7** shows that during the period of stagflation in 1970-1976, $\dot{M}$ increased, $r$ decreased and the value was negative in 1974-1975. It indicates that the expansion of the currency severely damaged the operating efficiency of the system. During 1976-1989, the declining trend of $\dot{M}$ and the self-repair capacity of market led to a sharp rise in $r$, and then $r$ stabilized at a high level of around 0.04. The highly praised Reagan economy actually should credit President Carter’s control of inflation and fiscal spending that began in the late 1970s [7].

$r$ began to decline in 2001, and in 2011-2014 its value was less than 0. The reason is due to the impact of low $\dot{M}$ during 1990-1995, and more importantly, the interest rate dependent syndrome (IRDS) for interest rate controls created by Federal Reserve Chairman Alan Greenspan and his successor. The financial crisis in 2008, in fact, is the result of the economic system adjusted itself since it could not bear with people always benefitted through the housing finance under.
the low interest rate policy.

Therefore, according to the statistics of $M$ and $r$, the effect of varying money on the central bank’s balance sheet is not neutral. In the field of microeconomics, the occasional transfer of wealth (such as donations of heritage) that does not correspond to the production or services has limited effects on the efficiency of the entire economic system. However, inflation or deflation in the macroeconomics field will have a negligible impact on the system.

The non-neutrality of money is not only reflected in the effect of transfer payments, but also on the consistency of the relationship between the actual variables and the nominal variables, that is, the “coordination effect” of money.

Before the appearance of periodic equation $\dot{Y} = r + \dot{r}$, we can directly convert actual values by the definition between actual values and nominal values. For example: the actual output and nominal output can be converted according to the equation $Y = Y/P$ or $\dot{Y} = \dot{Y} - \dot{P}$; the basic equation of nominal variables $\Delta Y = rY$ [8], can be directly rewritten as the basic equation of actual variables $\Delta Y_r = rY_r$. However, considering the periodic relationship between variables, the nominal variable cannot be directly rewritten as the actual variables in some equations. For example, $\dot{Y} = r + \dot{r}$ cannot be rewritten as $\dot{Y}_r = r_r + \dot{r}_r$.

In general, only when $\dot{P} = 0$ or $\dot{P} = r_r$, there is no difference between the actual variables and the nominal variables in the macroeconomics system. From $r = r_r + \dot{P}$,

$$\dot{Y} = r + \dot{r} = r_r + \dot{P} + \frac{d(r_r + \dot{P})}{r_r + \dot{P}} = r_r + \dot{P} + \frac{r_r}{r_r + \dot{P}} \frac{dr}{r_r} + \frac{\dot{P}}{r_r + \dot{P}} \frac{d\dot{P}}{\dot{P}},$$

substitute the left side of the above equation with $\dot{Y} = Y_r + \dot{P}$, then,

$$\dot{Y}_r = r_r + \frac{r_r}{r_r + \dot{P}} \dot{r}_r + \frac{\dot{P}}{r_r + \dot{P}} \ddot{P} = r_r + \frac{r_r}{r_r + \dot{P}} \dot{r}_r + \frac{\dot{P}}{r_r + \dot{P}} \ddot{P}$$

When $\dot{P} = 0$, the above equation can be simplified as $\dot{Y}_r = r_r + \dot{r}_r$. And when $\dot{P} = r_r$, since

$$\dot{P} = \frac{d\dot{P}}{\dot{P}} = \frac{dr}{r_r} = \dot{r}_r$$

then,

$$\dot{Y}_r = r_r + \frac{r_r}{r_r + \dot{P}} \dot{r}_r + \frac{\dot{P}}{r_r + \dot{P}} \ddot{P} = r_r + \frac{r_r}{r_r + \dot{P}} \dot{r}_r + \frac{\dot{P}}{r_r + r_r} \ddot{P} = r_r + \dot{r}_r.$$

This is the reason that the relation of $\dot{Y}_r$ and $r_r$ can only be expressed as $\dot{Y}_r \approx r_r + \dot{r}_r$ in our previous paper, and the fluctuation of actual variables is different from and even more volatile than that of nominal variables.

Since the difference of fluctuation between actual and nominal variables may lead to more speculative activities and then lower the efficiency of market system operation. Therefore the better the consistency of actual and nominal variables, and the closer the fluctuation pattern is in the time path, the smaller the loss of system operating efficiency. To study the so-called monetary neutrality, we not only need to consider the transfer payment when price changes, but also the
coordination effect between actual and nominal variables.

It is very difficult to make $\dot{P} = 0$ because of the change of $\ddot{P}$ and $\dddot{P}$. Theoretically, the central bank can offset the change in $\dot{P}$ by controlling $r_r$ or $\ddot{M}$ (as the Federal Reserve did in the cycle of 1992-1998) to achieve this goal. However, since achieving this goal will suppress the natural fluctuation of the system and then cause problems to the coordination between actual and nominal variables, the choice of taking accounts of both sides is to let the inflation rate equal the real interest rate, namely $\dot{P} = r_r$.

Friedman used to think that the US dollar could grow at a constant rate of 3% - 5% per year [1]. According to the average value 0.0229 of $r_r$ from 1970 to 2016, according to the coordination effect of $\dot{P} = r_r$, $\ddot{M} = 2 \times 0.0229 = 0.0458$. This is within the scope of Friedman’s proposal. If this is done, the average of the inflation rate will be $\ddot{P} = \bar{r} = 0.0229$. This kind of inflation rate that doubles the real interest rate should be moderate inflation. Experience tells us that moderate inflation will not cause damages to economic operating efficiency. This is because under stable money supply, the capital market will develop financial products that can reduce or even eliminate the effect of transfer payments.

Because of the adaptability and offsetting effects of the capital market, the effect of monetary changes on $r_r$ appears to be in terms of cycles, so that even under “the constant currency rule”, several cycles of adaptive adjustment are required before the system approaches the so-called ideal operating state. In this state, various variables will continue to fluctuate, but their trend line will be close to a horizontal line, the phase difference of fluctuations will be more consistent with our theoretical analysis in the periodic equation. Figure 8 is a schematic view of this ideal state.

Monetary policy in traditional macroeconomics has two important roles: first, to ensure the smooth operation of the economy, and second, to promote economic growth. Fluctuations of variables from 1970 to 2015, except the correctional
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*Figure 8.* The variation trend of each variable and the phase difference of fluctuation under the ideal state. Note: The light and dark stripes in the figure are assumed to be four cycles, and the dotted line is the trend line of each variable. The number of trend lines on the ordinate is the estimated value from the average of variables in 1970-2016.
monetary policy in Reagan period, it is difficult to say that the US Federal Reserve's monetary policy has played these two roles. For the first role, we theoretically have proved that there is no fluctuation only under the simple reproduction state that the marginal output equals to 0. The real smooth operation is not to smooth the economic cycle, but to make the relationship between variables in the fluctuation simple and clear. Countercyclical monetary policy will not only weaken the market vitality, and even cause economic crisis. The second role is usually to stimulate the economy with money. If printing banknotes could make net increases of real wealth grow, even it would multiply the inflation rate is also cost-effective, because the cost of printing banknotes is negligible compared with manufacturing cars and building houses not to mention in modern technology we can use electronic money without printing costs.

Figure 9. The principle of forming the Phillips curve. The meanings of symbols in the figure are described in references [5] [6].
The business cycle is one way of keeping the system alive and does not conflict with the microeconomic mechanisms. Just as four seasons can promote plant metabolism: prosperity is the spring of output growth, but also the hot bed for inefficient producers and production projects; only those enterprises that are able to survive in the winter of recession will make a real contribution to the production efficiency of the system. Therefore, the endogenous cyclical fluctuation in the system is not our enemies, but economics policies that tell us currency are actual wealth and use currency to against the business cycle.

5. Conclusions

For a fact without supporting from theories, it is difficult to say that this fact is a general law; similarly, for a theory without approving from fact, it is difficult to be sure of this theory. According to our theory of economic cycle and inflation, the form of Phillips curve shows in Figure 9. In the Phillips curve, there is no causal relationship between the inflation rate and the unemployment rate, and they appear to be linked because they are all affected by changing real interest rate.

For the question “does the state of money only affect the price or both price and real output?”, the analysis of this paper shows that the change of money supply would affect both price and real output in the short run, but the effect is normally negative, since the transfer payment that is not linked to any production and service would affect the operating efficiency of the system. The idealist state of money should be that people could use them to accomplish tempted trade, and the distribution of actual wealth would not be affected by the amount of money change.
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