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ABSTRACT 

The purpose of this study is to enhance the algorithms towards the development of an efficient three dimensional face 
recognition system in the presence of expressions. The overall aim is to analyse patterns of expressions based on tech- 
niques relating to feature distances compare to the benchmarks. To investigate how the use of distances can help the 
recognition process, a feature set of diagonal distance patterns, were determined and extracted to distinguish face mod- 
els. The significant finding is that, to solve the problem arising from data with facial expressions, the feature sets of the 
expression-invariant and expression-variant regions were determined and described by geodesic distances and Euclid- 
ean distances. By using regression models, the correlations between expressions and neutral feature sets were identified. 
The results of the study have indicated that our proposed analysis methods of facial expressions, was capable of under- 
taking face recognition using a minimum set of features improving efficiency and computation. 
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1. Introduction 

The 3D face recognition techniques have drawn people’s 
attention. Many researchers have moved towards 3D 
human face recognition techniques. 3D face recognition 
is based on 3D images in which either the shape (3D 
surface) of the human face is used individually or the 
combination with the texture (2D intensity image) is used 
for the purpose of recognition. The 3D images are spe- 
cifically captured and generated by a 3D camera, which 
produces point clouds, triangle meshes or polygonal 
meshes and texture information to represent 3D facial 
images. 

In a face recognition system based on either 2D or 3D 
images, there are several procedures to be carried out. 
The initial step is the face detection. This involves the 
extraction of a face image from a large scene or image or 
video sequences. The following procedure is for face 
alignment, which involves aligning the face image with a 
certain coordinate system and aids accurate results. These 
procedures can be accomplished by several key tasks: 
Firstly, model and representation of facial surfaces. In an 
efficient way, it aims to reduce the computational com- 
plexity and help to increase the good performance in the 
recognition part; Secondly, extraction of 3D facial fea- 
tures. Feature extraction is to localise a set of feature 
points associated with the main facial characteristics, 

eyes, nose and mouth. At present the most popular me- 
thods for facial feature extraction are point clouds, facial 
profiles and surface curvature-based features etc. [1]. 
Thirdly, algorithm and methodology used for 2D/3D facial 
surface data in an efficient way. 

Our study aims to cover state-of-the-art 3D face rec- 
ognition techniques, including the technical background, 
ideas, methodologies, and concepts. More specifically, 
there are a few issues we will address in the study: Ex- 
plore the existing face recognition systems dealing with 
expressions and relevant researchers as well as the cur- 
rent state-of-the-art in this area; Investigate the chal- 
lenges in existing face recognition systems; Identify the 
problems in the 3D face recognition, i.e. recognising faces 
in the presence of expressions; Propose relevant methods 
to enhance it in the development of an efficient 3D face 
recognition dealing with expressions; Investigate the ef- 
fects of our previous curvature-based method [2] in face 
recognition under expression variations. 

2. Background 

Face recognition under expression variations is required 
in some applications and over last two decades many 
computer vision researchers have been attracted to focus 
on the problems of recognising faces under expression 
variations. Significant progress [3-6] has been made. 
Many studies of 3D face recognition differentiate in terms *Corresponding author. 
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of techniques. Lu et al. [7] match 2.5D facial images in 
the presence of expression variations and pose variations 
to a stored 3D face model with neutral expression by 
fitting the two types of deformable models, expres- 
sion-specific and expression generic, generated from a 
small number of subjects to a given test image which is 
formulated as a minimisation of a cost function. Basi- 
cally, mapping a deformable model to a given test image 
involves two transformations, rigid and non-rigid trans- 
formation. Therefore, the cost function is formed by 
translation vector and rotation matrix for rigid transfor- 
mation, and a set of weights α. Kakadiaris et al. [8] ad- 
dress main challenges concerning the 3D face expres- 
sions recognition; Accuracy gain: For using 3D facial 
expression recognition independently or combined with 
other modalities, a significant accuracy gain of the 3D 
system with respect to 2D face recognition system must 
be produced in order to justify the introduction of a 3D 
system; Efficiency: 3D acquisition captures and creates 
larger data files per subject which causes significant 
storage requirements and slow processing. The data pre- 
processing for efficient data must be addressed. Automa- 
tion: A system designed for the applications must be able 
to function fully automatically. Testing database: Larger 
and widely accepted databases for testing the perform- 
ance of 3D facial expression recognition system should 
be produced. Kakadiaris have addressed the majority of 
the challenges by utilising a deformable model and map- 
ping the 3D geometry information onto a 2D regular grid. 
The advantage of this is combining the 3D data with the 
computational efficiency of 2D data. They achieve the 
recognition rate of 97%. Lee et al. [9] propose an ex- 
pression-invariant face recognition method. They extract 
the facial feature vector and obtain the facial expression 
state by the facial expression recogniser from the input 
image. The two main strategies for expression transfor- 
mations are direct and indirect transformations. Direct 
transformation transforms a facial image with an arbi- 
trary expression into its corresponding neutral face, 
whereas indirect transformation obtain relative expres- 
sion parameters, shape difference and appearance ratio 
by model translation. By transforming them into its cor- 
responding neutral facial expression vector using direct 
or indirect facial expressions transformation, they com- 
pare the recognition rate of each proposed method based 
on three different distance-based matching methods, 
nearest neighbor classifier (NN), LDA and generalised 
discriminant analysis (GDA). They achieve the highest 
recognition rate 96.67% based on NN, LDA using indi-
rect expression transformation. Al-Osaimi et al. [10] in-
troduce a new definition called the shape residue be- 
tween the non-neutral and the estimated neutral 3D face 
models and present a method for decomposing an unseen 
3D facial image under facial expressions to neutral face 

estimates and expression residues based on PCA. The 
residues are used for expression classification while the 
neutral face estimates are used for expression robust face 
recognition. In a result, 6% increase in the recognition 
performance is achieved when the decomposition me- 
thod is employed. Li et al. [11-13] use low-level geomet- 
ric features to create sparse representation models col- 
lected and ranked by the feature pooling and ranking 
scheme in order to achieve satisfactory recognition rate. 
They intentionally discard the expression-variant features, 
which are considered as higher-ranked. The recognition 
rate 94.68% is achieved. 

Expressions seem to occur in a real word scenarios as 
even subtle expression variations can be captured into the 
3D acquisition system. It has been claimed that face ex- 
pressions can affect the accuracy and the performance of 
face recognition systems since the geometry of the face 
significantly changes as a result of facial expression. In 
general, the six significant expressions, happiness, anger, 
disgust, surprise, sad and fear, which make an adverse 
effect on face recognition. The adverse influence of face 
expression on face recognition is listed by Bronstein et al. 
[14] and needs to be solved no matter what dimensions 
face representation is being used (2D or 3D). However, 
its nonlinear nature and a lack of an associated mathe- 
matical model make the problem of face expression hard 
to deal with. There is no doubt that some progress has 
been made to solve this problem existing in 3D face rec- 
ognition, but there are still some challenges remaining at 
this stage. For instance, Bronstein et al. [15,16] assume 
facial scans are isometric surfaces, which are not 
stretched by expressions so as to produce an expression 
invariant facial surface representation for recognising 
faces. However, there is one constraint in that they only 
considered frontal face scans and assumed the mouth to 
be closed in all expressions, which is not considered re- 
alistic. 

Another issue with expressions is that there are less re-
liable invariants when faces carry heavy expressions. In 
addition, another issue is how to optimise the combi- 
nation of small rigid facial regions for matching in order 
to reduce the effect of expressions. Using rigid facial 
regions can improve the performance on a database with 
expression variations [17,18]. The selection of rigid re- 
gions, however, is based on the optimal extraction and 
combination. 

Researchers’ attempts to reduce the computational cost 
have left another unresolved issue. Achieving less com- 
putational cost for real world applications has become a 
big challenge. Current studies intentionally use additional 
2D texture information with an attempt to deal with ex- 
pressions, which makes impact on computational time. In 
general, more information trained in 3D face data leads 
to more computational cost and time. Some algorithms 
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can work on the verification process with a time cost of 
about 10 seconds on a normal PC [18], whereas efficient 
face matching with less computational cost is still a 
problem when dealing with a large gallery with thou- 
sands of faces. In addition, modeling relations between 
expressions and the neutral by expressionvariant features 
and combining with expression-invariant features still 
remains a research question. 

3. 3D Face Databases 

The development of face recognition systems somehow 
relies on face image databases for the purpose of com- 
parative evaluations of the systems. With the techniques 
of 3D face capture rapidly developing, currently more 
and more face databases on 3D have been built and ori- 
ented to different experimentation purposes: automatic 
face recognition, gender classification and facial expres- 
sions. In our proposed face recognition methods, two 
public databases will be utilised and compared in order to 
compare to benchmarks. From literature review, there are 
two popular databases among available public data- 
bases, GavabDB [12] and BU3D-FE [13]. The GavabDB 
contains 427 3D facial surface images corresponding to 
61 individuals (45 males and 16 females), and there are 
nine different images per person. The other database 
BU-3DFE is considered as a facial expression database. 
In brief, each one of 100 subjects (56 female, 44 male) is 
instructed to perform seven universal expressions, i.e. 
neutral, happiness, surprise, fear, sadness, disgust and 
anger. The facial data contains about 13,000 - 21,000 
polygons. In addition, 83 feature points on each facial 
model are located, refer to [13]. 

4. Proposed Method 

4.1. Extraction of Shape Features 

Facial feature extraction is important in many face-re- 
lated applications [19]. Our 3D feature is a set of expres- 
sion-invariants and expression-variants representations. 
This is achieved by analysing the facial region’s sensi- 
tiveity to the expressions and representing by a set of 
geometric descriptors. To eliminate the computational 
time from the preprocessing step, such as face alignment 
and normalisation, we introduce a distance-based feature 
to avoid the preprocessing. 

Having considered computational time, we intention- 
ally discard the texture information in our proposed 
method, in a similar way to the other chapters. Hence, the 
resulting performance is completely reliant on the fea- 
tures extracted from the shape of the image. The shape 
feature analysis based on the triangle meshes of faces, 
reflecting the facial skin wave, represents the intrinsic 
facial surface structure associated with the specific facial 

expressions. Motivated by this idea, we propose a set of 
novel distance-based geometric descriptors based on Eu- 
clidean and geodesic distances. Instead of focusing on the 
entire face we investigate face models by segmenting 
into two regions: the top face region, as shown in Figure 
1(a), including eyes, eyebrows and nose; the low region, 
as shown in Figure 1(b), including the mouth only. The 
top region is used because it is comparatively insensitive 
to expression variations [4]. More specifically, the nose 
region suffers less from the effect of expression varia- 
tions. However, the nose region alone is not sufficiently 
discriminatory for the purpose of face recognition be- 
cause it represents only a small fraction of the face. Thus, 
we introduced more information, such as eyebrows and 
eyes, to be used to perform face recognition under ex- 
pression variations. Expressionvariant regions are intro- 
duced and evaluated in our proposed method, found in 
the low region. Due to the significant change of the 
mouth region from laugh to neutral, we consider the low 
region as being sensitive to expression variations [17]. 

Based on the analysis of the expression-variant and 
expression-invariant regions, there are a few concerns 
about selecting the feature points. Firstly, selecting mean- 
ingful and significant positions as feature points, such as 
eye corners and top of the eyebrows, and the most dis- 
tinctive position, the nose tip, is one concern. By taking 
this into consideration, accuracy of the extracted features 
can be improved. Secondly, for the insensitive region, 
another concern is that feature points are chosen to en- 
sure minimum variations under change of expressions. 
For example, compared to the eye regions, the cheek 
region produces visible variations caused by expressions. 
Thus, we avoid locating feature points in the cheek re- 
gion. Thirdly, for the expression-sensitive region, distinct 
positions along the outer mouth contour are taken into 
consideration rather than the areas including undesirable 
feature points, such as the chin regions. Fourthly, due to 
the missing data in the dark region resulting from scan- 
ning, such as the inner contour of mouths when laughing, 
we exclude those areas when selecting feature points. 
Fifthly, we determine the number of feature points by ana-
lysing the face representation efficiency and computation 
 

  
(a)                           (b) 

Figure 1. Illustration of expression-sensitive and expres- 
sion-insensitive regions on a sample subject. (a) The upper 
face: expression-insensitive region; (b) The lower face: ex- 
pression-sensitive region. 
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requirements. More features make face representation 
more accurate; however, they cause more computational 
time. Thus, choosing the number of feature points is 
based on the requirement that fewer features represent 
faces efficiently. 

Taking advantage of 83 feature points on annotated 
face models in the BU3D-FE database [13], twelve sig- 
nificant positions are selected as a set of feature points. 
More specifically, they are top of the eyebrow, top of the 
upper eyelid, lowest point of the lower eyelid, the outer 
eye corner, the inner eye corner, the nose tip, the left and 
right edges of nose wings for insensitive regions; and 
mouth corners, mid-upper and mid-lower lips in expres- 
sion-variant regions, as shown in Figure 2. The explana- 
tion and illustration of the set of distance-based features 
is shown in Table 1 and Figure 3 respectively. 

Not only is this set of features utilised in our method, 
but also contour shape features are considered, as shown 
in Figure 3. The contour shape features describe face 
elements, i.e. contour shape of eyebrows, eyes, nose and 
mouth. We select a set of control points on annotated 
face models to form the contours. Specifically, the con- 
tour shape features are represented by the vector 

 1 1 1, 2 2 2, , , , , , n n nx x y z x y z x y z   where ,i ix y  and  
are coordinates of controlpoints. 

iz

 

  
(a)                            (b) 

Figure 2. (a) Localisation of twelve landmarks; (b) Labelled 
of distance-based features. 
 

Table 1. Seven distance-based features definition. 

Distance index Distance name Distance definition 

A Eyebrow height 
Distance between uppermost  
eyebrow and mid-upper eyelid 

B Eye height 
Distance between mid-upper  
eyelid and mid-lower eyelid 

C Eye width 
Distance between outer eye  
corner and inner eye corner 

D Nose width 
Distance between left edge  
and right edge of nose wings 

E Lip stretching 
Distance between nose tip and 
left lip corner 

F Mouth opening 
Distance between left lip  
corner and right lip corner 

G Mouth height 
Distance between mid-upper 
lip and mid-lower lip 

 

Figure 3. Illustration of the contour shape features describe 
face elements, i.e. contour shape of eyebrows, eyes, nose and 
mouth. 
 

We utilise two intrinsic geometric descriptors, namely 
geodesic distances and Euclidean distances, to represent 
the facial models by describing the set of distance-based 
features and contours. The intrinsic geometric descriptors 
are independent of the chosen coordinate system. 

We can observe that not all the distance vectors are 
invariant to expression variations. For example, the 
mouth opening (G) in Figure 2(b) shows a change of a 
distance vector caused by an open mouth, when the face 
of the same individual changes from neutral to a laugh 
expression. However, there are some certain distance 
vectors that remain stable under expression variations, 
for example, the eye width (C) in Figure 2(b). Thus, for 
the distance-based features, as we mentioned, we con- 
sider A, B, C and D distances in the top region as ex- 
pression-invariants since they are insensitive under ex- 
pression variations, whereas E, F and G are considered as 
expression-variants. We utilise Euclidean distances as the 
geometric descriptor to represent the set of distance- 
based features. 

4.2. Geometric Descriptors 

4.2.1. Euclidean Distance 
In general, the distance between point p and point q in 
Euclidean n-space is 

 
2

, 1

n

i ie p q i
d


  p q            (1) 

where n is the dimension of Euclidean space. Specifically 
in this case, the Euclidean distance between points p and 
q in three dimensional Euclideanspace is 

       22 2

1 1 2 2 3 3,e p qd p q p q p q         (2) 

The face model in the database comprises a triangle 
mesh, which is discretely defined to be a set of connected 
point clouds. The geodesic distance computation of tri- 
angle meshes is initialised by one or more isolated points 
on the mesh and the distance is propagated from them. 
More specifically, the geodesic distance of discrete 
meshes is considered as a finite set of Euclidean dis- 
tances between pair-wise involved vertices. Thus, an- 
other geometric descriptor, geodesic distance, is utilised 
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in our feature sets. Geodesic distance is capable of rep- 
resenting the contour shape features on the discrete 
meshes. Similarly, the selected contour features contain 
expression-invariants and expression-variants. The eye 
contour and the mouth contour are sensitive to expres- 
sion variations. However, the eyebrow contour and the 
nose contour comparatively remain stable during expres- 
sion variations. 

4.2.2. Geodesic Distance 
On a triangle mesh, the geodesic distance with respect to 
a point turns out to be a piecewise function, where in 
each segment the distance is given by the Euclidean dis- 
tance function. Thus the geodesic distance computation 
is initialised by one or more isolated points on the mesh 
and the distance is propagated from them. 

  , ,1 i i

n

g p q e p qi
d d


                 (3) 

where  ,g p q  is geodesic distance of a contour,  ,i ie p q  
is the Euclidean distance between two points and n is the 
number of control points of each contour. 

d d

Depending on the different facial feature extraction 
methods, the slight influence of face sizes and different 
scales of the faces can be eliminated, either by normali- 
sation or by preprocessing before the recognition process. 
Thus, in addition to the geometric descriptors derived 
from the face models, we also consider defining two dis- 
tance-based features to avoid the face alignment process 
and the normalisation process. 

We introduce a distance-based feature for normalising 
the set of seven distance-based features, which is consid- 
ered as a stable expression-invariant feature, as shown in 
Figure 4(a). In order to be consistent with the geometric 
descriptor used for the features, we utilise Euclidean dis- 
tance to represent the feature, named N1 Thus seven 
normalized Euclidean distances are derived by the ratios 
of seven Euclidean distances to N1. Similarly, since geo-
desic distances are not scale-invariant, the next step is to 
normalise each geodesic distance by another dis- 
tance-based feature [20], the eyes-to-nose distance, as 
shown in Figure 4(b), i.e. N2, sum of geodesic distances 
between the nose tip and the two inner eye corners. This 
guarantees invariance with respect to scaling and facial 
sizes under expression variations. Thus, for the set of 
contour shape features, this stable expression-invariant 
feature, N2 is represented by geodesic distance descriptor 
to ensure its consistency with the descriptor for the con- 
tour shape features. Deriving six normalised geodesic 
distances is accomplished by the ratios of the six geo- 
desic distances to N2. 

Thus, the geometric descriptors for the whole set of 
features are comprised of two sets of ratios. Meanwhile, 
the attributes of the ratio-based geometric descriptors that 
are unique to each face model are investigated and  

   
(a)                         (b) 

Figure 4. Illustration of two distances for normalisation of 
two feature sets. (a) For distance-based feature set; (b) For 
the contour shape feature set. 
 
proved before carrying out the next step. Compared to 
the commonly used descriptors in [14,21], our geometric 
descriptors benefit from fast computation due to their 
simplicity. In the next section, we adopt regression mod- 
els to learn the relationship between pair-wise expres- 
sions based on the combination of these thirteen ra- 
tio-based geometric descriptors. 

4.3. Regression Analysis Models 

The regression analysis model is utilised for analysing 
the variables and modelling the relationship between 
them. Recently, regression analysis has been imported 
and applied in the face recognition area [22,23]. In this 
chapter, we evaluate two types of regression model: par-
tial least square regression and multiple linear regres-
sions. Specifically, we employ them to learn the correla-
tion between pair-wise expressions and predict the 3D 
face neutral shape information for dealing with the prob-
lem of matching faces under expression variations. 

4.3.1. Partial Least Square Regression 
In this section, we will introduce a commonly used re-
gression model that will be used to train and predict the 
feature set when the face models are neutral. Owing to 
the multiple dimensions of the involved variables, i.e. the 
total number of the ratio-based geometric descriptors, we 
will use a subspace regression model based on latent 
variables, named partial least square (PLS) [24]. 

X refers to a vector with the independent variables 
(predictors) and Y refers to a related vector of the de-
pendent variables (responses). 

,

,

,

X TP E

Y UQ F

U BT 

 
 
 

                (4) 

X is a matrix of predictors and Y is a matrix of re- 
sponses. E and F are the error terms. There is a linear 
relation between T and U given by a set of coefficients B. 
A number of variants of PLS exist for estimating the T, P 
and Q. 
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The goal of PLS is to predict Y from X using a com- 
mon structure of reduced dimensionality. For this pur- 
pose, PLS introduces some latent variables: 

 
 

1

1

, , ,

, , ,

i

i k

T T T

U U U








k

              (5) 

T and U preserve the most relevant information of the 
interaction model between X and Y. 

4.3.2. Multi Linear Regression 
To compare with the performance of PLS, we utilise the 
multiple linear analysis regression (MLR) [25] method to 
model and learn the relationship between neutral and 
non-neutral facial geometric descriptors and performed 
recognition rate. A regression model relates Y to a func- 
tion of X and β. 

 ,Y f X                 (6) 

Given a data set  of n statistical  1
1

, , ,
n

i i ip
i

y x x




units, a linear regression model assumes that the rela- 
tionship between the dependent variable yi and the 
p-vector of regressors xi is approximately linear. This 
approximate relationship is modelled through a term εi, 
an unobserved random variable that adds noise to the 
linear relationship between the dependent variables and 
responses. Thus, in detail,the model is of the form: 

1 1 ,

1, ,

i i p ip i iy x x x

i n

i         






      (7) 

where i   denotes the transpose, so that ix   is the 
inner product between vector xi and β. Commonly these n 
equations are integrated together and written in vector 
form as: 

y X                    (8) 

where: 
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Multi linear regression is based on linear regression 
but dealing with multiple X and Y. 

5. Results and Analysis 

We have established a set of ratio-based geometric de- 

scriptors of face models that serves as input to the re- 
gression analysis model for simulating the relation be- 
tween non-neutral and neutral faces. Relying on the ra- 
tios-based geometric descriptors, the effects of head rota- 
tion, translation and different scales can be eliminated, 
even without face alignment and normalisation in the 
preprocessing stage. Our proposed method is carried out 
on the BU3D-FE database [13]. In order to evaluate the 
two regression models, we set up a framework allowing 
for investigating improvement of expression-variants. To 
enhance the significance of the regression models, a 
Neural Network (NN) approach is employed for com- 
parison. The comparison results are listed in Table 2. 

From Table 2, we can observe that PLS, NN and MLR 
improve the rates by introducing expression-variants; 
however, PLS somehow places more emphasis on the 
expression-invariants in comparison to variants. An- 
other conclusion is that employing variants indeed en- 
hances the significance of expression-invariants. To fur- 
ther investigate the optimised performance of PLS, we 
set up another experiment allowing for PLS modelling 
multiple relationships between four intensities of six ex- 
pressions and neutral, and vice versa. The results are 
shown in Figures 5 and 6, respectively. 

Figure 5 shows the results of modelling intensity 1 
angry to other expressions and neutral. The blue bars 
present the rate of expression-invariants and the red bars 
present the accuracy rate of the combination of expres- 
sion-variants and expression-invariants. The improve- 
ment varies in four intensities. However, on average the 
results further confirm the power of the expression- 
variants. In Figure 6, the diagram shows the results of 
modelling neutral to six other random intensity expres-  
 

Table 2. Comparison of multiple regression models. 

Laugh matching  
to neutral 

PLS NN MLR 

Expression-invariants (4) 71.63% 72.12% 65.53% 

Expression-variants (3) 55.12% 54.66% 61.78% 

Combination (7) 64.78% 60.73% 69.01% 

 
82

80
78
76
74
72
70
68
66
64
62

AN3 Dl1  Dl3  FE1 FE3 HA1 HA3 SA1 SA3 SU1 SU3 NE 

AN1 associated
with expression-
invariants 

AN1 associated
with expression-
invariants and 
expression- 
variants 

 

Figure 5. Illustration of the improvement with additional 
expression-variants employed under intensity 1 of angry 
expression. 
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Figure 6. Illustration of the improvement with additional 
expression-variants employed under neutral. 
 
sions. The blue bars present the accuracy rate of expres- 
sion-invariants and the red bars present the accuracy rate 
of the combination. Thus the results confirm that ra- 
tio-based expression-variants can improve the perform- 
ance. The recognition experiments and results will be 
carried out and described in the following. 

In summary, for the purpose of recognising faces in 
our experiments, we choose PLS for modelling relation- 
ships and use the combination of ratio-based expres- 
sion-variants and expression-invariants as the feature sets. 

In this experiment, we present the experimental results 
for recognising faces under expression variations. In par- 
ticular, the experiment is implemented on the BU-3DFE 
database. In the experiments, we divide these 100 sub- 
jects into two sets: the training set with 80 subjects; and 
the testing set with 20 subjects. The experiments ensure 
that any subject used for training does not appear in the 
testing set because random partition is based on the sub- 
jects rather than the individual expressions. Four intensi- 
ties of each expression are ensured to be involved in this 
experiment. For each iteration, the PLS regression analy- 
sis model is reset and retrained from the initial state. 

In Table 3, we report the recognition rate of matching 
six expressions with four intensities to neutral. The 
promising recognition accuracy is achieved even without 
the texture information. Happy and surprise expressions 
achieve the highest accuracy rate of 89%, however, sad, 
angry, disgust and fear perform less accurately than the 
other three expressions. This is because happy and sur- 
prise expressions are comparatively clean and simple; 
their measurement allows for simplicity; some noises are 
produced when other expressions occur. Interestingly, 
the accentuated intensity of expressions achieves the 
lowest recognition rate and the recognition rate ascends 
along with a descending intensity. However, as we can 
see, the facial expressions have significantly degraded 
the performance of the face recognition in the absence of 
expression variations since the neutral face recognition 
accuracy rate achieves the highest at 90.3%. 

Table 3. Neutral face recognition rates (RR) using PLS re-
gression analysis model. 

Intensity RR (%) Intensity RR (%)

Happy01 80 Angry01 85 

Happy02 75 Angry02 73.75 

Happy03 70 Angry03 70 

Happy04 70 Angry04 68.75 

Disgust01 88 Fear01 89 

Disgust02 73.75 Fear02 76.25 

Disgust03 72.5 Fear03 72.5 

Disgust04 73.75 Fear04 73.75 

Sad01 85 Surprise01 84 

Sad02 73.75 Surprise02 73.75 

Sad03 68.75 Surprise03 72.5 

Sad04 70 Surprise04 71.25 

Neutral 90.3 

 

  

Comparison with Benchmark Algorithms 

The final recognition rates of our proposed 3D face rec- 
ognition method under expressions will be listed and 
discussed. Some researchers have developed and achie- 
ved their results of face recognition under expressions. 
Despite our results are not the best, we further discuss the 
feature sets, database, speed and the size of face models 
of our method in comparison with the current existing 3D 
face recognition methods, as shown in Table 4. The 
highest accuracy rate of 97% is generated by Alyuz et al. 
[4] using the nose, the forehead, the eyes and the central 
face, which covers the whole face with overlapping. In 
their work, face registration and face alignment are em- 
ployed. These techniques cost computational time, al- 
though they play important roles in recognition rates. The 
point sets in the determined regions and the curvature 
related to the corresponding regions are used for dissimi-
larity calculation. The accuracy rate of 81.7% is achieved 
by Gervei et al. [26] using a least feature set with 40 di- 
mensions. Compared to other methods, our proposed 
method use a minimum feature set to achieve a promi- 
sing accuracy rate. 

To further investigate the effect of the curvature de- 
scriptors of the T shape profile [2], incorporating cur- 
vature information is analysed, as shown in Table 4. 

It has been proved that the proposed method is prom- 
ising in dealing with expressions. Thus, we combine the 
distance-based feature sets with the curvature descriptors 
of the T shape profiles for face recognition under expres- 
sions. The results are listed in Table 4. We notice that 
the recognition rates are slightly higher with the curva- 
ure descriptors of the T shape profiles. Based on the t   
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Table 4. Our method of face recognition under expressions in comparison with other existing methods. 

Authors Database Feature sets Recognition rate Vertices 

Alyuz [4] Bosphorus Eye, nose, central face, forehead 97.28% 35,000 

Smeets [5] BU-3DFE 
Whole face and nose region  

based on distances 
94.5% 8000 

Li [27] FRGC v2.0 Whole face deformation model 91.9% 4500 after resample 

Our proposed method BU-3DFE 59 features 91.1% 8000 

Our proposed method BU-3DFE 14 features 90.3% 8000 

Wang [6] FRGC v2.0 Whole face 89.7% 8000 

Our proposed method GavabDB 59 features 89.6% 6000 after cropping face 

Our proposed method GavabDB 14 features 89.47% 6000 after cropping face 

Chang [17] 
Collective database 

of 546 subjects 
Overlapping regions around 

the nose 
83.5%  

Mahoor [28] GavabDB Contour lines 82% 13,000 

Gervei [26] GavabDB 
Whole face through PCA down  

to 40 dimension 
81.7% 13,000 

 
results, it is observed that the use of the T shape profiles 
in the expression-invariant regions makes it possible to 
improve recognition performance. 

The design criteria of the methods are based on the 
accuracy rate and speed (computational time). Regarding 
to various circumstances face recognition methods apply, 
there is no simple answer to the question of which 
method would fit best. In addition, the value of methods 
varies significantly with each application requirements 
and circumstances. Based on the design criteria, in some 
cases, fast processors are facilitated for face recognition 
techniques and the recognition rate can be considered as 
the top priority. The computational time can be sacrificed 
due to fast processors for high accuracy rate. However, 
the accuracy rate could be trade-off for the fast computa- 
tion if the face recognition techniques are installed on a 
portable or wireless device. Therefore, in some circum- 
stances, accuracy rate and speed can be trade off. In 
summary, our proposed methods are suitable for the 
cases essentially requiring fast computation. 

6. Conclusions 

The fundamental face recognition technique in the pres- 
ence of expression variations was based on a correla- 
tion-learning model which generated a non-neutral model 
with a neutral model in order to match non-neutral faces 
to neutral faces. One of the issues pointed out by the re- 
searcher was reducing the computational cost. Rather 
than taking a large number of features into account, we 
intended to use the limited feature set representing con- 
tour information and face structure information. We built 
a novel framework of learning the correlation between 
various expressions and neutral with the limited feature 

set. Thus, there were two main advantages of our pro- 
posed method: training the correlations between expres- 
sions and neutral provide the flexibility of extending the 
feature sets; using the minimum feature set extracted 
from the facial structure information and the contour 
information explicitly to represent face models. Further- 
more, incorporation of our previous T shape method leads 
to better performance. 

There are two main requirements, however, needed to 
be investigated for improving the recognition rate in the 
future work. One is employing more geometric descrip- 
tors to represent the natural structure of the face model, 
for example area, curvature and weights allocated to de- 
scriptors. By introducing a set of weights to those geo- 
metric descriptors, the framework will be able to ma- 
nipulate the weights and render them reliable for the task. 
The other one is to define the feature set to each particu- 
lar expression in order to obtain the corresponding na- 
tures of each expression. These possible improvements 
are considered as the tasks in the future work for the 
purpose of strengthening the power of the framework. 
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