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Abstract 
We report results from ab-initio, self-consistent density functional theory 
(DFT) calculations of electronic, transport, and related properties of chro-
mium disilicide (CrSi2) in the hexagonal C40 crystal structure. Our computa-
tions utilized the Ceperley and Alder local density approximation (LDA) po-
tential and the linear combination of atomic orbitals (LCAO) formalism. As 
required by the second DFT theorem, our calculations minimized the occu-
pied energies, far beyond the minimization obtained with self-consistency 
iterations with a single basis set. Our calculated, indirect band gap is 0.313 
eV, at room temperature (using experimental lattice constants of a = 4.4276 Ǻ 
and c = 6.368 Ǻ). We discuss the energy bands, total and partial densities of 
states, and electron and hole effective masses. This work was funded in part 
by the US Department of Energy, National Nuclear Security Administration 
(NNSA) (Award No. DE-NA0003679), the National Science Foundation 
(NSF) (Award No. HRD-1503226), LaSPACE, and LONI-SUBR.  
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1. Introduction and Motivation  

Chromium disilicide, CrSi2, belongs to a list of semiconducting metal-silicides. It 
has a C40 hexagonal crystal structure, with a space group of P6222 [1] [2] [3] [4], 
as depicted in Figure 1(b). It is a highly degenerate p-type semiconductor with a 
narrow-forbidden band gap [5] [6]. CrSi2 exists in several compositions [7] [8], 
ranging from 65.7% to 67.7% silicon [9]. The compound has three (3) formula  
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Figure 1. (a) Brillouin Zone for Hexagonal CrSi2 and (b) Primitive unit cell of CrSi2. 
Large spheres represent Cr atom positions while small spheres represent Si atom posi-
tions. 
 
units per hexagonal unit cell [9]. It belongs to a group of semiconducting met-
al-silicides which have gained enormous attention in recent years, due to its 
properties and several areas of important applications. It has been the most stu-
died representative of the metal-silicides since its initial characterization as a 
0.35-eV bandgap semiconductor in the mid-1960’s [10]. Due to the semicon-
ducting nature and thermal stability of CrSi2, it has special applications in op-
toelectronic devices, infrared detectors within silicon-based microelectronics 
components [3] [9] [11] [12]. CrSi2, as a high-temperature compound, has been 
epitaxially grown on Si (111) substrate [1] [4] [13]. The preceding property of 
CrSi2 makes it a potential material in the production of thermoelectric genera-
tors as well as for photovoltaic applications, in the middle of the infrared region 
[14]. As a narrow band gap semiconductor, CrSi2 is a very good candidate in 
micro- and nano-electronics, respectively, and for photo-thermo converters and 
sensors [4] [15]. CrSi2 belongs to a group of refractory silicides with a melting 
point at 1763 K, which makes it a potential candidate for high-temperature ap-
plications. CrSi2 films are widely used in the area of new semiconductor device 
manufacturing due to their excellent electronic properties, high thermal stability, 
smooth surface and remarkable compatibility with the traditional silicon tech-
nique [12]. Krivosheeva et al. [16] reported that one of the most interesting and 
well investigated compounds is chromium disilicide which has the smallest lat-
tice mismatch, as compared to other transition metal silicides [17] [18], with 
mono-crystalline silicon. CrSi2 has a high electrical conductivity and a strong 
oxidation resistance which make it more attractive in microelectronics [12]. 
CrSi2 is a potential candidate for optoelectronic devices, photo-voltaic cells, and 
thermoelectric conversion elements operating at elevated temperatures [1] [17] 
[19] [20] [21] [22]. 

Some experimental data have been reported for hexagonal CrSi2. However, a 
consensus has not been reached, as far as its band gap is concerned; one reason 
for this situation stems from the lack of measured band gap values for bulk 
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CrSi2. Bost et al. [9], in optical studies on well characterized CrSi2 polycrystalline 
thin films, in 1988, obtained experimental results that provide evidence for the 
semiconducting nature of CrSi2. Results from their measurements showed that 
CrSi2 exhibits an indirect band gap of 0.35 eV [9]. Additionally, in a study of 
optical properties of CrSi2, Henrion et al. [23] reported a band gap of 0.50 eV for 
CrSi2 polycrystalline thin films, in 1992. Experimental studies of CrSi2 films syn-
thesized by high current Cr ion implantation resulted in band gap values of 0.7 
eV and 0.84 eV [24] for CrSi2 layers under different experimental conditions. 
Energy band gaps of 0.30 eV [25] to 0.35 eV [26] were obtained for CrSi2 from 
Hall-effect measurements. Nishida [27] measured a band gap of 0.32 eV for 
CrSi2 single crystals grown by using the floating zone melting technique. This 
author did not state whether the measured band gap was direct or indirect. Re-
sults from ellipsometry [28] suggested an indirect band gap of Eg ≤ 0.36 eV for 
CrSi2. All of the experimental band gaps reported so far for CrSi2 are indirect 
except for the work of Nishida and of Galkin et al. [29]. While the former did 
not specify the nature of the gap, the latter found a direct band gap of 0.37 eV, 
for CrSi2 epitaxial films. Clearly, results provided from past experimental works 
are not in total agreement. However, a general consensus points to a band gap in 
the range of 0.27 - 0.8 eV for various films of CrSi2. Table 1 shows experimental 
band gap values reported for CrSi2.  
 
Table 1. Results from Experimental Measurements of the Band Gap of Hexagonal CrSi2. 
Except for the one indicated to be direct, all band gaps below are indirect. These band 
gaps are for films of various thicknesses, except the 0.32 eV band gap value estimated 
from the temperature dependence of resistivity for a single crystal.  

Growth Or Measurement Method Eg (eV) 

Laser-assisted Synthesis of semiconductor chromium disilicide films 0.2a 

Polycrystalline samples grown by amorphous  
thin films of Cr and Si in double electron-gun evaporation system. 

0.27 ± 0.01b 

Hall Effect measurements of Si-doped and Mn-modified CrSi2 crystal 0.30 - 0.35c 

Single crystals of CrSi2 grown using the floating zone melting technique.  
Energy gap estimated from the temperature dependence of resistivity. 

0.32d 

Synchrotron Radiation Photoemission measurement of epitaxial CrSi2  
films prepared on Si (111) substrate at room temperature and 20K 

0.32e 

CrSi2 films prepared by molecular beam epitaxy on  
CrSi2 templates grown on Si (111) Substrate 

0.34f 

Polycrystalline thin films of CrSi2 grown on silicon substrates  
(Samples annealed at 1100˚C) 

0.35g 

Ellipsometry of polycrystalline thin films of CrSi2 ≤0.36h 

Optical absorption measurement of CrSi2 thin films 0.35 - 0.5i 

Transmittance and Reflectance Spectroscopy Study of  
A-type Epitaxial films 100nm thick grown by the Template method 

0.37j direct 

Optical Spectra measurement of CrSi2 polycrystalline thin films 0.50k 

Synthesis of CrSi2 films by high current Cr ion implantation 0.7 and 0.8l 

[a]Ref. [15], [b]Ref. [28], [c]Ref. [25] [26], [d]Ref. [27], [e]Ref. [30], [f]Ref. [31], [g]Ref. [9], [h]Ref. [28], [i]Ref. [23] 
[32], [j]Ref. [29], [k] Ref. [10], [l]Ref. [24]. 
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Several theoretical calculations have been reported for the electronic structure 
of CrSi2. While some of the calculations [31] have argued that CrSi2 is semi-metallic 
in nature, others have predicted semiconductor properties for this material. 
Dasgupta et al. [4] obtained an indirect band gap of 0.35 eV, using the aug-
mented spherical wave (ASW) method [33] [34] and the generalized gradient 
approximation (GGA) potential parameterized by Perdew et al. [35]. However, 
another calculation [20] performed with a similar method led to indirect and di-
rect band gaps of 0.21 eV and 0.39 eV, respectively. Bellani et al. [28] reported a 
theoretical indirect band gap value of 0.38 eV using the linear-muffin-tin-orbital 
(LMTO) method, within the local density approximation (LDA). Two (2) calcu-
lations [19] [36] using the same method, within the local density approximation 
(LDA), obtained indirect band gaps of 0.29 eV and 0.25 eV, respectively. Anoth-
er calculation [37], utilizing the LMTO method within the atomic spheres ap-
proximation (ASW), obtained a gap of 0.38 eV. L. F. Mattheiss [11] [38] re-
ported an indirect band gap of 0.30 eV for bulk CrSi2, using the linear aug-
mented plane wave method (LAPW) and a local density approximation (LDA) 
potential. Mattheiss [39] used a scalar-relativistic version of the linear aug-
mented-plane-wave (LAPW) method and obtained an indirect band gap of 0.30 
eV. In another DFT calculation [16], with the full-potential linearized-augmented- 
plane-wave (FP-LAPW) led to an indirect band gap of 0.30 eV. A DFT approach, 
similar to the preceding, was applied in another calculation to obtain a band gap 
of 0.30 eV [10]. Zhou ShiYun et al. [12] obtained a gap of 0.353 eV in their study 
of optical properties of CrSi2; they employed the plane-wave pseudo-potential me-
thod. Finally, recent DFT calculations performed in 2013 by Bhamu et al. [40] 
produced an indirect band gap of 0.28 eV for CrSi2. The above calculation me-
thods, potentials, and results are listed in Table 2.  

Many of the results obtained from both experimental and theoretical calcula-
tions of CrSi2 have been extensively reviewed in the preceding section. It is clear, 
however, from the contents of Table 1 and Table 2 that these results do not to-
tally agree. While the disagreement can be seen among theoretical results, on the 
one hand, and between experimental results, on the other hand, there exists also 
a disagreement between experimental and theoretical results. This disagreement 
between theoretical results can be partly attributed to differences in computa-
tional methods. These disagreements strongly suggest that the correct band gap 
of bulk CrSi2 is yet to be established unambiguously. This situation is a key mo-
tivation for our work. Also, the many current and potential applications of CrSi2, 
as discussed at the beginning of this section, also motivated this work. These two 
motivations are supported by the fact that our method, to be discussed below, 
has led to the correct band gaps of well over 30 semiconductors. This method 
correctly predicted the band gap and related properties for more than three (3) 
semiconductors. Our aim, therefore, is to obtain accurately, through our 
BZW-EF, ab-initio self-consistent calculations, the true band gap as well as other 
electronic, transport and related properties of CrSi2. Our BZW-EF ab-initio, 
self-consistent method has been successfully applied in several calculations  
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Table 2. Results from previous theoretical calculations of the band gap of hexagonal CrSi2. 
except for the one indicated to be direct, all the gaps in the table are indirect.  

Computational method Potentials Eg (eV) 

Augmented-Spherical-Wave (ASW) LDA 0.21a 

Linear-Muffin-Tin-Orbital (LMTO) LDA 0.25b 

Linear Combination of Atomic Orbitals (LCAO) LDA 0.28c 

Semi-relativistic Linear Muffin-Tin-Orbital LDA 0.29d 

Linear Augmented-Plane-Wave (LAPW) LDA 0.30e 

Scalar Relativistic Linear Augmented-Plane-Wave LDA 0.30f 

Plane-Wave Pseudopotential Theory LDA 0.353g 

Full-Potential-Linearized-Augmented-Plane Wave (FL-APW) LDA 0.35h 

Semi-linear theory of relativity of the linear-muffin-tin-orbital (LMTO) LDA 0.38i 

Linear Muffin Tin Orbital (LMTO) LDA 0.38j 

Linear Augmented Plane Waves (LAPW) GGA 0.30 (direct)k 

Full-Potential-Linearized-Augmented-Plane Wave (FP-LAPW) GGA 0.30l 

Augmented Spherical Wave (ASW) GGA 0.35m 

[a]Ref. [20], [b]Ref. [19], [c]Ref. [40], [d]Ref. [36], [e]Ref. [11] [38], [f]Ref. [39], [g]Ref. [12], [h]Ref. [37], [i]Ref. [28], 
[j]Ref. [28], [k]Ref. [10], [l]Ref. [16], [m]Ref. [4]. 

 
[41]-[52] in the past and has proven to produce accurate properties of semicon-
ductors. Therefore, this work is expected to follow in the same light. 

2. Our Distinctive Method and Computational Details 

Our computational method has been extensively discussed in previous publica-
tions [41]-[49], [53] [54] [55]. Two components of this method are commonly 
utilized in most calculations, i.e., the choice of a density functional potential 
(LDA or GGA) and the linear combination of atomic orbitals (LCAO). Our 
software package actually employs the linear combination of Gaussian orbitals 
(LCGO). We selected the LDA potential of Ceperley and Alder, as parameterized 
by Vosko et al. [56] [57].  

The distinctive feature of our method consists of our utilization of successive, 
self-consistent calculations, with augmented basis sets, in order to minimize the 
energy content of the Hamiltonian. This process ultimately leads to the absolute 
minima of the occupied energies (i.e., the ground state), as required by the 
second theorem of density functional theory. This feature in our calculations is 
known as the Bagayoko, Zhao, and Williams (BZW) method [41] [58]-[63], as 
enhanced by Ekuma and Franklin (BZW-EF) [47] [48] [49] [54]. Unlike the 
BZW method, where orbitals representing unoccupied states are added in the 
order of increasing energies (in atomic or ionic species), the enhanced version 
(BZW-EF) adds, for a given principal quantum number, p, d and f orbitals, 
when applicable, before adding the corresponding s orbital. An orbital is appli-
cable if it is occupied in any of the atomic species in the system. The BZW-EF 
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method reflects the realization [46] that polarization orbitals, for valence elec-
trons, have primacy over the spherically symmetric s orbital [46] [47] [48] [49] 
[53] [55]. We describe below the actual implementation of the method using the 
program package developed at the Ames Laboratory of the US Department of 
Energy (DOE), Ames, Iowa [64] [65]. 

Our calculations for CrSi2 started with a small basis set that was not smaller 
than the minimum basis set. This first self-consistent calculation was followed by 
Calculation II whose basis set was that of Calculation I as augmented with one 
orbital representing an excited state. Every augmentation of the basis set in-
creases the dimension of the Hamiltonian by 2, 6, 10, or 14, depending on the s, 
p, d, or f character of the added orbital, respectively. We compared the self- 
consistent eigenvalues of the two calculations, graphically and numerically. 
Some occupied energies from Calculation II were lower than corresponding ones 
from Calculation I, as expected. After augmenting the basis set of Calculation II, 
Calculation III was performed self-consistently. The comparison of the occupied 
energies of Calculations II and III showed that some occupied energies of Calcu-
lation III were lower than corresponding ones from Calculation II. This process 
continued until three (3) consecutive calculations led to the same occupied ener-
gies, within our computational uncertainty of 5 meV, indicating that the ground 
state was reached. The first of the three (3) consecutive calculations was selected 
as the one providing the DFT description of the material; the basis set of this 
calculation is referred to as the optimal basis set [49]. As shown in the Section on 
results, this calculation was Calculation IV that produced the same occupied 
energies as V and VI. The selection of the optimal basis set in the BZW-EF me-
thod is based on the crucial fact that the charge density from this calculation is 
the same one obtained in the calculations following it. Hence, the Hamiltonian 
for this calculation, in light of the first theorem of DFT, is the same as those cal-
culations following it, even though the Hamiltonian matrices will be different, 
given their different dimensions. Bagayoko [53] explained the reason the calcu-
lation with the optimal basis set is the one providing the DFT description of the 
material. Self-consistent iterations, up to the calculation producing the optimal 
basis set, yield eigenvalues that are due to interactions in the Hamiltonian. Cal-
culations with basis sets larger than the optimal one and that contain the optimal 
one do not change the Hamiltonians or the occupied energies from their respec-
tive values obtained with the optimal basis set. However, these calculations can 
produce unoccupied energies that are lower than their corresponding values ob-
tained with the optimal basis set. Given that the Hamiltonians of these calcula-
tions are the same as that obtained with the optimal basis set, the unoccupied 
energies lowered below their values obtained with the optimal basis no longer 
belong to the spectrum of the Hamiltonian, a unique functional of the charge 
density [53].  

Computational details for this work follow. Chromium disilicide (CrSi2) has a 
hexagonal C40 structure. It is in the space group of P6222 ( )4

6D  [1] [2] [3] [4]. 
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Its primitive cell contains a total of three (3) CrSi2 formula units with individual 
atoms arranged as shown in Figure 1(b). The space group is non-symmorphic,  

containing non-primitive translations (
3
cτ =  and 

2
3
c

) which interchange  

individual CrSi2 layers [11] as in Figure 1(b). Each Cr and Si atom in each of 
hexagonal layers of CrSi2 has six (6) nearest neighbors at d = 2.557 Å. Each Cr 
and Si atom also has four (4) interplanar neighbors which are tetrahedrally 
coordinated. The hexagonal Bravais lattice for the primitive cell of CrSi2 is gen-
erated from the primitive vectors: t1, t2 and t3, each described in Equation (1) as  

( )( )1 2 3
ˆˆ ˆ ˆ3 ,2 ,a i j aj ck= − = =t t t                 (1) 

where a and c are the lattice constants. The internal atom position coordinates 
(ξ, ζ, η) for the primitive unit cell of CrSi2 are in the units of the primitive vectors 
in Equation (1). These position coordinates of Cr and Si, within the hexagonal 
C40 primitive unit cell of CrSi2, are given in Table 3, where x is the Si-atom po-
sition parameter. The position parameter of the Si-atom does not have an exact 
value. However, a value of 1 6x =  [64], corresponding to an ideal geometry 
[11], is normally used. In the ideal geometry, each Cr and Si atom has six nearest 
neighbors (d = 2.55 Å) [11], within each hexagonal CrSi2 layer. 

The standard hexagonal Brillouin zone for CrSi2, as shown in Figure 1(a), was 
generated from the reciprocal-lattice vectors that correspond to Equation (1). 
These reciprocal-lattice vectors are described by Equation (2) as given below. 
 
Table 3. Position coordinates (ξ, ζ, η) of Cr and Si atom within the primitive unit cell of 
hexagonal C40 CrSi2 in units of primitive vectors. 

Atom Site ξ η ζ 

Cr 3d 

1
2

 0 1
2

 

0 1
2

 1
6

 

1
2

 1
2

 1
6

−  

Si 6j 

x 2x 1
2

 

−x −2x 1
2

 

2x x 1
6

 

−2x −x 1
6

 

x −x 1
6

−  

−x x 1
6

−  
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( ) ( )( ) ( )1 2 3
ˆ4π 2π 2πˆ ˆ ˆ3 , 3 3 , ,a i a j kci= = + =b b b       (2) 

where a and c are the lattice constants. 
Our non-relativistic, self-consistent calculations were performed using room 

temperature (293K) experimental lattice constants [4] of a = 4.4284 Å and c = 
6.36805 Å. We first performed ab-initio calculations for the ionic species, Cr2+ 
and Si−, to generate input orbitals for the solid calculation. Our program package 
expanded the radial part of the atomic wave functions in terms of Gaussian 
functions by utilizing a set of even-tempered Gaussian exponents. For Cr2+, our 
computations utilized 18, 18 and 16 even-tempered Gaussian exponents for the 
s, p, and d orbitals, respectively. For Si1−, we utilized 18, 18 and 16 even-tempered 
Gaussian exponents for the s, p, and d orbitals, respectively. Our maximum ex-
ponent for Cr2+ is 1.1 × 105, while the minimum exponent is 0.317. Similarly, our 
maximum exponent for Si− is 9.85 × 105, while the minimum exponent is 0.4045. 
Our computations utilized a mesh of 24 k-points in the irreducible Brillouin 
zone. However, in the band structure calculation, we utilized a total of 141 
weighted k-points while a total of 144 weighted k-points was used in generating 
the energy eigenvalues for the electronic density of states. Self-consistency was 
reached after 60 iterations; then, the difference in potentials from any two con-
secutive calculation was equal to (or less than) 10−5. 

In the next section, we present results from our calculation of the band struc-
ture, density of states (DOS) and partial density of states (pDOS), and hole effec-
tive masses, respectively, using the LDA BZW-EF method. 

3. Results  

We list below, in Table 4, the valence orbitals in the successive calculations de-
scribed above, along with the resulting band gaps. The orbitals in bold are the  
 
Table 4. Successive, self-consistent calculations for CrSi2, along with the valence orbitals 
and the resulting, indirect band gaps. The utilized room temperature lattice constants are 
a = 4.4284 Å and c = 6.36805 Å. Calculation IV, whose number is in bold in the first 
column, provided the DFT description of the material, with the corresponding, calculated, 
indirect band gap of 0.313 eV.  

No 
Chromium (3Cr2+) 
(1s2 2s2 2p6 ~ Core) 

Silicon (6Si1−) 
(1s2 ~ Core) 

No of  
Valence 

Functions 

Indirect Energy 
Gap (eV) 
[L – M] 

I 3s2 3p6 3d4 4p 2s2 2p6 3s2 3p3 168 0.121 

II 3s2 3p6 3d4 4p 2s2 2p6 3s2 3p3 4p 204 0.162 

III 3s2 3p6 3d4 4p 4d 2s2 2p6 3s2 3p3 4p 234 0.295 

IV 3s2 3p6 3d4 4p 4d 4s 2s2 2p6 3s2 3p3 4p 240 0.313 

V 3s2 3p6 3d4 4p 4d 4s 2s2 2p6 3s2 3p3 4p 4s 252 0.314 

VI 3s2 3p6 3d4 4p 4d 4s 5p 2s2 2p6 3s2 3p3 4p 4s 270 0.318 

VII 3s2 3p6 3d4 4p 4d 4s 5p 2s2 2p6 3s2 3p3 4p 4s 5p 306 0.310 
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ones representing excited states. Calculation IV was the first one to produce the 
minima of the occupied energies; the same occupied energies were obtained with 
Calculations V and VI, signifying that these minima are the absolute ones and 
represent the ground state, as opposed to being local minima. Figure 2 shows 
the electronic energy bands for chromium disilicide, along with the bands from 
Calculations IV and V. As explained above, the two calculations result in the 
same occupied energies. 

Figure 2 shows the electronic band structure of CrSi2 as obtained with Calcu-
lation IV. The same figure shows the band structure from Calculation V. As 
stated above, the occupied energies from these calculations are identical. How-
ever, for conduction band energies above 4 eV, the two band structures are dif-
ferent, as explained in the Section on our distinctive, computational method.  

Given the large number of bands immediately below and above the Fermi lev-
el, in Figure 2, a clear appreciation of their features is difficult. The magnified 
bands between −3 eV and +3 eV are shown in Figure 3 that provides a clearer 
view of the features of the DFT band structure in the vicinity of the Fermi level. 
In this figure, the valence band maximum (VBmax) is clearly at the L point, while 
the conduction band minimum (CBmin) is at the M point. The LDA BZW-EF 
calculated indirect band gap, from L to M, is 0.313 eV, while the smallest direct 
band gap, at L, is 0.517 eV. This value is only slightly smaller than the L to H and 
L to K indirect band gaps of 0.533 eV and 0.537 eV, respectively. The values of 
these gaps can be simply read in Table 5.  

Table 5 lists the eigenvalues between −2.748 and +6.094 eV. We expect its 
content to be useful in comparisons of future experimental findings with our 
results. Such findings could include optical transition energies and band widths, 
among others.  
 

 
Figure 2. Graphical comparison of Calculations IV and V. Solid line represents Calcula-
tion IV while dotted lines represent Calculation V. The Fermi energy level is set at the 
zero point as denoted by the dashed line at the top of the valence band. 
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Figure 3. Electronic band structure of CrSi2, as obtained from our ab initio calculations, 
using ours LDA BZW-EF optimal basis set of Calculation IV. 
 
Table 5. Calculated electronic energies (in eV) of CrSi2, between −2.748 and +6.094 eV, at 
the high symmetry points in the Brillouin zone, as obtained from Calculation IV. The 
Fermi energy is set equal to zero. Our calculated indirect band gap is 0.313 eV. 

Γ-point M-point K-point A-point L-point H-point 

3.229 5.197 5.426 4.025 5.625 6.094 

3.149 4.666 5.003 3.908 4.833 4.036 

3.149 4.568 4.985 3.908 4.364 4.036 

2.630 4.470 3.752 3.221 4.270 3.425 

2.472 4.066 3.752 2.698 3.712 3.424 

2.472 3.793 2.819 2.698 2.866 3.339 

2.437 2.477 2.819 2.034 2.821 3.193 

2.437 2.194 2.756 2.034 1.914 1.780 

2.401 2.150 2.096 1.788 1.365 1.780 

2.009 1.411 2.096 1.751 1.090 1.496 

1.766 0.774 0.810 1.751 1.056 1.063 

1.765 0.609 0.810 1.644 0.934 1.063 

1.284 0.313 0.537 1.176 0.517 0.533 

−0.383 −0.251 −0.411 −0.396 0.000 −0.260 

−1.934 −0.563 −0.475 −0.397 −0.663 −0.782 

−2.103 −0.711 −0.475 −1.874 −1.117 −0.782 

−2.103 −1.266 −1.645 −2.155 −1.912 −1.024 

−2.615 −1.339 −1.859 −2.155 −1.921 −1.024 

−2.616 −1.943 −1.859 −2.394 −1.931 −2.481 

−2.748 −2.061 −2.086 −2.557 −2.149 −2.516 
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The total density (DOS) and partial densities (pDOS) of states, shown in 
Figure 4 and Figure 5, respectively, provide further insight on the electronic 
structure. We employed the linear tetrahedron method [66] for the calculations 
of these densities of states, using the energy bands obtained with the optimal ba-
sis set, as shown in Figure 2. The broad peak features of the total density of 
states reflect the presence of three formula units per primitive cell. While both 
Cr and Si contribute to this feature between −5 and +5 eV, Si contributions 
clearly dominate outside this range, as per the partial densities of states. The 
calculated total width of the valence is 14.38 eV. The inset in Figure 4 shows a 
detailed view of the boundaries of the band gap.  

We have calculated the electron effective masses, in the immediate vicinity of 
the minimum of the conduction band, at the M point and the hole effective 
masses, at the maximum of the valence bands, at M. Our calculated electron ef-
fective masses along MΓ, MK, and ML directions are 0.81, 0.77, and 1.38, respec-
tively, in units of free electron mass (m0). The calculated hole effective masses  
 

 
Figure 4. Results from the calculation of the density of states (DOS) for CrSi2, as obtained 
using the bands from Calculation IV. 
 

 
Figure 5. Results from the calculation of partial density of states (pDOS) for CrSi2, as de-
rived from the bands resulting from Calculation IV. 
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along LA, LH, LM, and LΓ axes are 1.3, 1.25, 1.19, and 1.07, respectively, in units 
of free electron mass. The electron and hole effective masses have been pre-
viously calculated by Mattheiss [11] who found that the components of the hole 
effective mass along LA, LH, and LM axes are 1.2 m0, 1.3 m0, 0.9 m0, respectively. 
This author also reported electron effective masses of 0.7 m0, 0.7 m0, and 1.4 m0, 
respectively. While our results for the electron effective masses are only slightly 
larger than or equal to the corresponding findings of Mattheiss, our hole effec-
tive masses, in the LA and LH directions, are much larger than those reported by 
Mattheiss. Our values somewhat are similar to those found by Mattheiss who 
used a completely different method (LAPW). Our calculated values for the effec-
tive masses are substantially smaller than the corresponding, empirical values of 
~3 m0 and ~20 m0 for hole and electron effective masses, respectively, as deter-
mined from an analysis of transport data [25]. Clearly, more experimental mea-
surements of effective masses in CrSi2 are needed.  

4. Discussion 

There is a clear need for additional experimental studies of bulk CrSi2. Indeed, as 
per the content of Table 1, only one (1) of the 11 experimental values for the 
band gap is for bulk CrSi2. The author who reported this value of 3.2 eV did not 
specify whether the gap was direct or indirect. The other results are indirect 
band gaps for films of various thicknesses, fabricated by diverse growth tech-
niques. In light of issues of quality of these films and in particular, the well- 
known quantum confinement effect, which tends to enlarge the gaps of films as 
compared to bulk materials, there is not much merit in comparing the calculated 
values for the bulk to these film gaps. The theoretical band gaps in Table 2 are 
generally around 3.0 or 3.5 eV, except for the lower value of 0.21 eV and the 
negative one of −0.35 eV. Even though most of these theoretical results are not 
too far from the experimental one of 3.2 eV, the fact remains that our finding of 
0.313 eV is the closest to this experimental finding. This agreement is partly ex-
plained in the Section on our method. Indeed, the BZW-EF method strictly ad-
heres to the conditions of validity of a DFT calculation, i.e., keeping the total 
number of particles constant and, verifiably, attaining the absolute minima of 
the occupied energies (the ground state) [53]. The latter condition is imposed by 
the second DFT theorem. As already noted, this condition is generally far from 
being met by results from self-consistent iterations with a single basis. A single 
basis set leads to a stationary solution among an infinite number of them. The 
relatively better agreement between our calculated band gap and the only expe-
rimental one for the bulk stems from the fact that our results possess the full 
physical content of DFT.  

5. Conclusion 

We have reported results for the ground state electronic structure and related 
properties of CrSi2, using the BZW-EF method. Our LDA BZW-EF calculated 

 

DOI: 10.4236/jmp.2018.914158 2468 Journal of Modern Physics 
 

https://doi.org/10.4236/jmp.2018.914158


S. O. Mathias et al. 
 

band gap of 0.313 eV is indirect. Our results for the band gap, total and partial 
densities of states, and the electrons and hole effective masses are expected to be 
confirmed by future experimental studies.  
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