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Abstract 
To follow is the problem on stationary states of an electron in its own gravitational field where the 
boundary conditions earlier described in [1] are made specific. The simplest approximation pro-
vides an assessment of the energy spectrum of stationary states only. Nevertheless, this is enough 
to confirm the existence of such stationary states and to further elaborate a detailed solution of 
the problem on stationary states including determination of all the quantum numbers’ spectra and 
corresponding wave functions. No other matters are discussed here. The case in hand is a purely 
mathematical problem, further physical interpretation of which is of a fundamental value. 
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1. Introduction 
The physical nature o f the p roblem under consideration hereinafter can be b riefly summarized as  follows [1]. 
Generally covariant relativistic form of the equations of Einstein’s t heory o f gravitation, a s we know, has t he 
following form: 

1
2ik ik ik ikR g R g Tχ− − Λ =                                  (1) 

In t hese eq uations χ  is a co nstant t hat r elates t o t he geometrical p roperties o f s pace-time d istribution o f 
physical matter, so that the origin of the equations is not associated with the numerical restriction of the values. 
Only the requirements of compliance with the Newton’s law of universal gravitation leads to numerical values 

40, 8πG cχΛ = = , where G is the Newton’s gravitational constant. Equation with certain constants determined 
in this way is the equations of the Einstein’s theory of general relativity. Equation (1) is a common mathematical 
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form of the gravitational field equations corresponding to the principle of equivalence and the postulate of gen-
eral covariance. The equations o f the form (1) are obtained s imultaneously b y Einstein and independently b y 
Gilbert [2]. At the same time, we refer to A. Salam [3], as he is the one of the first who drew attention to the 
discrepancy between the quantum level of the numerical value and the Newtonian gravitational constant. It is he 
who proposed the concept of “strong” gravity, which was based on the assumption of the existence of f-mesons 
of s pin-2 generating S U ( 3) m ultiplet ( described by  P auli-Fierz eq uation). I t is shown th at t he p ossibility o f 
another link constant along with the Newtonian is not inconsistent with the observed effects [3]. This approach 
was not further developed due to a n umber of reasons. It is clear now that the numerical value of the “strong” 
gravity constant should be used in Equation (1) with 0Λ ≠ . By the way, when 0Λ ≠  there are stationary solu-
tions of general Einstein’s equations as it was stated by Einstein himself, but after the discovery of non-sta- tio-
nary solutions with 0Λ =  by A. Friedman [4], finally the general theory of relativity was formed as it i s now 
known. The decisive argument in general relativity for equating Λ -member to zero is the need to correct limit-
ing transition to Newton’s theory of gravitation. 

2. Mathematical Model 
Starting from the 70 s it became evident [3] that in the quantum domain numerical value of G is not compatible 
with the principles of quantum mechanics. A number of studies [3] have shown that in the quantum domain ac-
ceptable is constant K, wherein 4010K G≈ . This marked the problem of generalization of the relativistic equa-
tions for the quantum level: this generalization should join the numerical values of the constants in quantum and 
classical fields. 

In the development of these results as an approximation to the micro level of the field equations of Einstein, a 
model based on the following assumptions is proposed: 

The gravitational field in the region of localization of elementary particles with mass m0 is characterized by 
the values of the gravitational constant K and constant Λ, which lead to the stationary states of a particle in its 
own gravitational field, and stationary states of the particles themselves are the source of the gravitational field 
with the Newtonian gravitational constant G. 

The complexity of solving this problem forced to turn to the simplest approximation, namely the calculation 
of the energy spectrum only in the approximation of the fine structure due to relativism 

The problem on the stationary states of an elementary source in its own gravitational field is reduced to the 
solution of the e igenvalue problem n nK E c=   and eigenfunctions of the radial wave function f (describing 
the states with definite energy E and orbital moment l: indices El are omitted) of boundary value problem: 

( )2 2
0 2

12 e e 0
2 n

l l
f f K K f

r r
λ νν λ − + ′ ′− ′′ ′+ + + − − =  

   
                     (2) 

( )1 0f −Λ =  Left bo und                                                                (3) 

( ) 0nf r =  Right boun d                                                                  (4) 

1

2 2d 1
nr

f r r
−Λ

=∫  Normalization r equirement                                                  (5) 

Equation (2) is complemented by the equations: 

( ) ( )2 2 2 2
02 2 2

11 1e 2 1 e en
l l

l f K K f
rr r r

λ λ λλ β− − − + ′    ′− − + + Λ = + + + +   
     

             (6) 

( ) ( )2 2 2 2
02 2 2

11 1e 2 1 e en
l l

l f K K f
rr r r

λ ν λν β− − + ′    ′− + + + Λ = + − + −   
     

              (7) 

With boundary conditions 

( )1R −Λ = Λ                                       (8) 
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( ) ( ) ( )2
2

1 1 1 1 e 0
2 4

nr rr r
λνν ν ν λ

=

′  ′′ ′ ′ ′− + − + + + + =  
  

                     (9) 

Scalar curvature R in the condition (8) is given by the same expression that is written in the left side of the 
condition (9).  

Equations (2) and (6)-(7) follow from Equations (10)-(11) 

2
0 0g g K

x x x
µν µν α

µν
µ ν α

 ∂ ∂ ∂ − + Γ − Ψ = ∂ ∂ ∂  
                         (10) 

( )1
2

R g R T gµν µν µν µνκ µ− = − −                              (11) 

after the substitution o f Ψ  in t he fo rm o f ( ) ( ), expEl lm
iEtf r Y θ ϕ − Ψ =  

 

 into them a nd specific computa-  

tions in the central-symmetry field metric with the interval defined by the expression [5] 

( )2 2 2 2 2 2 2 2d e d d sin d e dS c t r rν λθ θ ϕ= − + −                       (12) 

Above indicated: Elf  is radial wave function describing the state with a definite energy E and the orbital 
angular m omentum l (hereinafter i ndexes El are o mitted), ( ),lmY θ ϕ are s pherical f unctions, n nK E c=  , 

0 0K cm=  , ( ) ( )04π mβ κ=  .,
48 K cκ π= . 

Right-hand sides of Equations (6)-(7) are calculated from the general expression for the energy-momentum 
tensor of a complex scalar field: 

( ), 2
, , , , , 0T K gµ

µν µ ν ν µ µ µν
+ + + += Ψ Ψ +Ψ Ψ − Ψ Ψ − Ψ Ψ                       (13) 

The respective components Tµν are ob tained summing by index m using specific identities for the spherical  

functions [6] after the substitution in (13) ( ) ( ), explm
iEtf r Y θ ϕ − Ψ =  

 

. 

3. Energy Spectrum 
In the simplest (in terms of initial mathematical evaluations) approximation, the problem for stationary states in 
its g ravitational field (with t he c onstants K and Λ ) was s olved i n [7]. F rom t he s olution of  this pr oblem it 
should be: 

1) If the numerical values of K ≈ 5.1 × 1031 N∙m2∙kg−2 and Λ = 4.4 × 1029 m−2, there is a spectrum of statio-
nary states of the electron in its own gravitational field (0.511 MeV ∙∙∙ 0.681 MeV). The main state is the ob-
served electron rest energy 0.511 MeV. This numerical value of Λ has important physical meaning: an introduc-
tion to the Lagrangian density permanent member, not dependent on the state of the field. This implies the exis-
tence of irremovable space-time curvature, not affiliated with any matter, nor with the gravitational field. 

2) These steady states are the sources of the gravitational field with constant G. 
3) Transitions between the stationary states of the electron in its own gravitational field lead to gravitational 

radiation, which is characterized by a constant K that gravitational radiation is the emission of the same level as 
electromagnetic (electric charge e, gravitational charge ) m K . In this regard, it makes no sense to say that the 
gravitational effects in the quantum region are characterized by the constant G. This constant applies only to the 
macroscopic field and it cannot be transferred to the quantum level (which, by the way, we remind, show nega-
tive results for the detection of gravitational waves with the constant G, and they cannot be). It is considered that 
according to General Relativity (GR), gravitational radiation can generate only system with variable quadrupole 
or higher multipole moments. Under this assumption, the corresponding power of gravitational radiation is de-
termined by the relationship: 

3 3

5 3 3

d1 d ,
5 d d

ij
ijQG QL

c t t
=  
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where Qij is a quadrupole moment tensor of the mass distribution of the radiating system, and the constant in this 
relationship defines the or der of magnitude of t he radiation power. W rongfulness of  this formula, a s follows 
from the above, is not to use the quadrupole approximation, but in the scheme calculation. The presence of sta-
tionary states in the own gravitational field allows the correct calculation of gravitational radiation in the strict 
quantum approach based on the spectrum of tr ansitions to  s tationary states a lready with constant K. I t is  per-
missible to use not only quadrupole, but a lso dipole quantum approach, which is quite obvious. Gravitational 
waves with the constant G do not exist. That is evidenced by the negative results of the detection of gravitational 
waves, based on the assumption of a completely illegitimate assumption of gravitational wave generation by any 
mass distribution with variable multipole (starting with quadrupole) moments. 

4) The presence of the stationary states of the electron in its own gravitational field is in full compliance with 
the special theory of relativity. According to STR, relativistic relation between energy and momentum is broken, 
if we assume that the total energy of the electron is determined only by the Lorentz electromagnetic energy [8].  

This means that the total energy of an electron at rest is 4/3 of its Lorentz electromagnetic energy. That cor-
responds to the numerical data on the spectrum of stationary states of the electron in its own gravitational field. 
In the Standard Model the relativistic relation between the energy and momentum of the electron is broken, as it 
is assumed that the total energy of the electron is determined only by the Lorentz electromagnetic energy. This 
follows from the fact that the gravitational interaction at the quantum level in the Standard Model is not consi-
dered. 

It should immediately be noted that the numerical evaluation of the spectrum is approximate. The greatest 
uncertainty is the estimation of the numerical value of the first steady state, as more and more accurate as you 
approach 171 keVE∞ = . 

5) Estimate of the numerical value of K can be obtained with the help of Kerr-Newman metric using the fol-
lowing formula: 

( ) ( )
2

2 2 2 2 4
;rK

mcr L L mc m rc e r c
=

− −
                         (14) 

where r, m, e, L, c are the classical electron radius, mass, charge, orbital angular momentum, the speed of light, 
correspondingly. The numerical value of the orbital angular momentum was taken equal to the spin of the elec-
tron. 

Thus, we can assume that the physical nature of spin is possible that this value is the orbital angular momen-
tum of the particles in their own gravitational field. This gives ground to consider that the use of Klein-Gordon 
equation is not so easy. 

The distance at which the gravitational field with the constant К is localized is less than the Compton wave-
length, and for the electron, for example, this value is of the order of its classical radius. At distances larger than 
this one, the gravitational field is characterized by the constant G, i.e., correct transition to Classical GR holds. 
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Abstract 
Problem-Energy conversion processes in optical phenomena are incompletely explained by wave 
theory or quantum mechanics. There is a need for ontologically rich explanations at the level of 
individual particles. Purpose: This paper reports on the application of a non-local hidden-variable 
solution called the Cordus theory to this problem. The method is directed to the systematic devel-
opment of a conceptual framework of proposed causal mechanisms. Findings: It has long been 
known that the bonding commitments of the electron affect its energy behaviour but the mecha-
nisms for this have been elusive. We show how the degree of bonding constraint on the electron 
determines how it processes excess energy. A key concept is that the span and frequency of the 
electron are inversely proportional. This explains why energy changes cause positional distress 
for the electron. Natural explanations are given for multiple emission phenomena: Absorbance; 
Saturation; Beer-Lambert law; Colour; Quantum energy states; Directional emission; Photoelectric 
effect; Emission of polarised photons from crystals; Refraction effects; Reflection; Transparency; 
Birefringence; Cherenkov radiation; Bremsstrahlung and Synchrotron radiation; Phase change at 
reflection; Force impulse at reflection and radiation pressure; Simulated emission (Laser). Origi-
nality: The paper elucidates a mechanism for how the electron responds to combinations of 
bonding constraint and pumped energy. The crucial insight is that the electron size and position(s) 
are coupled attributes of its frequency and energy, where the coupling is achieved via physical 
substructures. The theory is able to provide a logically coherent explanation for a wide variety of 
energy conversion phenomena. 
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1. Introduction 
Many optical phenomena have ontologically poor explanations a t t he l evel o f individual photon particles, d e-
spite satisfactory mathematical representations. Examples are the processes of photon emission, photon absorp-
tion, phase change at reflection, and laser emissions. These are adequately described by the classical electro-
magnetic wave theory of light, but that applies to waves and is difficult to extend to individual particles. Quan-
tum theory b etter r epresents the behaviour of individual particles, but its ontological power of explanation is 
weak, i.e. it can quantify many phenomena but its explanations are difficult to ground in physical realism. This 
paper reports on the application of a non-local hidden-variable (NLHV) solution called the Cordus theory to ex-
plain several optical phenomena involving energy conversion. 

1.1. Need for Richer Explanations 
Quantum Mechanics (QM) i s built on the premise that particles comprise zero-dimensional (0D) points. This 
assumption results in a mathematically tractable representation of the photon, but has the detriment that key em-
pirically observable variables, such as spin and polarisation, are denied a physical basis. They are instead treated 
as merely intrinsic variables, and this causes incongruence relative to physical realism. QM is able to show via 
Feynman diagrams that photon processes occur, and is able to quantify the output channels, but is unable to ex-
plain how input particles are transformed into the outputs. QM is unable to explain in an ontologically sufficient 
manner how the 0D point of the photon is absorbed into the 0D point of the electron, or how a 0D photon sepa-
rates into an electron and antielectron (pair production), or how matter and antimatter annihilate back to photons. 
The latter two processes represent mass-energy equivalence, and thus even this foundational principle lacks an 
ontologically satisfactory explanation. Some interpretations of QM, such as the Copenhagen, do not see this as a 
problem, s ince the quantitative formulation o f QM is adequate for most p ractical purposes. In co ntrast o thers 
expect to see fundamental physics grounded on physical realism. Thus the unnaturalness of QM’s explanations 
is, from this perspective, an artefact of its 0D premise.  

1.2. Hidden-Variable Solutions 
Since the 0D point premise is at the root of this problem it follows that theories of physics that describe the in-
ternal structure of photons and matter may have a better chance of providing explanations. These are the hidden- 
variable designs. There was a t ime in the early development of quantum theory when these were believed to be 
the way forward, at least for explaining entanglement [1], but subsequent work in the form of the Bell-type ine-
qualities [2]-[4] invalidated all local hidden-variable designs and some classes of non-local designs too. How-
ever, non-local hidden-variable (NLHV) designs have not been totally eliminated: th is is  not contentious. The 
greater problem has been the scarcity of candidate solutions to evaluate. The first theory of substance was the de 
Broglie-Bohn pilot-wave theory [5] [6], but this has progressed only slowly. A subsequent development was the 
Cordus theory which proposed that particles had a specific internal structure comprising two reactive ends, con-
nected but some distance apart [7]. This s tructure explains wave-particle duality in the double-slit device, and 
provides a quantitative derivation of optical laws for reflection, refraction, and Brewster’s angle [7]. Other ap-
plications of the theory include photon emission from the electron [8], pair production [9], and asymmetrical 
genesis [10].  

Thus the NLHV sector is able to qualitatively and quantitatively explain several energy phenomena. This is a 
promising start, but there is a need to explain other energy phenomena too. The area under examination in the 
present paper is the need to explain one category of energy conversion effects, namely the interaction between 
photons and matter.  

2. Methodology 
The purpose of this paper is to develop a conceptual theory for photon emission and absorption, using the Cor-
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dus theory. 
The methodology used i s logical inference in a  gedanken ( thought) experiment. This method starts with an 

initial set of lemmas, which a re the principles of physics accepted at  the outset. These could be based on any 
theory of physics such as thermodynamics, quantum mechanics, M/string theory, NLHV theory, etc. The start-
ing theory here was the Cordus theory. The next stage in the methodology is to determine the logical conse-
quences if those lemmas were true. The result of this is an extension to the theory, sometimes with the addition 
of new lemmas. The logical extension continues until explanations are available for existing physical phenom-
ena, which allow a checking and validation of the theory.  

This means that the method is potentially able to predicting the underlying mechanisms of physical causality 
for phenomena no t o riginally encompassed b y the founding lemmas. I t a lso has the potential, shown here, of  
providing entirely new and original explanations for existing physical phenomena, i.e. provides a n ew concep-
tual framework. This is a particularly useful feature of the methodology, especially when prospecting for access 
ways into possible new physics. The progressive nature of this process of theory development results in a theory 
with high internal consistency or congruence, and this i s an a ttractive feature o f the method. However the r e-
sulting theory tends to be qualitative if the starting premises are qualitative, and hence it is not always practica-
ble to construct quantitative formalisms this way, which is sometimes a disadvantage. In the present case we are 
primarily interested in providing ontologically r ich explanations for a  variety of phenomena, and the lack of a  
formalism is not an issue.  

The approach applies this systematic methodology to the existing Cordus theory to infer the photon mechan-
ics within this framework. Prior work [8] has proposed the mechanics whereby an electron emits a photon. The 
present work extracts the underlying assumptions, and then infers a p roposed physical causality. These princi-
ples are then applied to explain other optical phenomena. As will be shown, the theory is able to provide a logi-
cally coherent explanation for a wide variety of optical energy conversion phenomena.  

The method is directed to the systematic development of a conceptual framework of proposed causal mecha-
nisms. It is an abstract method and results in a co nceptual formulation of the system, as opposed to the mathe-
matical formalism or quantitative models of other methods. The proposed physical causality is represented using 
integration definition zero (IDEF0) systems engineering flowchart notation [11].  

3. Results  
3.1. Relevant Principles of the Cordus Theory 
3.1.1. Structure of the Cordus Particule 
The Cordus theory proposes that a particle consist not of a 0D point but rather two reactive ends that are some 
distance ap art a nd co nnected b y a f ibril. T he en ds ar e en ergised i n t urn at  the d e B roglie frequency, d uring 
which time they emit discrete forces in three orthogonal directions [7]. These discrete forces are connected in a 
flux tube and the inward/outward direction of propagation determines the charge, and the handedness of the en-
ergisation sequence determines the matter-antimatter attribute [12]. The Cordus literature calls this a particule to 
differentiate it f rom the 0D point construct of QM. The photon structure is shown in Figure 1, and the electron 
in Figure 2. 

The internal structures of the proton [15], neutron [16], and neutrino-species [17] have l ikewise been deter-
mined for this theory. Further details may be found in the references. 

Importantly, the Cordus theory requires that the span of the matter particules be inversely proportional to the 
frequency. Thus the span of the electron becomes smaller as its frequency (hence also energy) increases. This is 
important in what follows regarding emission and absorption.  

3.1.2. Remanufacture of Particule Identities at Photon Emission  
Previous work i n the Cordus theory [8] has p roposed a  physical p rocess whereby an el ectron emits a p hoton. 
This is given as set of geometric transformations of structure, hence the explanation is based on physical realism. 
The theory also explains why it should be that the bonds imposed on an electron would constrain the energy of 
the photon it emitted. The work proposed that emission was an escapement mechanism “whereby matter parti-
cles that are over-prescribed in position can get rid of that energy” by emitting a photon. Hence the underlying 
causes of emission are proposed to be constraints on geometric position of reactive ends. The process is summa-
rised as follows, see also Figure 3. 
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Figure 1. Cordus theory for the internal structure of the photon, and its discrete 
field arrangements. The photon is proposed to have a pump that shuttles energy 
outwards into the fabric. Then at the next frequency cycle i t draws the energy 
out of that field, instantaneously transmits it across the fibril, and expels it at the 
opposite reactive end. From [13] reproduced under CC-BY-4.0.                                                                         

 
1) An energetic electron, one that has absorbed energy via a prior process, requires higher frequency and also 

shorter span. However the change in frequency and span are resisted by bonding commitments with other par-
ticules. These commitments fix the frequency (for synchronous emission of discrete forces) and co-location of 
reactive ends. This is a consequence of the synchronous interaction (strong force) [15] [18]. 

2) If the electron is unable, due to its bond commitments to change frequency and span, then it needs to dis-
card its excess energy. One of those routes is photon emission, which discards the energy into the fabric. The 
fabric i s the surrounding skein o f d iscrete forces emitted by al l the o ther particules in the accessible universe 
[19]. The electron does this by creating an independent pair of discrete forces, one at each reactive end. These 
are created s imultaneously a t both ends-this i s achieved by t he s uperluminal communication across t he fibril. 
For charge conservation, one of the new reactive ends has a negative charge (outward direction of discrete force) 
and the other a positive charge (inward direction). The new photon discrete forces are in the [r] directions, since 
that is the dimension in which the positional constraint exists, i.e. in the span direction. 
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Figure 2. The representation of the electron’s internal and external structures. It 
is p roposed t hat the particle has t hree orthogonal d iscrete f orces, en ergised i n 
turn at each reactive end. Image source [14] reproduced under CC-BY-4.0.                                                                         

 
3) The new discrete forces are accompanied by new reactive ends which are the termination points. These 

emerge from the electron structures and are briefly co-incident with them. In this theory particule identity is de-
termined by the discrete force structure [17], and this type of structure with one discrete force at each reactive 
end, and a directional flow of energy (in at one reactive end, out at the other) defines the photon. The photon ba-
sically polarised the fabric to store energy, but the storage is dynamic. This external polarisation then reverses, 
causing t he d irections o f the d iscrete forces to al so r everse, h ence t he o scillating n ature o f t he p hoton. T he 
greater the energy to be stored in volumetric strain, the quicker the renewal, hence proportionately higher fre-
quency o f the fibril: th is is  consistent with the observation that higher energy is l inearly related to higher fre-
quency via the de Broglie relation.  

4) The photon moves away from the assembly. The theory predicts that the motion is perpendicular to the [r] 
axis of the common assembly. The need for movement of the photon arises to compensate for the photon only 
having discrete forces in the [r] direction. A similar mechanism also explains the motility of the neutrino species 
[17]. The span of the photon is initially that of the electron that released it, but is predicted to be flexible, such  
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Figure 3. Proposed process of  p hoton e mission f rom a n e lectron. Shown he re i s onl y one  s tage i n t he l arger 
process, where the photon s tructures ( reactive ends and discrete forces) s tart to emerge from the electron s truc-
tures. It is proposed that the photon is emitted because the bonding constraints on the electron cause the locations 
of i ts r eactive en ds t o b e f ixed at  a g reater s pan t han i s co ngruent w ith t he el ectron’s i nternal energy. I mage 
adapted from [8].                                                                                                                                                 

 
that it follows the paths presented to it by the fabric (e.g. wave guides). 

The significance of this finding is that it e xplains why nature of the chemical bonding of the electron in the 
substrate a ffects optical phenomena (reflection, transmission), and l aser f requency among o ther effect. T hese 
“bonding constraints affect geometric span of the particule, which affects frequency [and] this constrains the en-
ergy that the electron can contain, and explains why the emitted photon has a specific quantum of energy” [8] (p. 
14). That pr ior w ork c ontained a  s et of d iagrams s howing h ow t he f ield s tructure o f th e p hoton p articule 
emerged from the electron. The Cordus theory has elsewhere shown how particule identities arise from the dis-
crete field structures, and how changes to these structures result in new particule identities. This has been ap-
plied to explain the decay processes [16] [17] [20], annihilation [12] [21], pair production [9], and the genesis 
production sequence that culminated in asymmetrical baryogenesis [10]. 

These papers established the principles whereby discrete field structures may be remanufactured and change 
the particule identities. T here are a n umber o f conservation p rinciples involved, and at  the detailed level i t i s 
necessary to keep track of the number and types o f d iscrete fields. The present paper takes a  higher level ap-
proach by examining the processes as a whole rather than the detailed transformations.  

3.2. A System Model for Optical Energy Conversion 
We start with what is already known about the reasons for photon emission. The basic process is that external 
energy is pushed into the electron as explained in [8]. The electron then responds in one of several ways to that 
energy. One of those ways is photon emission. Note that the situation under examination is electron-photon in-
teractions, but the principles are expected to be applicable to photon interactions with other particules. This sec-
tion proposes the situational constraints that cause those responses, with a particular focus on the causal pathway 
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for the photon only having discrete forces in 
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initially that of the electron that released it, 
but is predicted to be flexible. 
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for photon emission.  

3.2.1. Energy Mechanics inside the Particule 
It is proposed that, under this NLHV theory, the energy mechanics adhere to the following principles, see Fig-
ure 4. The numbers in the following text correspond to functional blocks in the diagram. We start with a ca se 
where external energy is pushed into the particule (1). The next effect is a conflict within the particule between 
its energy and its constraints (2) (elaborated below). This results in the particule responding to the excess inter-
nal energy (3). Several outcomes are possible (elaborated below), one set of which lead to the electron emitting 
a photon (3). The process is described for the electron case, but the principles apply to any photon emission. The 
emission process itself has been described in detail elsewhere [8]. 

3.2.2. External Energy Pushed into Particule  
The external energy may arise from a number of sources. These include: Movement (frequency, phase, or loca-
tion) of the host atom or neighbouring electron/atom; Absorption of an incident photon; Interaction with fields 
and fabric discrete forces including electro-magneto-gravitational forces of remote particules, and the accelera-
tion of the particule itself; Disturbance from a transient in the fabric, i.e. a localised dynamic increase in density 
of discrete forces such as an energetic photon that passes nearby; Energy transferred from other atoms (phonons),  
 

 
Figure 4. The proposed energy mechanics occurring inside the particule.                                                                         
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electrons, or passing photons. Each of these categories accommodates several effects. For example, the laser is 
proposed to be a (1b) or (1c) pumping effect, followed by a (1d) stimulation effect. 

In the Cordus theory all energy transfers occur exclusively through the discrete force (field) system, and more 
specifically the constraints that external d iscrete forces impose on the position, and emissions of the recipient 
reactive end. 

3.2.3. Conflict between Energy and Constraints 
The next step is to explain how and why the electron is geometrically constrained at its reactive ends, see Figure 
5. The primary components of the constraint model are that the electron has two reactive ends (1), of which one 
is typically bonded to a nucleus (2), and the other is bonded to the electron in another atom or is a free valence  
 

 
Figure 5. The particule has conflicting internal and external constraints. This diagram represents several of the underlying 
principles of the Cordus theory (see text for elaboration) that give rise to these constraints.                                                                         
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end (3). Thus the span of the electron is geometrically constrained (4). Consequently, according to the Cordus 
theory, the frequency of the electron is also constrained by its bonding arrangements (5), and therefore its energy 
too (6). These constraints depend on the strength of the bonding obligations. Thus the particule has conflicting 
internal and external constraints (8). 

3.2.4. Particule Responds to Excess Internal Energy  
The particule responds to excess internal energy in several ways. The outcome depends on the strength of the 
constraints and the size of the excess energy, and these conflict with each other. We propose a categorisation of 
responses b ased o n t he co nstraints: unconstrained el ectrons; co nstrained el ectrons; an d s ituations where t he 
electron breaks the constraints.  

1) Unconstrained electron 
The first category of events is where the situation involves a free electron, e.g. in an electron gas. In this case 

the electron is free to change i ts frequency and span to suit i ts s ituation. For example, i f the electron receives 
energy, then i t can increase i ts frequency and reduce its span, hence the two reactive ends will become closer 
together. Since the reactive ends have no bonding commitments, this is not problematic. Consequently the sys-
tem responses are (3a) Increased frequency (voltage) of the free electron, or (3b) Displacement or increased ki-
netic energy (speed) of the free electron. 

2) Constrained electron 
In the situation where the electron has bonds with other particules then the situation is more complex. This is 

because the nature of bonding, according to the Cordus theory, is that bonded particules co-locate one reactive 
end from each particule, and then synchronise their emission of discrete forces. Hence the bonding occurs via 
synchronisation of emissions rather than charge per se, and this “synchronous interaction” [15] is proposed as 
the explanation for the strong nuclear force. This novel reconceptualisation of the strong force also yields an ex-
planation of nuclear structures [18] [22]. 

The complexity arises because frequency and span are coupled variables in this theory. Thus the electron that 
gains e nergy needs t o i ncrease i ts f requency, b ut must al so d ecrease i ts span. T his has t wo p roblems for a 
bonded electron. First, the change in frequency perturbs the frequency synchronisation with the other particule. 
If the electron is to be allowed to increase its frequency, then the chain of other particules to which it is bonded 
will also have to increase theirs. Second, the spatial location of the electron’s reactive ends needs to change to 
accommodate t he s hortened span, b ut t he as sembly of o ther p articules r esists t his. T he a ssembly, e .g. o f t he 
atom, is an extensive polymer of Cordus particules each of which is rod-like, so the assembly has physical vol-
ume and high stiffness. These two constraints on the particule, frequency and span, are coupled. The electron in 
the atom is bonded into an extensive assembly of other particules, all of which are bonded by one synchronous 
interaction (with harmonics). That atom has similar though more remote bonds with other atoms. Consequently 
the energetic el ectron has d ifficulty changing the frequency o f t hat whole assembly t o accommodate i ts o wn 
frequency needs. The assembly imposes a frequency on the electron, and while the electron stays in the assem-
bly it must energise at that frequency, because bonding occurs via synchronicity. This imposed frequency is a  
constraint on the electron, and if this constraint prevails then the electron stays in the assembly but disperses its 
surplus energy into the assembly via phonons and heat.  

Hence the second category of response is where the electron is bonded (is not free) but the synchronicity con-
straints of the bonds prevail. In which case the electron’s options are: (3c) Transfer energy through bonds into 
other atoms (phonons), electrons, or  passing photons; or (3d) Electron emits photon: d ispenses with sufficient 
energy to access the next available energy level. The 3d outcome leads to photon emission, whereas the other 
routes do not. Multiple routes 3a-f may apply sequentially, so photons may be emitted in later processes. 

3) Electron energy prevails 
Alternatively a sufficiently energetic electron may disregard the bonding constraints, and change its frequency 

and span. In doing so it disqualifies itself for ongoing membership of the larger assembly of particules (e.g. atom, 
molecule) because it has desynchronised itself. The process of desynchronisation exposes both subcomponents, 
the electron and the rest of the atom, to the repulsive effect of each others’ discrete forces, i.e. both the attractive 
and repulsive characteristics of the strong force are due to synchronicity effects. As the electron is the l ighter 
subcomponent, it tends to be forcefully ejected. Hence the third category of responses is for the electron energy 
to prevail over the bond constraints, and this results in: (3e) electron breaks its bonds with the atom, resulting in 
electron emission, ionisation, and the photoelectric effect; and/or (3f) High escape velocity of the electron, from 
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the high expulsion forces due to desynchronisation of the strong force. 
Note that although the presentation has been in terms of an electron, the principles apply to any massy par-

ticule or assembly thereof. 
To help make sense of the various ways the electron responds to excess energy, we represent the relationship 

as two independent variables: the degree of constraint on the electron vs. the extent of the excess energy in the 
electron. Thus external vs. internal variables, see Figure 6. 

The el ectron responses 3 a-f are located o n the f igure, and p roposed to b e limited t o c ertain r egions. Thus 
ionisation (3e) requires that the electron receive greater energy than the constraints (bonding energy). On the 
other side, if the electron’s excess energy is much less than the constraints, then it disperses the energy into the 
atoms to which it is connected (3c).  

Both scales of this diagram are energy units, but the present purpose is not so much to quantify the relation-
ships as understand the causality. In that regard, it is useful to categorise the response surface into three regions.  
• The region above the d iagonal contains electron mobility responses, i.e. t he e lectron does the moving. By 

implication h igher escape velocities at  (3f) require stronger mismatch between the constraints a nd t he e n-
ergy.  

• The region below the d iagonal i s an  internal thermal response, i.e. the electron d ischarges the energy into 
neighbouring atoms, hence heat.  

• The diagonal itself corresponds to photon emission responses, i.e. the electron emits a photon. Thus emission 
is widely available across a range of bonding situations and input energies. This also explains the very wide 
range of frequencies that an emitted photon can take. The details of the photo emission process i tself, and 
how the photon structures emerge from those of the electron, are already described [8].  

 

 
Figure 6. Representation of the proposed relationships showing how the electron responds to combinations of bonding con-
straint and pumped energy.                                                                                               
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Key to this theory is the concept that the span and frequency (hence energy) of the electron are inversely pro-
portional. T his e xplains why energy c hanges c ause geometric s patial d istress for the e lectron. This m akes it 
much easier to explain how bonding affects the behaviour of photons. By comparison the concept of frequency 
is merely abstract in the conventional QM photon emission model that assumes 0D points, and there is no con-
cept of span, nor any dependency between frequency and span.  

Summarising this part: 
1) The photon emission/absorption processes have been identified for the Cordus theory, based on behaviours 

of the discrete field elements and internal structures. 
2) The functional implications of this have been identified. The two main variables are identified as bonding 

and input energy.  
3) A conceptual theory has been created for how those variables interact to determine what the electron does 

with its excess energy.  
Therefore the first output of the present work is a process model for the energy mechanics within the electron. 

This is valuable, despite being qualitative, as it provides a means to represent the causality under various con-
tingencies, i.e. it shows how various factors cause the different energy conversion outcomes to arise. The next 
section applies this theory to explain a number of optical energy related phenomena. 

3.3. Application to a Variety of Phenomena 
This theory is now applied to a variety of known photon emission phenomena. The objective is to check the in-
ternal construct validity of the theory by seeing whether it  gives logically consistent explanations for these di-
verse phenomena. The focus is primarily on photon emission and absorption phenomena. 

3.3.1. Absorbance 
High-energy photons like X-rays tend not to be absorbed by materials but instead pass through. If they are ab-
sorbed, they tend to break chemical bonds and release electrons. Our explanation is that these photons have too 
high a f requency to readily engage with the electron, and therefore the necessary match cannot be achieved for 
absorption. When it does, the energy absorbed by the electron forces it to adopt a shorter span (hence also higher 
frequency) and this severs its bonds with the atom. Thus the positional constraint to energise at a shorter span is 
stronger than the constraint to bond at a certain location. Hence the electron breaks free from its bond, and ioni-
sation occurs in this situation (8e response).  

3.3.2. Saturation 
Absorption can be saturated by the intensity of light. The usual explanation is that electrons are so excited that 
they cannot absorb further energy or emit photons fast enough. Our explanation is that saturation occurs because 
the electron, having absorbed one photon, is attempting to move to a shorter span (also higher frequency). To the 
extent to which it achieves this, it becomes less receptive to absorbing further photons of the original frequency. 
So the electron does not absorb electrons indefinitely, hence saturation. This also means that the energy is not 
cumulative: the energy of many low frequency photons cannot be concentrated within the electron all at one 
time. I f the electron is to be stripped away (ionisation), it  requires one photon of sufficient energy rather than 
many of lesser energy. This also applies to the photo-electric effect (see below). 

3.3.3. Beer-Lambert Law 
Absorbance of light into a material does not happen entirely at the surface layer but progressively into the mate-
rial. The transmissivity is T = exp(-α’s) where α’ is the absorption coefficient and s is the distance into the mate-
rial (Beer-Lambert law). Our explanation is that 1) only a certain proportion of electrons have their fibril orien-
tation (spin) suitably a ligned to engage with the incoming photon s tream, and 2) those e lectrons that have a l-
ready absorbed a photon are in a h igher energy state and prefer to re-emit the energy than absorb more. There-
fore some photons get deeper into the material before meeting an appropriate electron. The transmissivity is ex-
pressed in terms of an inverse exponential of distance travelled, which is consistent with the idea that a constant 
proportion of the incoming photons are absorbed at any one layer of electrons into the substrate. The absorption 
coefficient may thus be given a p hysical i nterpretation as  r epresenting the density o f suitable electrons in the 
substrate.  
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3.3.4. Colour of Materials 
Materials may selectively absorb light of certain frequencies, and transmit other frequencies. Our explanation is 
that ab sorption r equires co mpatible f requencies b etween t he i ncoming p hoton a nd t he el ectron. I n t urn, f re-
quency is linked to electron span, and span to the bonding commitments of the electron. Thus chemical compo-
sition and bonding arrangements determine electron span. Consequently the material preferentially absorbs cer-
tain frequencies and reflects others, hence colour of materials.  

3.3.5. Transparency 
The evidence is that transparent bodies tend to comprise electrically non-conductive materials. Our explanation 
is that transparent materials such as glass have chemical structures that more tightly constrain the mobility and 
span-length of the e lectron. This fixation is  a lso results in low electrical and thermal conductivity. Thus these 
materials have selective absorption of certain frequencies that match the span constraints of the electrons. Pho-
tons with very different frequencies cannot engage with these electrons and therefore pass through, hence high 
transmissivity.  

3.3.6. Quantum Energy States 
The Cordus theory qualitatively recovers the quantum energy emission of bound electrons. Photons emitted in 
these cases have a fixed energy, hence frequency, in discrete though unequal increments, corresponding to the 
difference in energy states for the electron. Our explanation is that the electron is constrained by its bonding 
commitments to the nucleus and external electrons to certain geometric configurations and hence frequencies or 
harmonics thereof. S ince the electron can only energise at  these specific frequencies, t hus the emitted photon 
will also have an energy determined by the gap between these frequencies.  

3.3.7. Direction of Photon-Emission  
It is not possible to explain the direction of photon-emission using a quantum theory based on 0D particles with 
spin being merely a mathematical property. In contrast the concept of fibril orientation in the Cordus theory ex-
plains why an emitted photon would have a preferred direction of travel, see [8] for details.  

3.3.8. Photoelectric Effect 
In the photoelectric effect the photon ejects an electron from the metal substrate. Importantly, this effect depends 
on the frequency of the light, not its intensity. There is a minimum threshold frequency, which varies with the 
metal, below which the effect does not occur. Our explanation is that the metal creates a basal level of bonding 
between the nuclei and the electrons, which depends on the elements and chemical composition. The electron 
has freedom to move, hence electrical conductivity. For the electron to escape, it needs to absorb sufficient en-
ergy to break those bonds entirely. It does this by absorbing an energetic photon, which increases the frequency 
and decreases the span of the electron. This conflicts with the bonding constraint which seeks to maintain loca-
tion of the reactive ends within the matrix of nuclei. I f the energy is sufficient, then the e lectron severs those 
bonds and escapes. I f the input photon has more than enough energy to l iberate the e lectron, then i t c reates a  
large mismatch in the bonding constraints and thus high ejection forces, hence kinetic energy of the electron.  

From the Cordus theory the reason this does not depend on the number of photons, i.e. light intensity, is that 
the electron absorbs one photon at a time, and if this is insufficiently energetic to break the bond, then there is no 
ejection. The el ectron, h aving ab sorbed o ne p hoton, b ecomes s aturated ag ainst r eceiving further p hotons o f 
similar frequency. This because its frequency increases slightly, hence receptivity decreases. The insufficiently 
energised electron then transfers its slight energy surplus into the substrate, via the unbroken bond. This corre-
sponds to the 8c response above, and occurs in the form of phonons (internal vibrations). Hence temperature of 
the substrate rises. Thereafter the electron reverts to its former span and is ready to receive another photon. In 
this regard the explanation is similar to that for saturation above.  

3.3.9. Emission of Polarised Photons from Crystals 
The Cordus theory is consistent with the known behaviour that crystals produce highly polarised photons. Our 
explanation is that the crystal structure imposes tight positional constraints on the electrons, since the electrons 
provide the bonding between atoms. Hence also the orientation of the span of the electrons is controlled. Con-
sequently the emitted photons also have an orientation, hence the polarisation. Polarised light is thus explained 
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as photons with common orientation.  

3.3.10. Refraction Effects 
The Cordus theory has previously been used to explain reflection and refraction [7]. However that explanation 
was mainly in terms of a  Cordus photon interacting with a  homogenous substrate. Adding the electron side of 
the theory allows a fuller description of a number of refraction effects. Thus dispersion and chromatic aberration, 
where refractive index varies with frequency, may now be explained as a consequence of higher frequency pho-
tons having less interaction with electrons.  

3.3.11. Reflection 
The electrons in metals have a high degree of freedom, which gives them freedom to change the orientation and 
length (hence energy) of their span. Thus such electrons have a high receptivity to engage with incoming pho-
tons of various orientations and frequencies. However engagement does not mean absorption, because the mo-
bility of the electrons also means they have freedom to move in the surface plane of the substrate instead of ab-
sorbing t he en ergy. Consequently t he incident p hoton i s momentarily cap tured b y a n electron. T he el ectron 
quickly re-emits the photon, hence emission of a reflected electron. The electron moves in the plane during this 
interaction. Where the plane of the reflective surface is made very small, then the mobility of the electron is im-
peded and the angle of reflection is  a lso changed. This is  consistent with the observation that optical surfaces 
comprising small ridges behave differently to flat surfaces.  

3.3.12. Birefringence 
Crystals may have two refractive indices, and this is associated with different molecular lattice-spacing in dif-
ferent directions. There can also be a frequency dependence of absorption for polarisation, or pleochroism. Bire-
fringence also arises where transparent materials have differential internal strain (photoelasticity). Our explana-
tion is that the different geometric spacing of the crystal lattice causes the respective bonding electrons to have 
different orientations of their fibrils, and in the case of pleochroism also different span (hence frequency). Con-
sequently the i ncoming p hotons i nteract a ccording t o t heir o rientation r elative to  th at o f th e e lectron spans, 
though in this case they are not absorbed but merely re-directed hence refracted. The electrons, being fixed in 
location, emit discrete fields that are also fixed in direction. The spans of the transmitted photons are re-oriented 
to align with these fields, and hence the photons become preferentially polarised along one of the available ori-
entations. This explanation also accommodates the known effects whereby birefringence arises from strain. The 
effect is evident whether the strain is induced mechanically as in the freezing of plastic, and photoelasticity, or 
by e lectric field (Pockels effect), o r magnetic field (Faraday effect). In all these ca ses we propose t here i s a 
change in the alignment of the electron spans in the principal strain directions, and hence two preferred orienta-
tions for photon transmission. Hence the polarisation of the transmitted light is correlated to the strain.  

Similarly the chromatic effects may be explained by frequency considerations. The chemical composition de-
termines at omic s pacing, which co ntrols el ectron s pan, which d etermines el ectron f requency, an d h ence f re-
quency (colour) o f e mitted light. Hence materials may absorb light d ifferently and show d ifferent colours d e-
pending on t he wavelength o f light, such that they c hange colour when t he polarisation of t he light changes 
plane (pleochroism).  

Explaining birefringence as geometric alignment is not difficult when the electron and photon are permitted to 
have a Cordus structure. By comparison the orthodox particle perspective labours with abstract concepts, since 
polarisation and spin ha ve n o physical r epresentation for 0D points. Electromagnetic wave theory is thus the 
usual means of explaining optical effects, but is limited to light en-masse rather than single photons. The Cordus 
theory makes the original contribution of being able to conceptually explain optical effects at the level of single 
photons. 

3.3.13. Cherenkov Radiation 
Charged particles are known to radiate photons when moving with physical speed faster than the speed of light 
in the dielectric medium. The conventional explanation is that the particle polarises the local molecules, or dis-
turbs the bonds, which then release the energy along a shock front due to interference. The effect only occurs 
with charged particles (not neutral ones), and in dielectric media (not conductive ones).  

The Cordus explanation is that the energetic charged particle has an emission problem: the forward emission 
of discrete forces by the reactive end is resisted due to the inability to make an emission at the local speed of 
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light. Consequently the emission directions are reoriented away from the forward direction. The discrete forces 
of the moving particle interact with the electrons in the medium, with two consequences. First, the electron span 
in the medium is locally realigned to be complementary to the emission direction imposed by the moving parti-
cle. Second, the moving particle transfers via the discrete forces, its excess energy to the stationary electrons in 
the medium. However these electrons cannot move freely to escape their bonding commitments, since it is the 
nature of a dielectric medium to permit electrical polarisation but not electron mobility. Therefore the electrons 
re-emit the energy as photons. This sets up the angular alignment for the emitted photon. 

3.3.14. Bremsstrahlung and Synchrotron Radiation 
In b remsstrahlung t he d eceleration of an electron ( or any charged particle) p roduces r adiation in t he f orm of 
photons. This typically happens to high-speed electrons that are arrested in matter. In synchrotron radiation it is 
the acceleration of the particle in a curved path by magnets that produces photons. This typically happens to 
fast-moving e lectrons i n a  synchrotron, he nce t he name. T he e mission o ccurs in t he va cuum. T he l ight i s 
strongly polarised. Lighter particles such as electrons, lose more energy than heavier ones. In both cases the ra-
diation ha s a  continuous frequency s pectrum, a nd higher-speed el ectrons p roduce higher frequency radiation. 
The radiation is only significant at ultrarelativistic speeds. The conventional explanation is incomplete. One of 
the difficulties with the classical model of the atom is that if an electron orbits round the nucleus, then it should 
emit a  photon (synchrotron radiation) and collapse into the nucleus. Quantum mechanics partly solves this by 
providing orbitals in which there is only a probability of the electron appearing. However this is an incomplete 
solution as it does not explain how the electron gets from one location to another, and why it should not emit a 
photon while doing so.  

The C ordus ex planation i s t hat an y ch ange i n s peed o f t he el ectron, whether accel eration o r d eceleration, 
causes the electron’s span to change its alignment relative to the direction of motion. The theory is that as the 
speed increases so the span orientation becomes progressively perpendicular to the velocity. Hence there is an 
alignment of spin and self-polarisation of spin as velocity increases. This provides the mechanism for the direc-
tionality o f t he e mitted p hotons. T his a lso e xplains t he S okolov-Ternov ef fect. As r egards t he en ergy o f t he 
photons, the process of acceleration or deceleration of the electron necessarily involves the interaction of the 
electron’s discrete fields with those of other particules. In the synchrotron case there is an external magnetic 
field operating, which is created by the discrete force emissions of other moving charges in a coil. These discrete 
forces exist through the vacuum. In the case of bremsstrahlung the deceleration is caused by the impact of the 
electron into other matter particules. The latter also emit discrete forces. In both cases the interactions seek to 
change the position of the reactive ends of the moving electron, hence change its frequency and span. However 
the same external interaction also constrains the positions of those reactive ends, so the electron cannot accom-
modate the energy internally and has to instead emit it a s a photon. This theory asserts that even for electrons 
being braked by a p lasma (free-free radiation), there are still constraints created by the interaction of externally 
imposed discrete fields, so the particules are not really ‘free’. The effect is not frictional but rather reactive in-
terference between the discrete force emissions of the moving electron and the external discrete forces.  

For slower electrons it is  known that the frequency of radiation drops, as does the intensity. The Cordus ex-
planation is that for slower electrons there is more time to relax the opposing constraints of the electron and the 
medium, so a d egree of accommodation disperses some of the energy as frictional losses. Thus the electron is 
partly relieved of the need to eject the energy as a p hoton. From this perspective, the electron’s emission of a  
photon i s an e nergy e scapement mechanism due to o ver-constraint o n t he lo cation o f it s reactive ends. Such 
constraints also affect its span-length, fibril orientation, frequency of emissions, and orientation of emissions [8].  

3.3.15. Phase-Change Effects 
The interaction of a p hoton and electron is known to result in a p hase change in certain situations, particularly 
when photons are reflected. There i s al so the curious case of  the annihilation of  or thopositronium, which can 
also be interpreted as phase effect. As shown below, the Cordus theory proposes that an electron retards its en-
ergisation by half a frequency cycle when emitting a photon, and this is proposed as the common mechanism in 
all the effects listed below.  

3.3.16. Phase Change at Reflection 
In the case of reflection, it is the reflected photon that changes phase, i.e. changes polarity. This only occurs for 
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light reflecting o ff a d enser material (higher refractive index), e.g. ai r to glass. For reflection o ff a l ess dense 
material, e.g. internal reflection glass to air, then the polarity stays the same.  

The earlier Cordus explanation for this [23] was that reflection delays the renewal of the reactive end, but 
only when the photon has to pass into a denser material. The term transdermis was used to describe the material 
beyond the interface plane. Thus the nature of the volume beyond the interface plane is important in the reflec-
tion effect, even if the reflection itself nominally occurs in the plane. There is no delay in the glass-to-air case, 
because the cisdermis is the denser material and the delay has already occurred in the form of the refractive in-
dex, though this is progressive and does not need a frequency cycle. 

We now add another level of explanation. The photon is not so much bounced off the reflection interface as a 
rigid intact particule, but is instead elastically mangled by its interaction with the electron. That mangling causes 
the phase change. The extreme interpretation of this, which is easier to represent, is that the photon is totally ab-
sorbed a nd a  ne w o ne emitted. I n w hich c ase th e p rocess is  a s f ollows: th e i ncident p hoton is  wholly, 
semi-instantly and neatly absorbed into an electron → that electron is free to move in the interface plane → the 
electron temporarily accepts the component of the photon’s energy that i s in the plane of the interface → the 
electron is not f ree to move deeper into the transdermis (perpendicular to the interface plane) because of the 
electrons already there → the electron therefore cannot cope with that component of the photon’s energy that 
was perpendicular to the interface plane → the electron thus has to elastically return that component → this en-
ergy i s u sed at  t he el ectron’s next f requency cycl e to cr eate a o ne-time force i mpulse ( per ph oton) on  a  
neighbouring electron or atom (force in the Cordus model is a constraint on the location of re-energisation) → 
the i n-plane co mponent o f e nergy i s al so r ecovered → a n ew p hoton i s e mitted → however t hat p hoton i s 
spooled out of the electron half a frequency cycle later (the electron has had the use of the energy in the inter-
vening period) → this corresponds to a phase shift or change in polarisation of the reflected photon. This expla-
nation is likely to be a s implification of a more geometrically complex and dynamic transformation of the inci-
dent photon into the reflected one.  

3.3.17. Force Impulse at Reflection, and Radiation Pressure 
A mirror surface receives an impulse of up to p = 2E/c = 2hf/c (with photon energy E, Planck constant h, fre-
quency of light f, speed of light c). The Cordus explanation is that the electron uses the energy to create an im-
pulse, and then returns it to the photon. This explanation also accommodates radiation pressure, where photons 
are not reflected but instead absorbed by a body. The in-plane and perpendicular components of incident energy 
cause the absorbing electron (or other structure) to exert a positional constraint on its neighbours, in those direc-
tions. Thus the Cordus model suggests a  mechanism for transforming energy into discrete force impulses, and 
thus into momentum of the body as a whole. The phase change at reflection allows the electron to have the use 
of the photon’s energy for a moment of time, during which it uses that energy to create a momentary force im-
pulse. Thereafter the photon returns the energy back to the photon. So this provides an answer to the question of 
how a photon can cause reaction forces in the substrate, and momentum thereof, while still exiting with its same 
original energy. There is a t ime delay, wherein the electron is taking energy from the future: the photon arrives 
half a frequency cycle later at its eventual destination. 

The phase change of the photon at reflection off a denser material is a known effect. The Cordus theory sug-
gests that this form of reflection uses a different mechanism to internal reflection. In the former the electron at 
least partially absorbs the photon and re-emits it after a delay, whereas in the latter the photon stays intact but its 
locus is bent by the imbalance in the evanescent fields at the interface.  

3.3.18. Number of Photons at Positronium Annihilation  
The other case for phase change is in the annihilation process. The known annihilation behaviour of positronium 
is that it produces two photons when the electron and positron have antiparallel spins (parapositronium), and 
three photons for parallel spins (orthopositronium). Conventional explanations are lacking.  

The Cordus theory for annihilation [21] explains why parapositronium produces two photons of equal energy, 
and orthopositronium three. In the orthopositronium case two photons have the same energy, but the third has a 
different energy, and the theory explains this too. The Cordus theory readily explains particules taking parallel 
or antiparallel states with respect to each other, since this corresponds to cis or transphasic frequency coordina-
tion. The theory explains why the transphasic (antiparallel) s tate is necessary for the annihilation process. For 
orthopositronium either the electron or the antielectron must first emit a photon so as to change the phase of its 
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frequency and hence enter the transphasic state. The process of emitting a photon is thought to always changes 
the phase of the electron by half a frequency cycle, corresponding to changing its phase by 180˚ [8]. In the lan-
guage of QM this corresponds to flipping the “spin”. So for orthopositronium one photon is emitted to change 
the assembly into the parapositronium state, and then the annihilation process itself liberates two photons. In this 
way the new theory can explain the spin requirement, and the direction thereof. I t also accommodates the fact 
that one of the photons in the case of orthopositronium may be of a different energy. Note that in the annihila-
tion case it is the electron or antielectron that makes the phase adjustment, not the photon.  

The theory requires that generally an electron will change its phase by half a frequency cycle (change its spin) 
when it emits a photon, and the photon will be likewise offset in phase. This requirement arises at [8] (Figure 5 
therein, note 2.6). We are not yet s ure whether the electron has this phase change at every emission, or only 
when it is  over-constrained, being accelerated (includes deceleration), or forced to change its orientation (spin). 
We tentatively expect the former interpretation and note this as an open question.  

3.3.19. Simulated Emission (Laser) 
The main features of the laser that differentiate it from conventional incandescent light sources are: a single fre-
quency is produced, the photons are all in phase, and the photons all move in the same direction. The conven-
tional explanation is that the electron in the gain medium is pumped with energy (electrical or optical). Since the 
electron is bonded to a nucleus, therefore it cannot take any energy level but can only take one of the specific 
quantum levels available. Having absorbed the energy, the electron therefore moves to an orbital which accom-
modates higher energy. However the electron is not fully stable in that excited state, and will eventually decay 
back to a lower energy level, and in the process it emits a photon with the energy difference. That emission can 
be spontaneous (random), or in the case of the laser, it is stimulated by another photon of the same energy. The 
laser is  designed to  maximise the chances for this to  happen, typically by having mirrors that reflect the light 
many times. In this way the initial emission of photons recruits the other atoms to also emit photons. The new 
photons a re e mitted i n t he same d irection a s t he s timulating photon, a nd with t he same frequency a nd phase. 
However it is difficult to explain emission direction or the recruitment process.  

The Cordus explanation is similar t o the above but permits further clarification of t he processes. The first 
photon t riggers an e lectron to drop an energy level and emit another photon, and the original photon survives 
because it engages with the electron only in passing [24], i.e. is not absorbed. We can now expand that explana-
tion with insights from the later Cordus work. It is important in what follows to note that in this theory the in-
teractions between the photon and electron occur between the discrete forces of the particules, and this occurs 
before the particules are touching, per the principle of Wider Locality. So particules respond to what is happen-
ing in space around them, before they are spatially coincident. By comparison the conventional perspective, in-
cluding of quantum mechanics, is that particles are only affected by fields at that one infinitesimally small point 
where the particle exists. A second important Cordus concept is that the reactive end of the electron energises at 
a characteristic frequency related to its energy. Third, the reactive end is only available to interact with the dis-
crete forces of other particules when it is energising and generating discrete forces itself. Consequently there are 
timing windows in which interaction events can occur. When these interactions do occur, the particules have a 
tendency to become aligned and synchronised, which corresponds to phase, spin, or polarisation depending on 
the situation.  

So the Cordus explanation for the stimulated emission is as follows: An initial trigger photon arises and trav-
els down the barrel of the laser cavity → the discrete forces of this photon interact with the discrete forces of an 
electron of compatible frequency → their energy systems start to (briefly) connect via the discrete forces → the 
electron was previously pumped hence a lready needing to dispose of  a  photon → the interaction between the 
discrete forces of the electron and photon applies a positional constraint on the electron → being fully laden 
with energy the electron cannot accommodate this constraint and instead dumps the energy by emitting its own 
photon → this emitted photon is in the same phase as the trigger photon because of the synchronous interlock of 
discrete forces → the trigger photon a lso s urvives t hough i t might be s lightly r educed o r increased i n energy 
(hence small changes in frequency) → the two photons propagate and disturb electrons in other atoms → a cas-
cade emission of photons occurs as a spatial progression through the laser body.  

Explaining the common frequency of the multiple photons emitted in the laser process is straightforward: the 
electron is ready to emit a photon of that frequency, and only needs to be triggered to do so. It is to be expected 
that a small energy transfer occurs between the two particules, hence the observed slight spread in output fre-
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quencies. 
The common phase is explained as arising from the electron emitting its photon at the same point in the fre-

quency cycle as its engagement with the incident photon. Practical lasers do not always emit in a single polarisa-
tion, and since polarisation corresponds to the orientation of a Cordus fibril, we therefore infer that the electron 
Cordus as a whole does not have to be perfectly aligned with the polarisation of the photons for the synchronous 
emission to occur. From the Cordus perspective, the incident photon does not have to be totally co-located with 
the electron to stimulate it, just as long as their discrete forces affect each other. Thus we predict that the emitted 
photon may be laterally offset from the incident one. It may also be axially offset, and this is consistent with the 
finite size of the laser bunches.  

Also, the theory predicts that the light is not so much amplified as additional photons are recruited from the 
electrons. This also explains why the power increases exponentially when the device starts to lase: one photon 
recruits several more from the next layer of atoms, and those again. So there is a g rowing tree of recruitment, 
with a constant proportional increase in recruitment at each stage, hence exponential. The gain can therefore be 
interpreted as a measure of the efficacy of recruitment of electrons.  

4. Discussion 
4.1. What Has Been Achieved? 
This paper makes a number of original contributions. The first is the provision of a conceptual theory whereby 
the bonding constraints on the electron may be related to the way that it deals with excess energy. This permits a 
broad-ranging theory to be constructed for how the electron responds to combinations of bonding constraint and 
pumped energy, and how it emits a photon, summarised in Figure 5. This diagram is novel in providing a com-
pact representation of a wide range of phenomena. The crucial insight is the way the electron reactive ends are 
constrained by bonding commitments. These constraints apply to the reactive ends’ spatial position, frequency, 
and phase. Hence these become coupled attributes, where the coupling is achieved via physical substructures. In 
contrast quantum theory treats these as merely independent intrinsic (disembodied) variables, and hence has no 
mechanism to relate these together.  

The s econd c ontribution i s b eing a ble t o e xplain h ow bo nding, hence chemistry, a ffects p hoton e mission 
phenomena. Different types of materials, e.g. electron gas, metals, dielectrics, ceramics, crystals, have different 
chemical bonding ar rangements. These bonds are mediated by electrons, hence b inding chemistry d irectly a f-
fects e lectron c onstraints and he nce p hoton e mission p henomena. The key c omponent to making t his theory 
work is the idea of the Cordus particule, with its two reactive ends, their energisation frequency, and the inverse 
relationship between span and frequency. This gives naturally representation for spin and phase. Such constructs 
are not available to other theories based on 0D point particles or continuum materials. 

A third contribution is p roviding qualitative explanations for a r ange o f e mission phenomena: Absorbance; 
Saturation; Beer-Lambert law; Colour of materials; Quantum energy states; Direction of photon-emission; Pho-
toelectric effect; Emission of polarised photons from crystals; Refraction effects; Reflection; Transparency; Bi-
refringence; Cherenkov radiation; Bremsstrahlung and Synchrotron radiation; Phase change at reflection; Force 
impulse at reflection, and radiation pressure; Number of photons at positronium annihilation; Simulated emis-
sion (Laser). This is original because a comprehensive set of ontologically rich explanations has not previously 
been provided by other theories of physics. This also moves the hidden-variable sector forward. The explana-
tions are grounded in assumptions of physical realism, which cannot be said of all theories. 

4.2. Implications 
This theory provides insights into the role of the photon in the cosmos. As the theory previously identified, the 
photon provides an energy escapement mechanism for a massy particule [8]. This is possible because of the (a) 
the d ifference i n t he d iscrete f orce e missions of t he massy an d p hoton p articules, ( b) t he span o f p articules, 
separating two reactive ends, (c) the fabric of discrete forces external to the particule.  

The massy particules release their discrete forces into the void, thereby colonising it and creating a relativistic 
fabric and also the vacuum of free space. These particules also interact with other massy particules via synchro-
nisation o f d iscrete e missions, hence t he s ynchronous interaction ( strong force) and s trong bonding. However 
the synchronous interaction only applies to massy particules in coherent assembly. In the more general case of 
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decoherent ( non-synchronised) i nteractions, p articules af fect each  o ther v ia t he el ectro-magneto-gravitational 
fields they create. The photon interactions are a t hird case, where the massy particule discards its extra energy 
(or a bsorbs e nergy). I n e mitting a  p hoton t he particule t ransfers i ts en ergy p roblem el sewhere i n s pace. B y 
dumping the energy into the fabric, and leaving it to  travel there until it in tersects another reactive end, the en-
ergy is taken out of the present and transferred to the future. There are two important implications of this. One is 
that t he fabric separation creates the macroscopic perception o f t ime [25]. T he second i s that t he e mission o f 
photons adds considerably to the number of particules in the universe, and this and the different time delay be-
fore each is reabsorbed adds greatly to the number of states for the universe, hence to entropy.  

The photon is an astonishingly beautiful and useful feature in the universe: “The photon transfers spare en-
ergy around the place. It is an escapement mechanism whereby particules that are over-prescribed in terms of 
positional constraints on re-energisation can get rid of that energy. The free photon is not quantised, but flexible 
in its ability to contain whatever energy it is given: like an expandable container. Yet it is sufficiently like a mat-
ter particule to be able to interact with matter. Further, it has no hand and is therefore predicted to be able to 
freely interact with, and transfer energy between, both matter and antimatter” [26].  

Another profound implication is the role of the photon in inverse problem, which is the formation of the mat-
ter universe at genesis. Other work in the Cordus theory has proposed a detail processes for the conversion of a 
pair of photons into matter (pair production) [9], and a baryogenesis theory for how these products could be 
asymmetrically transformed into matter [10].  

A further implication is that we now have a p lausible theory, based on physical realism, for explaining how 
photons interact with matter to give rise to contextual measurement. Hence the photons used to interrogate a 
system may cause it to change state as in the Zeno effect. This means it is also possible to explain why electro-
magnetic radiation should affect the decay rates of nuclides and unstable particules [27].  

4.3. Limitations and Implications for Further Research 
The principal limitation of this work is its conjectural foundation. The idea that particules are not 0D points but 
instead have two reactive ends is a radical one and frequently met with disbelief and an expectation of extraor-
dinary proof. However it is  not possible to prove this lemma, and it r emains a potential limitation. Neither has 
this paper, which is a conceptual work, presented a mathematical formalism. This is only available for optics [7] 
and nuclear stability [18]. This is left to future work now that the energy framework has been sketched out.  

A more specific limitation, and an area of possible future research, concerns the phase-change effects pre-
dicted by the theory. Do all electrons fully change their phase when they emit a photon? We are not fully satis-
fied with the explanations so far, and we suspect there may be deeper concepts that need elucidating.  

5. Conclusion 
This paper has developed a conceptual theory for photon emission and absorption using the Cordus theory. We 
propose an  en ergy mechanics whereby t he el ectron ( or o ther p articule) h as multiple mechanisms for dealing 
with any excess energy that it might have. It has long been known that the bonding commitments of the electron 
affect its energy behaviour but the mechanisms for this have been elusive. The present theory offers an explana-
tion based on the supposition that particles have internal structure. The causal mechanisms have been inferred, 
and three main categories have been identified whereby the electron responds to excess internal energy. Collec-
tively these responses encompass energetic free electrons, transferral of energy to other massy particles, photon 
emission, and electron escape. This is valuable as i t provides a means to represent the causality under various 
contingencies, i.e. it shows how various factors cause the different energy conversion outcomes to arise. The 
theory is able to provide a l ogically coherent explanation for a wide variety of optical energy conversion phe-
nomena. These include the direction of photon-emission, photoelectric effect, absorbance and the Beer-Lambert 
law, emission of polarised photons form crystals, refraction, birefringence, bremsstrahlung & synchrotron radia-
tion, and simulated emission (lasers).  

Author Contributions 
All authors contributed to the creation of the underlying concept, DP developed the functional models, DP and 
AJP formulated the underlying concepts for simulated emission, and all authors contributed to the development 



D. J. Pons et al. 
 

 
1067 

of the ideas and editing of the paper.  

Conflict of Interest Statement 
The authors declare that there is no conflict o f interests regarding the publication of this ar ticle. The research 
was conducted without personal financial benefit from any third party funding body, nor did any such body in-
fluence the execution of the work.  

References 
[1] Einstein, A., Podolsky, B. and Rosen, N. (1935) Physical Review, 47, 777. http://dx.doi.org/10.1103/PhysRev.47.777 
[2] Bell, J.S. (1964) Physics, 1, 195-200.  
[3] Leggett, A. (2003) Foundations of Physics, 33, 1469-1493. http://dx.doi.org/10.1023/A:1026096313729 
[4] Groblacher, S., Paterek, T., Kaltenbaek, R., Brukner, C., Zukowski, M., Aspelmeyer, M. and Zeilinger, A. (2007) Na-

ture, 446, 871-875. http://dx.doi.org/10.1038/nature05677 
[5] de Broglie, L. (1925) Annales de Physique, 3(10).  
[6] Bohm, D. and Bub, J. (1966) Reviews of Modern Physics, 38, 453-469. http://dx.doi.org/10.1103/RevModPhys.38.453 
[7] Pons, D.J., Pons, A.D., Pons, A.M. and Pons, A.J. (2012) Physics Essays, 25, 132-140. 

http://dx.doi.org/10.4006/0836-1398-25.1.132  
[8] Pons, D.J. (2015) Applied Physics Research, 7, 14-26. http://dx.doi.org/10.5539/apr.v7n4p24 
[9] Pons, D.J., Pons, A.D. and Pons, A.J. (2015) Journal of Nuclear and Particle Physics, 5, 58-69.  
[10] Pons, D.J., Pons, A.D. and Pons, A.J. (2014) Journal of Modern Physics, 5, 1980-1994.  

http://dx.doi.org/10.4236/jmp.2014.517193 
[11] NIST (1993) Integration Definition for Function Modeling (IDEF0). http://www.itl.nist.gov/fipspubs/idef02.doc 
[12] Pons, D.J., Pons, A.D. and Pons, A.J. (2014) Physics Essays, 27, 26-35. http://dx.doi.org/10.4006/0836-1398-27.1.26 
[13] Pons, D. J. (2015) I nternal Structure of t he Photon (Image License Creative C ommons Attribution 4 .0). W ikimedia 

Commons.  
[14] Pons, D.J. (2015) Internal S tructure of the Electron (Image License Creative Commons Attribution 4 .0). Wikimedia 

Commons.  
[15] Pons, D.J., Pons, A.D. and Pons, A.J. (2013) Applied Physics Research, 5, 107-126.   
[16] Pons, D.J., Pons, A.D. and Pons, A.J. (2015) Applied Physics Research, 7, 1-11.  
[17] Pons, D.J., Pons, A.D. and Pons, A.J. (2014) Applied Physics Research, 6, 50-63.  

http://dx.doi.org/10.5539/apr.v6n3p50 
[18] Pons, D.J., Pons, A.D. and Pons, A.J. (2015) Physics Research International, 2015, Article ID: 651361.  

http://dx.doi.org/10.1155/2015/651361 
[19] Pons, D.J. and Pons, A.D. (2013) The Open Astronomy Journal, 6, 77-89. 
[20] Pons, D.J., Pons, A.D. and Pons, A.J. (2015) Applied Physics Research, 7, 1-13.  
[21] Pons, D.J., Pons, A.D. and Pons, A.J. (2014) Applied Physics Research, 6, 28-46.  

http://dx.doi.org/10.5539/apr.v6n2p28 
[22] Pons, D.J., Pons, A.D. and Pons, A.J. (2013) Applied Physics Research, 5, 145-174.  

http://dx.doi.org/10.5539/apr.v5n6p145 
[23] Pons, D.J., Pons, A.D., Pons, A.M. and Pons, A.J. (2011) Cordus Optics: Part 2.2 Reflection.  

http://vixra.org/pdf/1104.0020v1.pdf  
[24] Pons, D.J., Pons, A.D., Pons, A.M. and Pons, A.J. (2011) Cordus Matter: Part 3.3 Energy Cycles within Matter.  

http://vixra.org/pdf/1104.0024v1.pdf  
[25] Pons, D.J., Pons, A.D. and Pons, A.J. (2013) Applied Physics Research, 5, 23-47.  

http://dx.doi.org/10.5539/apr.v5n6p23 
[26] Pons, D.J. (2011) Contrasting Internal Structures: Photon and Electron. http://vixra.org/pdf/1109.0045v1.pdf  
[27] Pons, D.J., Pons, A.D. and Pons, A.J. (2015) Applied Physics Research, 7, 18-29. 

http://dx.doi.org/10.1103/PhysRev.47.777
http://dx.doi.org/10.1023/A:1026096313729
http://dx.doi.org/10.1038/nature05677
http://dx.doi.org/10.1103/RevModPhys.38.453
http://dx.doi.org/10.4006/0836-1398-25.1.132
http://dx.doi.org/10.5539/apr.v7n4p24
http://dx.doi.org/10.4236/jmp.2014.517193
http://www.itl.nist.gov/fipspubs/idef02.doc
http://dx.doi.org/10.4006/0836-1398-27.1.26
http://dx.doi.org/10.5539/apr.v6n3p50
http://dx.doi.org/10.1155/2015/651361
http://dx.doi.org/10.5539/apr.v6n2p28
http://dx.doi.org/10.5539/apr.v5n6p145
http://vixra.org/pdf/1104.0020v1.pdf
http://vixra.org/pdf/1104.0024v1.pdf
http://dx.doi.org/10.5539/apr.v5n6p23
http://vixra.org/pdf/1109.0045v1.pdf


Journal of Modern Physics, 2016, 7, 1068-1081 
Published Online June 2016 in SciRes. http://www.scirp.org/journal/jmp 
http://dx.doi.org/10.4236/jmp.2016.710095  

How to cite this paper: Saxena, S., Dixit, S. and Srivastava, S. (2016) An Experimental Study of Microstructure through SEM 
and AFM by Interaction from High Power Femtosecond Laser Wave with BaTiO3. Journal of Modern Physics, 7, 1068-1081.  
http://dx.doi.org/10.4236/jmp.2016.710095  

 
 

An Experimental Study of Microstructure 
through SEM and AFM by Interaction  
from High Power Femtosecond Laser  
Wave with BaTiO3 
Shivani Saxena1, Sanjay Dixit1, Sanjay Srivastava2 
1Department of Physics, Government Motilal Vigyan Mahavidyalaya College, Barkatullah University, Bhopal, India  
2Department of Material Science & Metallurgical Engineering, Maulana Azad National Institute of Technology, 
Bhopal, India  

 
 
Received 2 March 2016; accepted 5 June 2016; published 8 June 2016 

 
Copyright © 2016 by authors and Scientific Research Publishing Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY). 
http://creativecommons.org/licenses/by/4.0/ 

    
 

 
 

Abstract 
This paper deals with the interaction of femtosecond laser with strain dependent high dielectric 
material. For this investigation, ferroelectric material like BaTiO3 has been chosen because of 
centrosymmetric structure. Due to irradiation of laser light, the micro-structure of BaTiO3 is found 
to change along the direction of heat propagation. SEM and AFM tools have been used to detect the 
morphology and roughness of the femotosecond laser treated BaTiO3. The change of morphology 
and surface behavior depends upon the laser fluence and intensity of laser light. The maximum 
change in morphology has been observed at a higher laser fluence. 
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BaTiO3, Femtosecond Laser, Laser Fluence, Ablated Areas 

 
 

1. Introduction 
The interactions of light with matter are described theoretically by Maxwell’s Equations [1] [2]. Experimentally, 
light’s interaction with matter can be understood as an input signal (light) delivered to a system (matter) which 
acts upon the signal and returns an output. In our daily life, however, we are surrounded by nonlinear systems. 
The characteristics of a p − n junction, the distortion of an acoustic signal in a speaker, and ferromagnetic per-
meability are all manifestations of nonlinear systems [3]. Yet, nonlinear optical systems remain uncommon in 
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daily life. Nonlinear phenomena in the optical frequency range became easily accessible, only after the invention 
of the laser in 1960 [4]. Understanding the propagation of femtosecond light pulses is of great value for both 
scientific and technological applications. The short pulse duration provides scientists with the possibility to ex-
plore physical phenomena with unprecedented time resolution, chemical reactions can be studied at the atomic 
level, and ultrafast changes in material properties can be measured. The high intensity levels achieved with ultra 
short laser pulses create s trong nonlinear l ight-matter interactions, which have led to new optical phenomena, 
such as the formation of spatio-temporal solitons [5] [6]. Several methods have been implemented to visualize 
the propagation of femto second pulses. If temporal resolution is not required, one can measure a trace left in a 
material after a p ulse has gone through and reconstruct the time-integrated spatial profile of the beam. For ex-
ample, for pulse propagation through solids, if there is permanent damage in the material the beam profile can 
be inferred from the damage tracks. In the case of fluids, the trace can be visualized by dissolving a fluorescent 
dye i n t he m aterial an d ca pturing a  s ide view of t he f luorescence [7] or b y imaging t he l ight e mission from 
plasma generated by the pulse. The femtosecond laser pulse appears as an emerging and promising tool for pro- 
cessing wide band gap dielectric material for a variety of applications. The conventional view of laser-material 
interaction with wavelength between near IR and UR includes the t ransfer of electromagnetic energy to elec-
tronic excitation, followed by electron lattice interaction that converts energy into heat. However, the processes 
of material r esponse following i ntense femtosecond pulse irradiation a re far more complex, pa rticularly w ide 
range band gap dielectrics. When a high dielectric material is subjected to femtosecond Laser irradiation, the re-
fractive index of the material may become intensity dependent and a large amount of electrons are generated by 
the infrared pulses in transparent dielectrics. Relation channels of electronic excitation in the wide band material 
may produce intrinsic defects, leading to photo induced damages in otherwise defect free medium. These fun-
damentally non linear processes have stimulated substantial efforts in both the understanding of the complexity 
of femtosecond laser interaction with dielectric and the application of the microscopic mechanism to innovate 
material fabrication [8] [9]. In the case of femtosecond laser-pulse interaction, the absorption of laser radiation 
occurs on a  t ime s cale of t he p ulse d uration before a ny s ignificant hydrodynamicmotion a blation c an occur. 
Such hydrodynamic response of the target surface has characteristically been observed on the time scale of tens 
of picoseconds. [10]. A simple semianalytical model of femtosecond electron heating and resultant optical ab-
sorption i s developed t o describe t he t ime de pendence a nd i ntegral r eflectivity c overing t he range from c old 
metal response to the hot plasma response. The model is in good agreement with experimental ultrafast reflec-
tivity measurements over the intensity range studied [11]. 

The terahertz (THz) power radiated by the femtosecond laser excited semiconductor surfaces was measured 
by the Golay cell. Intrinsic InSb crystals as well as n-type and p-type InAs were investigated by using three dif-
ferent wavelengths −780, 1030, 1550 nm, femtosecind lasers [12]. 

In this paper, the high dielectric material like BaTiO3 has been used to examine the morphology of the sample 
after treatment of femtosecond laser light. For the surface behavior, Ti: sapphire oscillator-amplifier laser sys-
tem of 100 - 300 fs pulse laser is used to investigate the change in morphology of BaTiO3. SEM and AFM are 
the basic tool to investigate the morphology after the interaction of the laser light with the rotating BaTiO3. 

2. Experimental Details  
Highly oriented thin file of BTO was deposited on a Cu-substrate by using PECVD method. The prepared sam-
ples of BTO were used in a plasma chamber as target materials which were directly opted from the market. The 
Cu-substrate was placed on a substrate holder tray that can hold six samples at one time, of dimension 1 × 1 × 1 
inch. The reason for selecting the Cu-substrate is its better conductivity; it conducts heat easily at the time of ir-
radiation with high l aser i ntense. The s ubstrate tray can  easily s lide i n the deposition chamber for better and 
uniform deposition of BaTiO3. The disposition was controlled by controlling the bias voltage and current. The 
prepared sample was annealed at 750˚C for 2 hr. The prepared film of thickness more than 68 nm was irra-
diated in air at atmospheric pressure by Ti: sapphire oscillator-amplifier laser system of 100 - 300 fs pulse la-
ser. The frequency modulation through nonlinear interaction was evaluated by the fs laser pulse generation. 
i.e. 0 02 3ω ω ω≈ ≈ . The delayed pulse reflected from the target surface after interaction with the first pulse and 
its detection of intensity change from the change in information tells about the processes which occurred on the 
surface. For microstructural examination, a scanning electron microscope (SEM) operating at 15 - 20 kV was 
used to see the morphology of the film before and after laser treatment and roughness of the sample was studied 
by the AFM investigation. 
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3. Experimental Results  
Figure 1(a) and Figure 1(b) show the top view and the cross-section view of SEM micrograph of BaTiO3 sam-
ple generated by four pulses of different fluencies from 55 and 430 J/cm2. Due to laser heating, the microstruc-
ture of BaTiO3 starts to change which depends upon the Fluency of the laser beam. The splash around the craters 
is mainly from the phase explosion. The diameter and depth of the craters increase with an increase in the laser 
fluence. The modification of the image depends upon the laser power. The laser power also modifies both the 
diameter and depth of the interaction. These views are taken at higher magnification. From this result, the spot 
are calculated from spot marker. The laser beam focus diameter obtained from these results was roughly 3.88 
μm, which is close to the theoretical focus size at 4.436 (1.22 λ/NA, λ = 800 nm is the wave length used in la-
ser ablation, NA = 0.22 is the numerical aperture). 

The ablation threshold fluences of the Gaussian laser beam can be calculated by measuring the diameter of the 
ablated areas versus the pulse energy and extrapolating to zero. It is known that for a Gaussian spatial beam pro-
file with a 1/e2-beam radius, ω0 , the maximum laser fluence, F0, increases linearly with the laser pulse energy, 
Ep, 

0 2
0

2
π

pE
F

ω
=                                         (1) 

where ω0 is 11.5 μm taken in this experiment. The squared diameters, D2, of the laser ablated craters are corre-

lated w ith F0 by 2 2 0
0 02 ln

th

FD
F

ω
 

=  
 

. T herefore, i t i s p ossible t o determine t he G aussian beam s pot s ize b y  

measuring the diameters of the ablated area, D, versus the applied pulse energies, Ep. Due to the l inearity be-
tween energy and maximum laser fluence, a 1/e2-beam radius of Gaussian beam, ω0, can be determined by a l i-
near least squares fit in the representation of D2 as a function of ln(Ep). Bonse et al. [13] gave an empirical equa- 
tion between the ablation threshold for N pulses (F(N)) and the ablation threshold for single pulse (F(1)) 

( ) ( ) 1 1 2 11 0.223th th LF N F N Nζ ζτ− −= ⋅ =                              (2) 

where ξ is a material-dependent coefficient and is equal to 0.84 during Femto-second laser ablation of s ilicon 
obtained by burns et al. In our experiment, we obtain the LIPSS on the entire ablated area at 25N ≥ . 

2 2 0
0 0 1 2 12 ln

0.223 L

FD
N ζω

τ −

 
=  

 
                                 (3) 

 

  
(a)                                                         (b) 

Figure 1. Craters and their interaction profile at different fluence: (a) 55 and (b) 430 J∙cm2.                              
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Figure 2 shows the results of D2 versus with the applied laser fluence F0, obtained from the ablation experi-
ment. The threshold thφ  can be obtained from the extrapolating the linear fit to 2 0D =  in the plot. It can be 
deduced that the threshold ablation is found at 0.455 J/cm2 for a single pulse, and 0.865, 0.866, 0.455, −0.0911, 
and 0.455 J/cm2 for 5, 10, 25, 50 and 100 pulses respectively with BaTiO3 film in the air. Certainly, the slope of 
the linear fit lines can be calculated from the Figure 3, which is approximately equal to −82.49 μm2. Therefore 
the measured 1/e2—value of the beam radius ω0 of 9.5 μm can be calculated. 

 

 
Figure 2. Relation between squared diameter of the ablated areas with laser fluence at differ-
ent pulses on BaTiO3 thin film in air (τL = 148 fs, λ = 800 nm).                             

  

 
Figure 3. Calculation of slope of the ablated areas with laser fluence at 100 pulses on BaTiO3 
thin film in air (τL = 148 fs, λ= 800 nm).                                                
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Figure 4 shows the ablated diameter D depending on the number of laser pulses N with different laser fluence. 
The ablation diameter decreases with an increase in the number of laser pulses at different laser fluence, while 
the ablation diameter increases with an increase in the laser fluence at particular laser pulses. The energy of the 
laser pulse is applied in order to heat up the material to evaporation temperature and to overcome the latent heats 
of melting and evaporation. Material in a vapor state is ablated. The model assumes 100% energy absorption and 
neglects heat conduction effects as well as overheating of metal vapor: 

( )
pulse

0p v m V

N E
m

c T T H H
⋅

=
⋅ − + ∆ + ∆

                               (4) 

Here m is the ablated mass, N the number of laser pulses, Epulse the pulse energy, Cp the heat capacity, TV eva-
poration temperature, T0 ambient temperature, ∆Hm melting enthalpy and ∆Hv evaporation enthalpy. 

Another way of using the multisport ablation threshold is the logarithmic dependence of the ablation rate χ on 
the laser fluence can be described by  

1 0
1 2 1ln

0.223eff
L

F
N ζχ α

τ
−

−

 
=  

 
                                  (5) 

Here 1
effα−  is defined as  the “effective optical penetration depth” as  expected from the Beer-Lambert Law. 

The depth of the ablated material after establishing the steady state material removal is given by  

( ) 0
1 2 1ln

0.223a th
L

Fh N N
N ζτ −

 
= −  

 
                              (6) 

Here, the number of incubation pulses Nth represent the minimum number of laser pulses to initiate ablation 
and its value depends on the laser fluence, close to the threshold Nth and well above the threshold Nth = 0. Figure 
5 shows this linear relationship between the multiple shot and the logarithm of laser fluence. The ablation rate 
increases with an increase in the laser fluence. Below 50 J/cm2, the ablation rate increases sharply and between 
50 to 500  J/cm2, the ablation rate tries to attain the steady state. The difficulty arises in material removal from 
the deep crater due to the development of the plasma by the charged oscillation which reduces the ablation rate 
at the higher laser fluence in steady state conditions. 

This phenomenon was studied by observing the change in microstructure through laser irradiation. Figure 6  
 

 
Figure 4. Ablation depth as a function of the pulse number at different laser fluencies.      
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Figure 5. Variation of ablation rate with laser fluence at N = 50 pulse.            

 

 
Figure 6. SEM morphology of BaTiO3 without laser interaction.                  

 
shows the SEM micrograph of BaTiO3 with laser ablation. It is evident from that only patch of single phase are 
seen in the micrograph. The same experiment has been also carried out by the irradiation of the laser with dif- 
ferent laser fluence. 

Figure 6 at different magnification shows the change in the microstructure of BaTiO3 after the irradiation of 
laser with different fluence for 148 fs pulse duration. Due to the impact of laser with different fluence, the mi-
crostructure changes along the direction of the heat propagating zone. It can be observed that the present mod-
ifications in microstructure resulting from the single shot at very high fluence are about three to four times the 
average depth obtained from t he S EM i nvestigation. The s urface of t he s ample wa s i rradiated w ith different 
pulse energy. It is evident from the analysis of the results obtained from the AFM that the fluence of the laser 
spot affects the depth of the interaction with the surface but they don’t disturb the spacing of the BaTiO3. The 
spacing of the lattice is not altered by exposing the BaTiO3 with a laser beam (Figure 7). 

The AFM micrograph of BaTiO3 after irradiation with different intensity laser beam is presented in Figure 8 
A & B at 55 J/cm−2 laser fluence. It shows that the depth of the ripples increase nonlinearly with the pulse ener-
gy. AFM is an important technique for studying the morphology of laser irradiated BaTiO3. The irradiation of 
laser was applied at the sample by varying the laser fluency. Tapping mode AFM imaging was applied to study 
the femtosecond laser induce BaTiO3. Figure 8(A) shows a typical medium-scale AFM image (0.9 μm × 0.9 μm) 
of the BaTiO3 thin film supported on Cu whereas, Figure 8(B) presents a topographical view of the sample. The 
topographic maps revealed that the film was rich in the dents and irregularities on their surfaces. The rough sur-
faces provide a greater number of active sites and comparatively possess a greater surface area than smooth ones; 
such particles can play a better role in the field of catalysis. Results obtained with AFM identified that newly 
synthesized BaTiO3 NPs grown on BaTiO3 thin film, possessed an average size of 14 nm. The results acquired  
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(a)                                        (b) 

(A) 

 
(a)                                        (b) 

(B) 

 
(a)                                        (b) 

(C) 

Figure 7. SEM morphology of BaTiO3 with laser interaction at different laser irradiation (A) 
55 (B) 127 (C) 263 in (a) & (b) photograph.                                              

 
for size elucidation using AFM and TEM image analysis were in good agreement. 

The interaction w ith l aser light with the BaTiO3 sample depends upon the l aser fluence because the micro 
structure of the BaTiO3 thin film supported by Cu plate is totally damaged by the irradiation of laser light with a 
higher fluence. The laser fluence changes the roughness of the sample after irradiation with Laser light. Figures 
9(A)-(D) reveal the AFM images and distribution chart of BaTiO3 NP film. AFM images prove that the grains 
are uniformly distributed within the scanning area (2000 × 2000 nm) with individual columnar grains extending 
upwards. This surface topography is important for many applications such as responsivity of photo-detector and 
catalysts. The BaTiO3 NPs have spherical shaped with good dispensability and homogeneous grains aligned ver-
tically. The duration of the interaction time with the BaTiO3 sample is also important to judge the microstructur-
al change by laser irradiation. Figures 10(A)-(E) show the AFM micrograph of BaTiO3 irradiation with differ-
ent time. The estimated values of root mean square (RMS) of surface roughness average and average grain size 
are calculated by using the AFM image. The images of the micrograph are plotted in terms of 2D and 3D views.  
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(A)                                                     (B) 

Figure 8. AFM imgae of surface AFM images of surface after irradiation with laser of intensity of 55 J/cm2.               
 

 
(a)                                                       (b) 

(A) 

 
(a)                                                       (b) 

(B) 
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(a)                                                       (b) 

(C) 

 
(a)                                                       (b) 

(D) 

Figure 9. AFM images of surface after irradiation with laser of intensity of (A) 55 (B) 190 (C) 320 (D) 430 J/cc2.           
 

The roughness profile measured through AFM investigation is shown in Figure 11. From the interaction with 
femtosecond laser light, the roughness of the sample increase from 42% to 89% with increase the laser fluence. 
The depth of the interaction was analyzed from the analysis of  the roughness through the AFM cross-section 
image and it was plotted in Figure 12.  

Figure 13 shows the change in lattice parameter of the laser treated sample. It is evident from the figure that 
the maximum change in lattice parameter is found at 430 J/cm2. This investigation has been carried out from the 
XRD analysis. The c/a ratio continuously increases with an increase in the laser fluence and the % elongation 
slowly decreases with an increase in the laser fluence. Initially, it shows the higher change in elongation but lat-
er it changes slowly with laser fluence. Figure 14 shows the change in dielectric from 2328 to 7798 with the la-
ser fluence. The increment is found along with the development of the strain in the dielectric material due to ir-
radiation of the sample from the high intensity laser light. This change in the dielectric is due to change in mor-
phology. This development is possible only f rom the rise in temperature in the ablated zones. From the large 
heating, the microstructure is completely changed, but crystal structure remains the same. This leads to devel-
oping the maximum s train i n t he material an d t heir p ercentage with r espect t o l aser fluence ar e p resented i n 
Figure 14. This s train i s d irectly c alculated f rom t he u nstained s ituation or b efore t he l aser i rradiation. T he 
strain factor (g) is calculated from the following factor:  

1 0
1 2 1ln

0.223eff
L

F
N ζχ α

τ
−

−

 
=  

 
                               (7) 
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(a)                                                       (b) 

(A) 

 
(a)                                                       (b) 

(B) 

 
(a)                                                       (b) 

(C) 
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(a)                                                       (b) 

(D) 

 
(a)                                                       (b) 

(E) 

Figure 10. AFM images of surface after irradiation with laser of intensity of (A) 2 (B) 4 (C) 5 (D) 7 (E) 9 sec.              
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Figure 11. Surface roughness of the laser treated sample.                                  

 

 
Figure 12. Surface roughness versus pulse intensity.                                   

4. Conclusion 
Based on t he experimental r esearch, a  simple t heory with t he e xperimental r esults o n t he i nteraction o f l aser 
light with surface of high dielectric material has been proposed. This theory actually deals with the temperature 
dependent oscillation of the atoms and the maximum deflection of the amplitude at which an atom is separated 
from the lattice, depends upon the laser fluence. The maximum changes in morphology have been observed 430 
J/cm2 and also change the spot of the interacted zones. The squared diameter rapidly increases with increase the 
laser fluence and attains the steady state beyond 350 J/cm2 whereas the size of the spot continuously decrease 
with a n i ncrease i n t he l aser f luence b ecause o f a  c hange i n t imes o f p ulse i nteraction with rotating s ample. 
Meanwhile the ablation rate from the interaction of the laser l ight increases with an increase in the laser l ight 
due to large changes in temperature from the localized heating of the sample. This shows the maximum impact  
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Figure 13. Variation of c/a ratio and change in elongation with laser fluence.                   

 

 
Figure 14. Change in dielectric constant and % strain produced in the material with laser fluence.    

 
on change in morphology of the BaTiO3, observed from the SEM and AFM investigation. The roughness of the 
sample also increases with an increase in the laser fluence. The roughness of the sample has been observed at 
430 J/cm2. At the higher laser fluence, the dimple features have been observed in morphology due to the maxi-
mum transport of the material f rom the melted region to the heat f low direction. At the last but not least, the 
maximum strain has been found in material at the higher laser fluence. This result has been observed from the 
measurement of dielectric constant at room temperature of the laser treated sample. The other important results 
are dielectric and the elongated lattice parameter of the laser treated material, which may increase with an in-
creasing strain in the material.  
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Abstract 
This paper is concerned with the determination of currents and charges in hypercomplex exten-
sions of the Feynman-Dyson derivation of the Maxwell-Faraday equations. We analyze the ap-
pearance of charges and currents in non-Abelian versions of that approach: SU(2), SU(3) and G2. 
The structure constants of G2 Lie algebra are computed explicitly. Finally, we suggest a seven-di- 
mensional treatment of color. 

 
Keywords 
Gauge Charges, Structure Constants, Multiplication Tables, Color 

 
 

1. Introduction 
This paper is a continuation of the discussion on hypercomplex extensions of the Feynman-Dyson derivation of 
the Maxwell-Faraday equations. Usually mathematical proofs have only relatively minor value since for any set 
of mathematical arguments it is possible to present an equally valuable set of contra-arguments; in physics, by 
contrast, the ultimate verification of a statement is its confirmation by experiment and the solution is unique. 

The s pecific t opic o f t he p resent d iscussion i s t he d etermination o f cu rrents an d ch arges i n t he s uggested 
schemas [1]-[4]. As the defining model we consider the structure of the classical electrodynamics which consists 
of two parts: the first, the “inertial” fields produced by a moving source that is wrapped around the source, and 
the s econd, t he r adiated part that c onsist o f t he excessive f ield d ue t o t he accel erated m otion o f t he s ource. 
Equivalently, the solutions may be viewed as a description of the motion of a source under the influence of an 
external field. The role of the inhomogeneous equations in al l that is crucial. They define the electromagnetic 
parameters of the source: charge and current. This is not “merely” a definition, for it produces a drastic change 
in the physical content of the theory which leads to reconsideration of the structure of the space-time continuum 
(a change from Galilean to Lorentz group transformations that leave the equations invariant). It also introduces a 

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710096
http://dx.doi.org/10.4236/jmp.2016.710096
http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/
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new type of symmetry—internal local gauge symmetry. 
Thus, charge and the current turn out to be newly conserved quantities. Note that the non-Abelian extension 

of the gauge fields proceeds through the steps described above [3]. Therefore a m ore detailed analysis of what 
has been done so far is required as well as an explanation of the reasoning behind it.  

2. Mathematical Preliminary. 
Mathematical background for our discussion is necessary. 

Since we are interested in a theory with uniquely determined predictions, it is advisable to use a numeric sys-
tem that allows that to occur: normed division algebras which include the real (1dimensional), complex (2 di-
mensional), quaternion (4 dimensional) and octonion (8 dimensional) algebras that satisfy the definition of qua-
dratic composition algebras: 

( ) ( )2 1 0, real, complex, quaternion, octonionx Tr x x N x x− + = ∀ =  

( ) ( )1, real,x x Tr x Tr x+ ≡ =                                 (1) 

( ) ( ) ( )1, real.xx xx N x N x= ≡ =  

Definitions of trace ( )Tr x  and norm ( )N x  are consistent with those of matrix calculus. 
Note that in contrast with reals, complex and quaternions, octonions are non-associative (but still alternative) 

algebra and therefore can’t be represented by matrices. 
Now we n eed to introduce multidimensional n umeric o bjects-vectors to extend the usual ar ithmetic o pera-

tions-addition, multiplication by a constant number, and multiplication between them. In so doing, we now gain 
three types of multiplication: 

1) scalar multiplication described by the Jordan product 

( )1
2

⋅ ≡ +A B AB BA  

which maps vector fields into scalars; 
2) vector multiplication described by the Lie bracket product 

( )1
2

× ≡ −A B AB BA  

which maps vector fields into vectors; and 
3) tensor multiplication ⊗A B  which leads to the higher dimensional algebras. 
Surprisingly, vector multiplication does not always satisfy the usually required properties [5] [6]. 
It realized consistently only in n = 1, n = 3 and n = 7 dimensional space according to [7] [8]: 

( )( )( )1 3 7 0n n n n− − − = ,                               (2) 

where n is the dimension of the underlined vector space. 
Bearing in the mind the definition of charge in the following discussion, from now on, by the term multiplica-

tion we mean the Lie bracket product 

( )1
2a b a b b ae e e e e e× = − .                                (3) 

For the quaternions ( 3n = ) the structure constants abcf  may be computed from 

[ ]1 , ; , , 1, 2,3
2a b a b abc ce e e e f e a b c× ≡ = =                          (4) 

where abc abcf ε= , and abcε  is to tally a ntisymmetric Levi-Civita s ymbol with t he o nly nonzero i ndependent 
components 123 1ε = . Thus w e get quaternion multiplication ta ble (see Figure 1), where 2 1; 1,2,3ae a= − = . 
From (1) it follows that ae  are the traceless, antihermition generators of quaternion algebra. We compute the 
quaternion and octonion multiplication tables in order to compare them with the corresponding commutation  
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Figure 1. Quaternion multiplication table. 

 
relation tables and structure constants for the most popular in physical applications Lie algebras. 

For the octonions ( 7n = ) we get octonions multiplication table (see Figure 2), where 2 1; 1,2, ,7ae a= − =  . 
From (1) it f ollows that ae  are the traceless, antihermition generators of octonian a lgebra. Then the structure 
constants abcf  may be computed from 

[ ]1 , ; , , 1, ,7
2a b a b abc ce e e e f e a b c× ≡ = =                           (5) 

where abc abcf ε= , a nd abcε  is th e to tally a ntisymmetric a nalog o f t he Levi-Civita s ymbol in s even-dimen- 
sional vector space with only nonzero independent components  

123 246 435 651 572 714 367 1abcf f f f f f f f= = = = = = = =                     (6) 

3. Internal (Local Gauge) Symmetries 
Our knowledge of the physical system is expressed in terms of conserved measurable quantities. The Noether 
theorem provides the connection between them and the symmetry transformations which leave the equations of 
motion invariant. 

Now let us consider the symmetries that play a major role in the description of the fundamental interactions. 
These are rank-one electromagnetic U(1) and its extension, the Weinberg-Salam-Glashow electroweak model 
SU(2) ⊗  U(1). Further, we use the second-rank extension of these-SU(3) of QCD and its close relative, G(2) 
[9]. In all the cases we have dealt with, the continuous Lie groups and algebras associate the transformations in 
the inner space of the particle with quantities measurable by macroscopic devices according to Noether theorem 
[10]. That connection is established by the universal relation 

[ ],a b abc cT T if T=                                     (7) 

where aT  are traceless, hermitian matrices, which we call gauge charges and abcf  are the structure constants 
that uniquely determine the symmetry group.  

3.1. The Lie Algebra of the SU(2) Group 
The group parameters form a three-dimensional vector space. As its base we choose standard Pauli matrices: 

1 2 3

0 1 0 1 01 1 1; ; .
1 0 0 0 12 2 2

i
T T T

i
−     

= = =     −     
                     (8) 

Here and in the following we use the normalization: 

{ } 1 ; , 1, 2,3
2a b abTr T T a bδ+ = =                               (9) 

We use the common normalization convention in order to allow the comparison of vector spaces formed by 
consecutive Lie algebras. Then, structure constants abcf  are computed from (7). It is convenient to present the 
results in the form of a multiplication table (see Figure 3). 

The abc abcf ε=  obtained is a  to tally a nti-symmetric L evi-Civita s ymbol in  th ree-dimensional vector s pace 
with only independent nonzero components 123 1f = . 
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Figure 2. Octonions multiplication table.                                                 

 

 
Figure 3. Lie algebra and structure constants of SU(2).                                                 

3.2. The Lie Algebra of the SU(3) Group  
Here we have to deal with eight group parameters. In order to maintain the connection with the Lie algebra of 
the SU(2) group we choose traceless, hermitian Gell-Mann matrices as the base of our vector space: 

1 2 3 4

5 6 7 8

0 1 0 0 0 1 0 0 0 0 1
1 1 1 11 0 0 ; 0 0 ; 0 1 0 ; 0 0 0 ;
2 2 2 2

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0 0
1 1 1 10 0 0 ; 0 0 1 ; 0 0 ; 0 1 0
2 2 2 2 30 0 0 1 0 0 0 0 0 2

i
T T i T T

i
T T T i T

i i

−       
       = = = − =       
       
       

−      
      = = = − =      
       −      

.






          (10) 

Now from (7) we calculate the structure constants and present the results as a multiplication table (see Figure 
4). 
where  

123 147 516 246 257 345 637 458 678
1 31; ;
2 2

f f f f f f f f f= = = = = = = = =                  (11) 

are non-vanishing, totally anti-symmetric structure constants. 

3.3. The Lie Algebra of the G2 Group 
The general elements of the G2 Lie algebra are described by fourteen parameters. The standard base is given in 
terms of fourteen 7 × 7 traceless hermitian matrices [11]: 
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Figure 4. Lie algebra and structure constants of SU(3).                                                 

 

1

0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0 0

1 0 0 0 0 1 0 0
2 2 0 0 0 1 0 0 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0

T

 
 
 
 
 

= − 
 −
 
 
 
 

, 2

0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0 0 0
1 0 0 0 0 0 0

2 2 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

i
i

T i
i

− 
 
 
 
 

= − 
 
 
 
 
 

 

3

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0

1 0 0 0 1 0 0 0
2 2 0 0 0 0 1 0 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0

T

 
 − 
 
 

= − 
 
 
 
 
 

, 4

0 0 1 0 0 0 0
0 0 0 0 0 0 0
1 0 0 0 0 0 0

1 0 0 0 0 0 1 0
2 2 0 0 0 0 0 0 0

0 0 0 1 0 0 0
0 0 0 0 0 0 0

T

 
 
 
 
 

= − 
 
 

− 
 
 

 

5

0 0 0 0 0 0
0 0 0 0 0 0 0

0 0 0 0 0 0
1 0 0 0 0 0 0

2 2 0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0

i

i
T i

i

− 
 
 
 
 

= − 
 
 
 
 
 

, 6

0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 1 0 0 0 0 0

1 0 0 0 0 0 0 0
2 2 0 0 0 0 0 1 0

0 0 0 0 1 0 0
0 0 0 0 0 0 0

T

 
 
 
 
 

=  
 −
 

− 
 
 

 

7

0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

1 0 0 0 0 0 0 0
2 2 0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0 0

i
i

T
i

i

 
 − 
 
 

=  
 −
 
 
 
 

, 8

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 2 0 0 0 0

1 0 0 0 1 0 0 0
2 6 0 0 0 0 1 0 0

0 0 0 0 0 2 0
0 0 0 0 0 0 0

T

 
 
 
 −
 

= − 
 −
 
 
 
 

          (12) 
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9

0 0 0 0 0 0 2
0 0 0 0 0 1 0
0 0 0 0 1 0 0

1
0 0 0 0 0 0 2

2 6
0 0 1 0 0 0 0
0 1 0 0 0 0 0

2 0 0 2 0 0 0

T

 
 

− 
 
 
 =
 
 
 −
 
 
 

, 10

0 0 0 0 0 0 2
0 0 0 0 0 0
0 0 0 0 0 0

1
0 0 0 0 0 0 2

2 6
0 0 0 0 0 0
0 0 0 0 0 0

2 0 0 2 0 0 0

i
i

i
T i

i
i

i i

 
 
 
 − 
 = −
 
 
 −
 
 − 

  

11

0 0 0 0 0 1 0

0 0 0 0 0 0 2
0 0 0 1 0 0 0

1 0 0 1 0 0 0 0
2 6

0 0 0 0 0 0 2
1 0 0 0 0 0 0

0 2 0 0 2 0 0

T

 
 
 
 − 

− =
 
 
 
 
 
 

, 12

0 0 0 0 0 0

0 0 0 0 0 0 2
0 0 0 0 0 0

1 0 0 0 0 0 0
2 6

0 0 0 0 0 0 2
0 0 0 0 0 0

0 2 0 0 2 0 0

i

i
i

iT
i

i

i i

− 
 
 
 
 

− =
 

− 
 
 
 − 

 

13

0 0 0 0 1 0 0
0 0 0 1 0 0 0

0 0 0 0 0 0 2
1 0 1 0 0 0 0 0

2 6 1 0 0 0 0 0 0

0 0 0 0 0 0 2

0 0 2 0 0 2 0

T

− 
 
 
 
 
 =
 − 
 
 
 
 

, 14

0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0 0 2
1 0 0 0 0 0 0

2 6 0 0 0 0 0 0

0 0 0 0 0 0 2

0 0 2 0 0 2 0

i
i

i
iT

i

i

i i

 
 − 
 
 
 =
 − 
 −
 
 − 

 

And thus we obtain the corresponding multiplication table (see Figure 5).  
 

 
Figure 5. Lie algebra and structure constants of G2.                                                                    
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where 

123 147 516 246 257 345 637

1093 11123 1291 9414 11011 21012 5913 41013 51014 61411 71214 71113 61213

458 678 9810 81211 81314

1 1; ;
2 2 2

1 ;
2 2

3 1 1; ;
2 2 2 6 6

f f f f f f f

f f f f f f f f f f f f f

f f f f f

= = = = = = =

= = = = = = = = = = = = =

= = = = =

   (13) 

are non-vanishing, totally anti-symmetric structure constants.  
Notice that SU(2) Pauli matrices as well as SU(3) Gell-Mann matrices do not allow some general form that 

can describe all the matrices. I guess that the G2 (T1 to T14) also do not allow to do so.  

4. Equations of Motion of Non-Abelian Waves 
Consider an elementary particle whose motion is parametrized by the external position ; 1, 2,3;jx j =  velocity 

; 1, 2,3;jx j =  and internal gauge charges ; 1, ,aT a n=  , which are the non-Abelian analogs of electromagnetic 
charge; n is the dimension of the vector space formed by those charges. Then the defining commutation relations 
are 

[ ]

, 0

,

,

, 0

j k

j k jk

a b abc c

j a

x x

x x i

T T if T

x T

δ

  = 
  = 

=

  = 



                                      (14) 

where , 1, 2,3j k =  and , , 1, ,a b c n=  . 
In general, the equations of particle motion are Newtonian equations 

( ), ,j jmx F x x t=                                       (15) 

and generalized Wong’s equations [2] 

0; 1,2,3; , , 1, ,b c
a abc j jT gf A T x j a b c n+ = = =


                         (16) 

(in the time axial gauge 0 0A = ). jA  is the vector potentials of the external gauge fields 

; 1, 2,3; , , 1, ,a
j j aA A T j a b c n= = =                              (17) 

Particle motion affected by the generalized Lorentz force 

( ) ( ) ( ), , , ,j j jkl k lF x x t gE x t g x B x tε= +                             (18) 

where  

( ) ( ) ( ) ( ), , and , ,a a
j j a j j aE x t E x t T B x t B x t T≡ ≡                        (19) 

are three-dimensional vectors in outer particle space and n- dimensional vectors in the inner particle space. They 
are the expected solutions of the generalized Yang-Mills [12]-Shaw [13]-Lee [3]-Wong [2] equations 

0a abc b c
j j j jB gf A B∂ + =                                   (20) 

( ) 0
a

a abc b ci
ijk j k j k

B
E gf A E

t
ε

∂
+ ∂ + =

∂
                             (21) 

a abc b c a
i i i iE gf A E ρ∂ + =                                  (22) 

( )
a

a abc b c ai
ijk j k j k i

E
B gf A B j

t
ε

∂
− + ∂ + =

∂
                           (23) 
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In particular, for 1n =  we have Maxwell-Faraday electromagnetic theory; for 3n =  we have the Weinberg- 
Salam-Glashow electroweak model; for 8n =  we have SU(3) QCD and for 14n =  we obtain G2 generaliza-
tion of Yang-Mills theory that may also have some relevance to the unified theory of fundamental interactions. 

However, neither SU(3) nor G2 are based on seven-dimensional space of internal parameters in obvious con-
tradiction to the requirement that 7n =  from [7] and [8]. 

5. Color 
So far we have considered matrices with the real and complex matrix elements. There are numerous ways to ob-
tain hypercomplex extensions of these matrices. The simplest is: 

1 1 1 1

2 2 2 2

3 3 3 3

0 1
;

1 0

0
;

0

1 0
; .

0 1

e i i ie

i
e i i ie

i

e i i ie

σ σ

σ σ

σ σ

 
= − ⋅ = − = 

 
− 

= − ⋅ = − = 
 
 

= − ⋅ = − = − 

                             (24) 

These expressions may be treated as a substitution of 2 2×  matrices containing complex matrix elements by 
1 1×  matrices containing quaternion matrix elements. This treatment is legitimate since quaternions do allow 
for matrix representation while octonions, as stated previously, cannot be represented by matrices. Nevertheless, 
(25) give us an idea of how to introduce a s pecial definition of charges and currents that do satisfy the 7n =  
requirement. Namely, 

; 1, ,7j jT ie j= =                                    (25) 

Then the structure constants are: 123 246 435 651 572 714 367 1abcf f f f f f f f= = = = = = = =  
We assume that these are the color charges and currents in the unified theory of the fundamental interactions. 

Our confidence is based on the discovery made by I. Newton [14]: 
 

Red Orange Yellow Green Blue Indigo Violet 

6. Conclusion 
It looks like a long way to go until the comparison with the experimental results could be obtained within this 
approach. However, definitely it p rovides an interesting extension o f t he current version o f the quantum field 
theory.  
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Abstract 
The predictions of the Bohmian mechanics are compared with the predictions of the standard 
quantum mechanics. The analysis is done on a recently performed experiment of Hong-Ou-Mandel 
type. To the difference from the experiment of Hong, Ou, and Mandel with photons, the new one 
used bosons possessing rest-mass, 4He atoms. Another novelty is that vis-à-vis the old experiment 
with identical photons, the recent one proves that distinguishable states of identical bosons can be 
used on condition that those states can transform into one another. The analysis here is done sep-
arately in the standard quantum formalism, and on base of the Bohmian velocities. Calculating the 
Bohmian trajectories, a contradiction arises. A major advantage of the present work over previous 
works that found the Bohmian mechanics problematic—typically based on counterfactual rea-
soning—is that the analysis here uses no counterfactual reasoning. Also, there is an advantage 
vis-à-vis the Brida experiment based on a thought-experiment of P. Ghose that also showed a con-
tradiction between the quantum and Bohm’s mechanics. Brida’s experiment is done with photons, 
for which Bohm’s mechanics is not valid, while the experiment analyzed here is carried with par-
ticles possessing rest-mass. 

 
Keywords 
Gratings of Light, Bragg Scattering, Bohmian Velocity, Bohmian Trajectory 

 
 

1. Introduction 
The Standard Quantum Mechanics (SQM) is plagued by the collapse postulate which besides being alien to the 
SQM formalism, leads to various contradictions. A famous example is offered by the so-called Hardy’s paradox 
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with a two-particle entanglement [1], in which the collapse postulate in conjunction with the special relativity 
produces a contradiction [2] [3].1  

Vis-à-vis t hese pr oblems, di fferent “interpretations” of  t he qu antum mechanics were pr oposed, s uggesting 
different solutions. It is beyond the scope of this work to examine all these interpretations and their weak points. 
A review of the interpretations most often discussed in the literature can be found in [5]. We focus here on D. 
Bohm’s interpretation [6] [7] in the spirit of the guide-wave idea of L. de Broglie [8], since it is  the most tho-
roughly elaborated and investigated.  

Bohm’s Mechanics (BM) eliminates the collapse postulate by assuming the existence of a quasi-classical par-
ticle—called i n t he l iterature Bohmian par ticle—that h as at  o nce a well-defined pos ition a nd velocity, a nd 
therefore follows a well-defined trajectory. Thus, BM d epicts a clear picture on how the measurements’ out-
comes are produced: the detector through which passes the Bohmian particle, makes a recording, while the other 
detectors remain s ilent al though d ifferent parts o f t he wave-function i mpinge o n them t oo. Thus, the collapse 
postulate becomes futile. 

Unfortunately, the BM encounters hard problems.  
One problem is that the BM is unfit for photons, as the formula of the Bohmian velocity involves the mass of 

the particle. Trials to take, for instance, the quantity 2cω  as mass of a photon, encounter difficulties [9]. 
Another problem is  that reasoning from the point of view of observers in relative movement, as in Hardy’s 

analysis [1]-[3], the Bohmian trajectories predicted by the different observers are different. The contradiction 
would be avoided only if the wave-function would be valid in one single frame—a preferred frame—and invalid 
in all the other frames [10]. But the theory of relativity doesn’t allow preferred frames. 

Though, s earches f or f rames i n which t he wave-function was v iolated were d one in  different ways, with 
moving detectors [11] or beam-splitters [12], or supposing some ether moving together with the Earth [13]. The 
experimental results didn’t reveal any such invalidating frames. 

P. Ghose pointed to one more problem, appearing in two-particle interferometry [14]-[16], and working with 
one single frame, the lab frame. In experiments with more than one particle, the Bohmian trajectories make pre-
dictions compatible with SQM if the particles are distinguishable. However, if the particles are indistinguishable 
and their wave-functions overlap, one cannot follow the evolution of each particle individually simply because 
one c annot di stinguish be tween them. P . G hose pr oposed a n e xperiment with i ndistinguishable bos ons, e ach 
boson passing through a different slit, and showed that the BM predictions differ clearly from those of the SQM. 

A simulation of this proposal was realized with down-conversion photons by G. Brida and his co-workers [17] 
[18]. It confirms the SQM predictions, but it is  questionable if that can be taken as disproving the BM because 
the BM is not applicable to photons. 

For this reason, another experiment is analyzed here, recently performed at the Charles Fabry labs [19]. The 
experiment is a r ealization of the Hong-Ou-Mandel (HOM) experiment, with bosons possessing rest-mass, 4He 
atoms, instead of photons. This analysis shows a co ntradiction which appears between BM and SQM when the 
wave-function is a superposition of different states of two identical particles. This analysis is also done only in 
the lab frame, and the proof is much simpler than that of P. Ghose. 

The next sections are organized as follows: Section 2 describes the experiment main line. Section 3 presents 
the QM analysis of the experiment. Section 4 calculates the Bohmian trajectories of the two involved particles. 
Section 5 comprises discussion. 

2. A Hong-Ou-Mandel Type Experiment with Bosons 
The fi rst s tep in the HOM-type experiment is the generation of pairs of atoms, Figure 1. On a trapped Bose- 
Einstein condensate (BEC) i s superimposed a m oving optical lattice created by two counter-propagating laser 
beams between which there is a small difference in frequency, δν . Thus, the atoms in the BEC appear as hav-
ing a relative movement with respect to the lattice, with a mean z-component of the linear momentum, 0p , de-
pendent on δν .  

Under such conditions, if a collision of two atoms occurred, and was also accompanied by interaction with the 
lattice, the z-linear momenta of the atoms is changed to new values, P and p, P p> , see figure 1, a in [20] or  

 

 

1Hardy’s analysis was focused on ruling out local hidden variables, but it was immediately realized that it implies that the collapse clashes 
with the relativity, even without involving hidden variables. Berndl and Goldstein suggested that the clash is due to drawing conclusions on 
non-performed measurements [4]. Their suggestion is in line with the claim that the wave-function has an epistemological character, but it 
brings no contribution to the effort of understanding the measurement process. 
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Figure 1. Generation and detection of the atom pairs. (not to scale) This figure is sim-
ilar with the figure 1, a in [19] and represents schematically the elements used in pro-
ducing and detecting atom pairs. On a BEC (white vertical oval) located in an optical 
trap (pink shaded) i s superimposed a  moving opt ical la ttice (blue). When the la ttice 
and the trap are switched off, the atoms fall toward a micro-channel plate detector lo-
cated below the BEC.                                                               

 
[21] (these articles contain a detailed explanation of the pair generation process). The values P and p are quite 
well-defined due to the restrictions imposed by the conservation laws of linear momentum and energy, and by 
the lattice constant, see figure 1, b in [20]. Thus, a p air of atoms is created, one atom labeled below as a, with 
z-linear momentum P, the other, labeled b, with z-linear momentum p. 

At a time 1t  the optical lattice is switched off, and 200 μs later the optical trap is switched off too. Since this 
moment on, the atoms fall freely under the action of the gravity and of their initial linear momenta. Due to the 
difference in linear momentum along the axis z, they separate spatially, see Figure 2. 

At a time 2 1 500 μst t= +  the atoms meet a second optical lattice, non-running, with the fringes in the plane 
x-y. The lattice is  sufficiently thick in the z-direction for being felt by both atoms although there is a distance 
between them. The lattice is kept active for 100 μs, and the effect is that the z-linear momenta of the atoms are 
swapped. 

From now on, the distance along the axis z between the two atoms decreases steadily and they meet again at a 
time 3t  that satisfies 3 2 2 1t t t t− = − , see Figure 2. At 3t  the second optical lattice i s switched on again, but 
only for an interval of 50 μs. This shorter interval of atom-lattice interaction has the effect that the lattice acts 
similarly with a beam-splitter that transmits and reflects in equal proportion. In consequence, both atoms leave 
the lattice with the same z-linear momentum, either both with P (the output c), or both with p (the output d).2 

3. Analysis of the Experiment According to the Quantum Mechanics 
In this analysis only the evolution along the z-axis is relevant, because the velocity of the atoms in the plane x-y 
had quite a narrow peak around zero, as shows the figure 2(c) in [19]. The fringes of all the optical lattices were 
perpendicular to the z-axis and so the detector plate. Therefore, the calculi below are done in one dimension, on 
the axis z. 

Between the times 1t  and 2t  the atoms are distinguishable by their linear momentum s.t. the wave-function 
of the boson pair is 

 
† †

1
ˆˆ, 0 1 1p P p= = a, b,a b a bP ,                               (1) 

As said in Section 2, at 2t  the second optical lattice is switched on. 

 

 

2Since the time the trap is switched off, on the atoms acts the gravitational acceleration which alters the linear momenta P and p. However, inside 
the interferometer the alteration is small, moreover, inside the optical lattices activated at t2 and t3 compensation is done for this acceleration. 
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Figure 2. The time-evolution of the atom pairs. (Not to scale). This picture is similar 
with the figure 1, b in [19]. The origin of the vertical axis is at the point where the pair 
is supposed to have been generated. The horizontal axis represents time of flight. Each 
one of the curves after t3 symbolize that both atoms got the same linear momentum.                                                                    

 
According to [19] the behavior of the wave-packets in this lattice is well described by the Rabi formalism of a 

two-state system driven by an oscillatory field. The two states allowed by the interaction with the lattice under 
the energy and momentum conservation constraints, correspond to the linear momenta P and p. Thus, the evolu-
tion of an atom q in the field is described by a linear superposition 

( ) ( ) ( ) ( )† † † † † †ˆ ˆ ˆ ˆ ˆ ˆ,P p p pA B C Dτ τ τ τ→ + → +q q q q q qP P ,                      (2) 
where the symbol →  means “transforms into”, τ  is the interval of exposure to the field, and 

( ) ( ) ( ) ( )2 2 2 2
1A B C Dτ τ τ τ+ = + = .                           (3) 

As reported in [19], after an interval of 100 μs the coefficients ( )A τ  and ( )D τ  became zero, therefore the 
linear momenta of the two atoms were swapped, 

2ι† †ˆ ˆιe ,P p
ϕ−→a a  and 

2ι† †ˆ ˆιe ,p P
ϕ→b b  

s.t. the following transformation occurred (leaving aside constant phase-factors) 

   
† †

2
ˆ ˆˆ ˆ, 1 1 1 1P P p p P= =a, b, a, b,a b a b a bp P p ,                       (4) 

At the time 3 2 500 μst t= +  the second optical lattice is switched on again. Since 3t  obeys 2 2 13t t t t= −−  
the wave-packets of a and b overlap, rendering the two atoms indistinguishable. With the lattice active for only 
50 μs, it was found that the Equations (2) and (3) yielded, 

( ) ( )3 3ι ι† † † † † †1 1ˆ ˆ ˆˆ ˆ ˆιe ,       ιe
2 2p p p

ϕ ϕ−→ + → +a d c b c dP P P .                    (5) 

Thus, the lattice acted s imilarly to a b eam-splitter equally t ransmitting and reflecting ( see section “The HOM 
effect” in [19]).  

In the rest o f the text the subscripts p and P will be omitted for the outputs c and d, because the beam c is 
produced only with linear momentum P, and d only with the linear momentum p. 

Therefore, after 3 50 μst +  the pair passes into the state 

( ) ( ){ }3 3    
ι ι2 21 ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ, ι e e 1 1

2 p P p P
ϕ ϕ−= + + − + a, b,c d c d c d d c a b† † † † † † .               (6) 

The content of the second pair of round parentheses on the RHS vanishes because of the indistinguishability 
of the particles. The resulting wave-function is, 

( )3 3ι ι
 

ι, e 2 e 2
2 P p

ϕ ϕ−= +c, d,c d ,                            (7) 
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which means that both atoms exit the lattice with the same linear momentum. 
For the benefit of the next section it is useful to write the wave-functions (4) and (7) in coordinate representa-

tion 

( ) ( )ι  
2

1, 1 1 e ,
2π

pz Pz
p Pz z z zψ += = a b

a b a a, b b,                          (8) 

( ) ( ) ( ){ }
( )

 
ι 2 ι 2

ι

ι, e e
2 2π

1 e cos .
2π

Pz pz

Pz pz

z z

Pz pz

ϕ ϕψ

ϕ

+ − +

+

= +

− = + 
 

 





c d

c d

c d

c d

                        (9) 

In these wave-functions were omitted leading constant phase-factors. 

4. Analysis of the Experiment According to the Bohmian Mechanics 
Bohm’s interpretation of the QM is based on the concept of particles that move along well-defined trajectories. 
The BM predicts that an atom should have at each time t a well-defined coordinate r and a well-defined velocity 
r . Given a system of two quantum objects, a and b, of space-coordinate u and v respectively, if the joint wave- 
function is expressed as 

( ) ( ) ( ), , , , e xp ι , , u v t R u w t S u v tΨ =    ,                         (10) 

BM predicts for each object the velocity 

( ) ( ) ( ) ( )BM BM1 1, , , , ,       , , , , u u v t S u v t v u v t S u v t
u vµ µ
∂ ∂

= =
∂ ∂

 a b
a b

,               (11) 

where µa  and µb  are the masses of the particles, in our case, both equal to the mass µ  of 4He. 
For the present analysis we a re interested in the velocities before 3t , and those af ter the t ransformation (5) 

takes place.  
The wave-function (8) gives according to the formulas (10) and (11) that between 2 100 μst +  and 3t , 

( ) ( ), ,1 1,       
S z z S z zp Pz z

z zµ µ µ µ
∂ ∂

= = = =
∂ ∂

 

a b a b
a b

a b

.                    (12) 

The wave-function (9) gives according to (10) and (11) that after the transformations (5), 

( ) ( ), ,
,       

S z z S z z
P p

z z
∂ ∂

= =
∂ ∂

c d c d

c d

,                          (13) 

( ) ( ), ,1 1,       
S z z S z zP pz z

z zµ µ µ µ
∂ ∂

= = = =
∂ ∂

 

c d c d
c d

c d

.                    (14) 

Comparing the velocities (14) with (12) one may assume that in each trial of the experiment a fast particle—c, 
and a slow particle—d, leave the beam-splitter. However, that is disconfirmed by the experiment. 

In [19] it i s reported that p recise measurements o f the atoms’ velocities were done. I t was found that what 
emerged in the single trials of the experiment were two atoms of the same speed, either both fast, or both slow, 
as predicts the wave-function (7) and its subsequent forms, and not one fast atom and one slow, see the dip in 
figure 3 in [19]. 

Therefore in the formulas (14) the velocity of one particle should be calculated by dividing by 2µ  not by 
µ , since there are two atoms in the beam c, not one. Similarly for the beam d. By doing so one would obtain 

,       
2 2
P pz z
µ µ

= = c d .                                (15) 

Let’s now remind that the meaning of the action function S is the Lagrangian of the total system integrated 
over time. In an experiment in which two identical particles, each one traveling with linear momentum P, and 
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moving t ogether, i.e. having the same s pace-coordinate zc , th e classical H amilton-Jacobi formalism pr edicts 
( ), 2S z z z P∂ ∂ =c d c , not only P as in (13). Similarly, for two identical particles, each one of linear momentum 

p, and moving together with the same space-coordinate zd , ( ), 2S z z z p∂ ∂ =c d d , to the difference from (13).  
In c ontinuation, t he v elocity of  on e s ingle pa rticle s hould be  obt ained by  di vision to 2 μ, z P µ=c  and 

z p µ=d  to the difference from (15). 
Thus, an incompatibility resulted between the experiment and the BM definitions. 

5. Discussion 
The Bohmian mechanics is a hidden-variable, non-local theory, in which the hidden variables are the initial po-
sition of the Bohmian particles, at some time 0t . For 0t t> , the definitions (11) together with the form (10) of 
the wave-function allow obtaining the position of each particle step by step, 

( ) ( ) ( ) ( )( )Δ , , Δz t t z t z z t z t t t+ = + x x x a b , where ,=x a b .                   (16) 

In this way one can obtain a unique trajectory for each particle.  
However, as the Equation (16) shows, the Bohmian velocity of each particle at a given time t may depend on 

the position of both particles at t. In this case the BM becomes problematic vis-à-vis the theory of relativity. In 
the lab frame the two particles have at a g iven time t certain positions, e.g. za  and zb . Though, according to 
the time-axis of another frame, in movement with respect to the lab, by the time the particle a has the position 
za , th e p article b has th e p osition z′b . The B ohmian t rajectories o f s uch a system o f p articles ar e t herefore 

frame-dependent. 
For avoiding this ambiguity the BM has to postulate the existence of a preferred frame. The question whether 

the wave-function evolves according to a preferred frame is an issue of debate. 
Here is the advantage of the present analysis, which, as Ghose’s analysis, is done in the lab frame only. How-

ever, the present analysis is much simpler than that of P. Ghose, and is based on an experiment with particles 
possessing rest-mass, to which the BM can be applied. 
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Abstract 
The paper proves that due to the existence of electromagnetic interaction, the experiments of 
LIGO cannot detect gravitational waves. This is also the reason why Weber’s experiments of gravi-
tational waves failed. In fact, the formulas of general relativity that gravitational waves affect dis-
tances are only suitable for particles in vacuum. LIGO experiments are carried out on the earth. 
The laser interferometers are fixed on the steel pipes on the earth’s surface in the balanced state 
of electromagnetic force. Electromagnetic force is 1040 times greater than gravity. Gravitational 
waves are too weak to overcome electromagnetic force and change the length of steel pipes. 
Without considering this factor, the design principle of LIGO experiment has serious problem. The 
experiments to detect gravitational waves should move to space to avoid the influence of electro-
magnetic interaction. Besides, LIGO experiments have the following problems. 1) No explosion 
source of gravitational waves is really founded. 2) The argument that the Einstein’s theory of 
gravity is verified is a vicious circle and invalid in logic. 3) The results of experiments cause sharp 
contradiction for the energy currents of gravitational waves. The difference reaches to 1024 times 
and is unacceptable. 4) The method of numerical relativity causes great errors due to the exis-
tence of singularities. The errors are enlarged by the effect of butterfly due to the non-linearity of 
Einstein’s equation of gravity. 5) The so-called change of length 10−18 m between two glasses of in-
terferometers detected in the experiment exceeds the ability of current technique. This kind of 
precise has entered micro-scalar. The uncertain principle of quantum mechanics makes it im-
possible. The signs appeared in LIGO experiments are not caused by distance change. 6) LIGO ex-
periments have not detected gravitational waves. What detected may be the signs of disturbances 
coming from the middle region between two laser interferometers. 
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1. Introduction 
February 11, 2016, LIGO announced that for the first time mankind detected gravitational waves and observed a 
binary black hole merger directly. This piece of news becomes headline of many global leading media. However, 
there are many problems in the experiments of LIGO. Physicists should cool down to think the following prob-
lems carefully.  

2. Where Was the Source of Gravitational Waves?  
According to normal pressures of experiments, we should determine or observe the event of binary black hole 
merger which really happened in space by some methods at first. For example, the experiment observed optical 
afterglow caused by the material around black holes in merger process. Suppose the speed of gravitational wave 
is the same as that of light. When the light reached the earth, gravitational waves also arrived and caused stripe 
changes in interferometers.  

The problem was, did LIGO really observe binary black hole merger? The au thors read the PRL paper of  
LIGO but find no word to say they had observed astronomical phenomena about binary black hole merger [1]. 
They used the method of backward to deduce the event. Based on the signs detected in laser interferometers and 
the Einstein’s theory of gravity, by fitting them with computer, LIGO declared that the event happened in a dis-
tance galaxy 1.3 billion years ago. 

Therefore, so-called binary black hole merger is only the result of computer simulation, rather than a r eally 
observed e vent i n astronomy a nd physics. By using so-called matching filter method, LIGO declared to find 
gravitational waves and b inary b lack ho le merger from their waveform l ibrary which had been e stablished i n 
advance, rather than find them from sky.  

As well-known, we need to input many free parameters in the processes of computer simulations. If the me-
thod is used to deal with the Einstein’s equation of gravity, dozen free parameters are needed. Just like Feyn-
man’s joke, using four free parameters may fit out an elephant and using five free parameters may let the ele-
phant swing its nose.  

Let’s estimate the influence of gravitational wave’s explosion on the material around the source of wave de-
clared by LIGO. The corresponding energy o f 3  solar mass i s 475.4 10 J× . When they were t ransformed into 
energy i n o ne s econd, t he e nergy c urrent d ensity o n t he s urface o f s phere with r adius 1 0 l ight’s yeas was 

12 24 10 J m s× ⋅ . We compare it  with Hiroshima atomic bomb of 20,000 ton TNT corresponding energy to be 
138.4 10 J× . Suppose that the explosion lasted one second, the energy current density was also 12 24 10 J m s× ⋅  

on the surface of sphere with radius 1.3 meter. So the gravitational wave’s explosion declared by LIGO was able 
to raise the temperature of material around the source to thousand degrees even dozens thousand degrees and 
destroyed all object’s construction within the distance of 10 light’s years.  

The star density for common galaxies is about 32.5 10−×  sun/light’s yeas. The sphere with radius 10 light’s 
years contains 10.5 suns. Suppose that the mass of non-luminous material is 5 times more than that of luminous 
material, the material in the sphere with radius of 10 light’s years re is about 50 solar mass. If theses material 
was vibrated 100 t imes in one  second and heated to thousand degrees e ven dozens t housand degrees, a  great 
amount of radiations with various frequencies would be produced. According to some informed reports, Gamma 
rays were detected in two places of south sky at the same time of gravitational wave’s explosion. According the 
estimation, if the explosion of gravitational waves were true, what we observed would be the radiations of vari-
ous frequencies, rather than Gamma rays only. Meanwhile, the radiations would last more than 10 years, rather 
than disappearing immediately. They would be observable phenomena, but astronomers did not find them. 

However, t he p aper of L IGO d escribed t hat t he ex periment was t he f irst o bservation o f b inary black ho le 
merger. That is to say, they really observed binary black hole’s collision and merger.  

3. Did the Experiment Verify the Einstein’s Theory of Gravity? 
According t o the interpretation o f LIGO, t he experiments v erified t he gravitational wave t heory o f Einstein. 
However, what t hey o bserved were o nly t wo s igns i n l aser i nterferometers, without r eally o bserving b inary 
black hole merger and 3 solar mass being transformed into gravitational waves, how could they say that the gra-
vitational wave theory of Einstein was verified? 

The real conclusion should be that if the Einstein’s theory of gravity was true and what LIGO detected were 
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real signs of gravitational waves, an event of binary black hole merger happened in a distant galaxy 1.3 billion 
years ago, in which 3 solar mass was transformed into gravitational waves and emitted into the universal space. 
That’s all! We cannot say any more.  

On the other hand, the logic of LIGO has some problem. At first, based on the datum observed in laser inter-
ferometer and the gravitational theory of Einstein (reason), they deduced that there was an event of binary black 
hole merger happened in a d istance galaxy 1 .3 billion years ago (result). Then, based on the so-called consis-
tence between the event and the datum observed (reason), the E instein’s theory o f gravity is  verified ( result). 
Obviously, the argument of LIGO is a vicious circle and invalid logically.  

Besides, the Einstein’s theory of gravity is not the only one. Up to now, many gravity theories have been put 
forward, for example, the gravity theory in flat space-time. All of these theories predict the existence of gravita-
tional waves. The difference is that the gravitational wave of general relativity involves quadrupole moment, but 
the gravitational wave of flat space-time involves dipole moment, besides quadrupole moment [2] [3]. The effect 
of dipole moment is greater than quadrupole moment.  

If fitting gravity theory in flat space-time with the signs detected in interferometers, we can also deduce dif-
ferent processes of astronomy and astrophysics. For example, the binary black hole merger (there are also black 
holes in the Newtonian theory) happened in the Milky Way Galaxy, instead of distance Galaxy. In the process, 
much less mass is transformed into gravity waves, rather than 3 solar mass.  

Further on, there are two arms in laser interferometer. There is a pair of reflect glass in each arm. According 
to general relativity, gravitational wave’s radiation involves quadrupole moment. By the actions of gravitational 
actions, four glasses are affected simultaneously. While the distance between one pair glasses increases, the dis-
tance of another pair glasses decreases. If gravitational wave’s radiation involves dipole moment, there are three 
main models for the same process at least. 1) One pair glass’s distance changes, another does not change. 2) One 
pair glass’s distance increase while another decreases. Two pair glass’s distances increases or decreases simul-
taneously.  

The experiments of LIGO had not considered these possibilities. No methods were used to distinguish qua-
drupole moment and dipole moment. There were no wave forms of dipole moment in their waveform library, for 
they had not thought this possibility. Therefore, even though what detected were the gravitational waves of di-
pole moment radiations, the computer of LIGO may misunderstand them as that of quadrupole moment. The 
experiments to verify the theory of gravity in flat space-time may be considered as that to verify the theory of 
gravity in curved space-time. So, the experiment of LIGO has not verified the Einstein’s theory of gravity.  

4. There Are Contradictions Caused by the Energy Current Density of Gravitational  
Waves 

According to general relativity, gravity causes space-time curved which changes the distance between objects. 
The basic principle of LIGO experiment was that gravitational waves affected the lengths of interferometer’s 
two arms. Because two arms were vertical each other, the effects on them were different which leaded to the 
change of interference stripe.  

However, according to general relativity strictly, the formulas of gravitational wave’s effect of distances were 
only suitable for two particles moving along geodesic lines in vacuum [4]. This is the precondition of calculation. 
Whether or not are they also suitable for the experiments carried out on the earth’s surface? 

We should understand what the length change of interferometer’s arm means. The Interferometers of LIGO 
were fixed on the vacuum steel pipes and the poles are fixed on the earth’s surface. Reflect glasses hanged in 
interferometers through special f ibers. So there are two possibilities in the experiments. The first was that the 
positions of hang glasses were unchanged, but the lengths of steel pipes were changed. The second was that the 
lengths o f s teel p ipes were unchanged, but the positions of hang glasses were changed by t he vibrations. T he 
first is the standard opinion of general relativity which emphasizes spatial curvature and is used to explain the 
experiments of LIGO. But the second is not the standard opinion of general relativity. It represents the action of 
force to cause the vibration of glasses. In general relativity, there is no the concept of force. We only have the 
concept of spatial curvature caused by material. 

The interferometer system was acted by el ectromagnetic force and r eached balance. In the first case, only 
when the balance was destroyed, the distance between two glasses could change. Because electromagnetic inte-
raction is 1040 times greater than gravitational interaction, gravitational waves cannot break the balance of elec-
tromagnetic force. So the effect of gravitational waves cannot be observed.  
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In the second situation, reflect mirrors hanged on interferometers, not be free in vacuum. Because the connec-
tions of mirrors with fiber are also controlled by electromagnetic force, in LIGO experiments, electromagnetic 
interaction cannot be avoided. Many important factors are neglected in the analysis of experiments.  

Because the Einstein theory of gravity is equivalent to that of Newtonian under the condition of weak fields, 
we can a simplified method to estimate the energy current density of gravitational waves on the earth’s surface. 
At first, we assume that two reflect mirrors suspend in vacuum and discuss the actions of gravitational waves on 
the motions of mirrors. After that, we discuss the effect of electromagnetic interaction on LIGO experiments.  

For the stability of experiments, the mass of suspend glass is 40 kg. Suppose that the vibration frequency of 
gravitational wave is 100 Hz. In order to estimate the energy of gravitational waves roughly. The force acted on 
grass caused by gravitational wave is F which causes an acceleration a. For simplification, we suppose a to be a 
constant. Under the action of F, each glass moves 180.5 10 mL −∆ = ×  in time 10−2 s. According to the formula 
of the Newtonian, we have 

( )21,
2

F ma L a t= ∆ = ∆                                  (1) 

so 
( )

13
2

2 4 10 Nm LF
t

−∆
= = ×

∆
                                 (2) 

The moving distance of glass is 180.5 10 mL −∆ = ×  in 10−2 s, in which the work that gravitational wave does 
is   

312 10 JP F L −= ∆ = ×                                    (3) 

In the unite time (1 second), the work that gravitational wave does is  
2 31 29 210 2 10 2 10 J m sT − −= × × = × ⋅                            (4) 

Suppose the surface area of glass is 0.5 m2, correspondently, the energy current density of gravitational waves 
is   

29
29 2

1
2 10 4 10 J m s

0.5
W

−
−×

= = × ⋅                                (5) 

This is a very small quantity.  
On t he o ther ha nd, according to the calculation o f LIGO, 3 solar mass was t ransformed into t he e nergy o f 

gravitational waves in a s econd and was emitted into space. Let’s estimate the energy current density accepted 
on the earth’s surface. The solar mass is 302 10 kg× , the energy of 3 solar mass is 

2 30 2 473 6 10 5.4 10 JE mc c= = × = ×                               (6) 

The distance of 1.3 billion light years is 8 1613 365 24 3600 10 4.1 10R c c= × × × × = × . The energy current den-
sity on the surface of the earth is  

30 2
4 2

2 2 2 32 2

6 10 c 2.9 10 J m s
4π 4 3.14 4.1 10

EW
R c

−×
= = = × ⋅

× × ×
                    (7) 

The ratio of energy current densities for two calculation methods is  
4

242
29

1

2.9 10 7.25 10
4 10

W
W

−

−

×
= = ×

×
                                (8) 

Even we consider that the energy of gravitational waves absorbed by glasses was ten thousandth, the energy 
current density in (5) was increased ten thousand times, the ratio was still 1020. The difference is so great that it 
cannot be accepted in physics. Unfortunately, physicists of LIGO have not noticed this contradiction.  

5. The Effects of Electromagnetic Interaction Can Not Be Neglected 
As mentioned above, the interferometers of LIGO are fixed on the earth’s surface which are controlled by elec-
tromagnetic force and reach the situation of balance. To change the lengths of steel pipes, an extract force with 
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the same magnitude as  electromagnetic force i s needed at  least. However, electromagnetic force i s 1040 times 
greater than gravity. So wear gravitational waves on the earth’s surface can not violate the balance of electro-
magnetic force to change the lengths of steel pipes and produce signs in LIGO experiments.  

In fact, i f we consider the act ion of gravitational waves on the objects fixed on the ear th’s surface, electro-
magnetic i nteraction between charged particles will be invoiced. In this case, the Einstein equation o f gravity 
cannot be solved. No any problem can be discussed. 

Therefore, in general relativity, electromagnetic interaction is not considered in general. The formulas about 
the effect of gravitational wave on the distances are only suitable for two particles located in vacuum [4]. For the 
interferometers of LIGO, controlled by electromagnetic interaction, the formulas are invalid. This is most foun-
dational reason that LIGO experiments fail.  

According to the calculation of LIGO, the distance change of two glasses was 10−18 m, corresponding to 3 so-
lar masses was transformed into gravitational waves in one second in a distance galaxy 1.3 billion light years far 
away. But this calculation had not considered the effect of electromagnetic interaction. If electromagnetic inte-
raction was considered, suppose that the distance change between two glasses was still 10−18 m, the energy of 
gravitational waves should be greater 1040 times. The energy current density of gravitational waves would reach 

12 210 J m s⋅ . 
What is that mean? On the earth’s equator, the energy current density of solar light is 3 21.33 10 J m s× ⋅ . So 
12 210 J m s⋅  corresponds to the radiation energy of 750 million suns on the surface of the earth, vibrating hun-

dred times in one second. Under the action of this strong gravitational energy, let alone the laser interferometer 
of LIGO, even the earth itself would be destroyed.  

In this way, we can explain why J. Weber’s gravitational wave experiments failed. Weber put forward a me-
thod to detect gravitational waves. He used metal to made antenna and believed that gravitational waves would 
cause antenna resonance. He declared that he had accepted the signs of gravitational waves coming f rom the 
center of the Milky Way Galaxy. However, Weber’s experiments cannot be repeated by other physicists. The 
signs Weber accepted was considered too great so that the Milky Way Galaxy would be exhausted in 1 bi llon 
years. Now, what Weber accepted is considered t o be occasional i nterference signs, rather t han gravitational 
waves.  

The fail reason of Weber’s experiments is the same as the experiments of LIGO. Gravitational waves are too 
weak to overcome electromagnetic force between irons in metal and cause antenna vibrating. In this meaning, 
all laser interferometers on the surface of the earth including LIGO, and Virgo in Italy and France, GEO600 in 
Germen, TAMA300 in Japan and so on cannot really observe gravitational wave’s signs.  

The experiment of gravitational waves should move to space, not only to avoid noises, mainly to avoid elec-
tromagnetic interaction. In fact, because there was no the effect of electromagnetic force, the J. H. Taylor and R. 
A. Hulse’s observational of gravitational waves for double pulsar radio was credible [5].  

6. Is the Method of Numerical Relativity Reliable?  
The Einstein’s equations of gravity are non-linear and difficult to be solved. Up to now, only a few strict solu-
tions are obtained, most o f them are s tatic solutions. I f the motions of source material a re considered, motion 
speeds are contained in energy momentum tensor, so that the equations cannot be solved.  

The process of binary black hole merger i nvolved speeds, so t he n ormal method o f mathematical a nalysis 
losses efficacy. The method of numerical relativity is put forward to deal with this kind of problems [6]. How-
ever, black holes involved singularities and the law of physics invalid in singularities. The concrete realization 
of mathematical infinite is the crash of computer in the simulation process.  

In order to make calculation possible, lots of revisions had to be introduced which cause great errors. The 
boundary and initial conditions have to be reset each time when computer is near to crash, so that the errors are 
introduced again and again. Because the Einstein’s gravity field equations are non-linear, the Butterfly effect 
enlarged the errors.  

The LIGO experiments used numerical relativity to calculate binary black hole merger. This was also another 
cause which leads to inconsistence. Because the Butterfly effect of non-linear process cannot be avoided, the ef-
fectiveness of numerical relativity is worth suspending.  

Of course, most essential problem is, do singularity black holes with infinite great densities and infinite small 
volumes exist in nature [6]-[9]? 
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7. Can the Length’s Change of 1000 Times Less than Nuclear Radius Be Measured?  
According to the declaration of LIGO, the signs of gravitational waves correspond to the length change of 10−18 
m for the interferometer’s arms, 1000 times less than nuclear radius. What does this mean? As we know that the 
radius of atom is about 10−18 m. At this scalar, an object’s boundary has become fuzzy. Looking it closely, the 
surface of an object is a pile of dazzle electron group, moving in very high speeds. How can the length change of 
1000 times less than nuclear radius be distinguished and measured? 

In fact, when laser shot at  the mirrors o f interferometers, the atomic d isplaces on mirror’s surface were far 
more than 10−18 meters. It was meaningless to say that the length change of 10−18 m can be measured. This kind 
of precise has entered micro-scalar. Not only i t is far beyond the limitation of mankind technology, it a lso vi-
olates the foundational p rinciple o f physics. According the uncertainty p rinciple ~x p h∆ ⋅∆  in quantum me-
chanics, if atomic thermal motions are limited in the region of 10−18 meter, their momentum changes will reach 
the magnitude order of 10−16. The speed changes of atoms will be very near light’s speed and the mirrors cannot 
exist again.  

Therefore, it is meaningless to say that gravitational waves caused the length change of 10−18 meter of inter-
ferometer’s arms. The signs only come from mirror’s vibrations caused by a certain unknown reason, or certain 
force. It had nothing to do with the length change of steel pipes. According to the formulas of general relativity, 
this kind of sign is not caused by gravitational waves. In the gravitational theory of curved space-time, there is 
no the concept of force. Gravitational waves only change the distances of space (the earth’s surface). 

8. What LIGO Accepted Was Really the Signs of Gravitational Waves? 
In fact, this kind of vibrations happened frequently and were considered as noises and neglected by the computer 
of LIGO. Only when the source of vibrations just located at a p lace near middle position and accepted by two 
interferometers nearly simultaneously on September 14, 2015, it may be misunderstand as the signs of gravita-
tional waves.  

For example, LIGO declared that they had excluded the possibility of earthquake. But we still mention it. As 
we know, 5 million earthquakes happen on the earth each year which are perceptive by earthquake instruments. 
More small earthquakes cannot be detected by seismic detectors. The frequencies of perceptive earthquakes are 
below 20 Hz. The frequencies of slight earthquakes which cannot be detected by earthquake i nstruments are 
high than 20 Hz.  

The frequencies detected by the interferometers of LIGO are 35 - 150 Hz, similar to that of slight earthquakes. 
Suppose that there was slight earthquake occurring at the point near the middle palace of two interferometers. 
The earthquake instruments did not detect it,  but the interferometers of LIGO detected it. Though slight earth-
quakes are not the events of small possibility, it is not commonly possible to occur at the middle palace of two 
interferometers. The waves of earthquakes reached two interferometers with time difference of 7 milliseconds. 
Whether o r no t t he computer o f LIGO misunderstands it a s the signs o f gravitational waves? T his possibility 
cannot be excluded.  

Besides earthquake’s waves, air vibration can also cause the disturbances of same frequencies (the frequen-
cies o f sound waves are 20 - 16,000 Hz). These d isturbances may transit to t he laser i nterferometers t hrough 
earth’s crust and cause the false judgment of computer. For example, a gust of wine occasionally blows at a rock 
which was just located at the middle place between two interferometers of LIGO and caused a vibration of shirt 
time. The computer of LIGO might consider it as an event of gravitational wave.   

9. Conclusions  
In general relativity, the formulas about the influences of gravitational waves on space distances are only suita-
ble for particles in vacuum. If electromagnetic interactions exist, these formulas are invalid due to the fact that 
electromagnetic forces are 1040 times stronger than gravity. The interferometers of LIGO are fixed on steel pipes 
which are fixed on the earth’s surface. The system is acted by electromagnetic force and reaches balance. The 
actions of gravitational waves are too weak to break the balance to cause the change of distance. So what LIGO 
interferometers detected were not the signs of gravitational waves. They may be caused by the vibrations hap-
pened on the surface of the earth, just located at  the middle region of two interferometers. The signs were re-
ceived almost simultaneously so that the computer of L IGO judged them as t he s igns o f gravitational waves 
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wrongly.  
In this meaning, all laser interferometers on the earth’s surfaces including LIGO cannot really detect gravita-

tional waves. The detections should move to space, not only to eliminate noises, but also to eliminate electro-
magnetic interaction more importantly. We should also consider the possibility of dipole radiations and the ra-
tionality of singularity black holes.  

Besides, no explosion source of gravitational waves was found in LIGO experiments. The argument of LIGO 
about the verification of the Einstein theory of gravity was a vicious circle and invalid in logic. The results of 
experiments would cause serious contradiction for the energy current density of gravitational waves.  

In sum, the LIGO experiments, the faster-than-light experiment of neutron in 2012, the gravitational wave 
experiment of early universe in 2014, as well as the GP-B experiment of Stanford University in 2011 provide us 
the lessons that the possibility of failure is great to establish huge scientific equipments to detect small effects. 
Especially, for gravitational experiments, the risk is very high.  

Meanwhile, physicists should be cautious when they evaluate their academic achievement. I t is improper to 
say too much to pursue sensational effect before the results are fully examined. 

The authors are grateful to Professors Sheng Zhiyuan and Huang Zhixun’s beneficial discussion. 
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Abstract 
Diffusion-Reaction (DR) equation has been used to model a large number of phenomena in nature. 
It may be mentioned that a linear diffusion equation does not exhibit any traveling wave solution. 
But there are a vast number of phenomena in different branches not only of science but also of so-
cial sciences where diffusion plays an important role and the underlying dynamical system exhi-
bits traveling wave features. In contrast to the simple diffusion when the reaction kinetics is com-
bined with diffusion, traveling waves of chemical concentration are found to exist. This can affect a 
biochemical change, very much faster than straight diffusional processes. This kind of coupling 
results into a nonlinear (NL) DR equation. In recent years, memory effect in DR equation has been 
found to play an important role in many branches of science. The effect of memory enters into the 
dynamics of NL DR equation through its influence on the speed of the travelling wavefront. In the 
present work, chemotaxis equation with source term is studied in the presence of finite memory 
and its solution is compared with the corresponding chemotaxis equation without finite memory. 
Also, a comparison is made between Fisher-Burger equation and chemotaxis equation in the 
presence of finite memory. We have shown that nonlinear diffusion-reaction-convection equation 
is equivalent to chemotaxis equation. 
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1. Introduction 
Diffusion-Reaction (DR) equation has been used to explain many phenomena in nature [1]. On the other hand, 
DR e quation with f inite memory tr ansport h as p layed im portant r ole in  r ecent y ears [2]-[6]. T he diffusion 

 

 

*Corresponding author. 

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710099
http://dx.doi.org/10.4236/jmp.2016.710099
http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/


B. Singh et al. 
 

 
1106 

equation with finite memory have been used to explain the forest fire [7], population growth models [8], the 
effect of legalisation of abortion law on l ife of women in I taly [9], diffusion of drugs through skin membrane 
[10]. 

In addition to diffusion, there are many phenomena in nature in which convection velocity term also becomes 
important [11]-[13]. Convective velocity is a measure of the bias in the system (think of a d ye injected into a 
running s tream). T he cas e w hen co nvective v elocity b ecame time-dependent was s tudied by  F ranosch a nd 
Nelson [11]. They studied numerically how this time-dependent convection or the so called “wind” affected the 
population near a hot spot of favorable growth rates (an oasis) surrounded by a less favorable “desert region”. 
Nonlinear co nvective velocity t erm ar ises i n many p hysical p roblems including o ne d imensional t urbulence, 
sound waves in viscous medium, shock waves in viscous medium and so on [14].  

Nonlinear co nvective f lux t erm ar ises naturally i n t he s tudy o f c hemotaxis e quation [15]. W hile diffusion 
arises due to random motion of the organism, the movement of certain species can be influenced by the presence 
of ch emoattractant ( which ca n generate t he d irected movement i n t he p opulation) [1]. F or ex ample, i nsects, 
single cel l organism, bacteria and animals rely on an acute sense of smell for conveying information between 
members of the species and the chemicals which are involved in this process are called pheromones. Movement 
of organism in response to environmental agents (chemical stimulus) is called taxis and movement induced by 
chemical s timulus i s r eferred t o as  ch emotaxis [1] [15]-[19]. Thus c hemically d irected movement is  c alled 
chemotaxis. 

For example, the female silk moth Bombyx mori exudes a pheromone, called bombykol, as a sex attractant for 
the male, which has a r emarkably efficient antenna filter to measure the bombykol concentration, and it moves 
in t he d irection o f i ncreasing co ncentration. T he acu te s ense o f s mell o f many d eep sea f ish is p articularly 
important for c ommunication a nd pr edation [1] [20]. I t i s no t o nly i n a nimal a nd i nsect e cology t hat t he 
mechanism of chemotaxis is important. I t can equally be crucial in biological processes. For example, when a 
bacterial infection invades the body it may be attacked by movement of cells towards the source as a r esult of 
chemotaxis. 

It h as b een s hown t hat cer tain s pecies o f b acteria an d i nsects can  move t oward h igher co ncentrations o f 
nutrients [1]. Concentration ( ),s x t  of the substrate or attractant is governed by the equation [17]  

( )
2

0 2 ,s sG s u D
t x
∂ ∂

= − +
∂ ∂

                                 (1) 

where ( )G s  is the concentration of the at tractant per cel l, ( ),u x t  is the density of the bacteria and 0D  is 
the d iffusion c onstant o f th e a ttractant. F or m ost o f t he p ractical p urpose, ( )G s  is t aken as c onstant a nd 
diffusion constant 0D  is also neglected [21]. Arguments to justify this approximation are given in Ref [21]. 
Under this assumption Equation (1) reduces to  

.s Gu
t
∂

= −
∂

                                       (2) 

On the other hand concentration of the bacteria is described by the equation [16]  

( ) ( ) ( ) ,u u ss u s f u
t x x x x

µ χ∂ ∂ ∂ ∂ ∂   = − +   ∂ ∂ ∂ ∂ ∂   
                         (3) 

where the first tern on the r ight side represent the motion of the bacteria in the absence of chemotaxis. In the  

absence of chemical gradient 0s
x
∂ = ∂ 

, Equation (3) becomes identical to the diffusion-reaction equation in  

the presence of source term ( )f u . Here motility factor, µ , takes the place of the diffusion coefficient D. In 
Equation (3) µ  is taken as function of substrate concentration s. In principle µ  could also vary with bacterial 
concentration u and space variable x. But the effect of substrate concentration is not known at present [16]. For 
most of the practical purpose µ  is taken as constant. 

The s econd t ern o n t he r ight s ide o f Equation (3) d escribes t he ch emotactic r esponse o f t he s pecies. I n  

Equation (3), ( ) su s
x

χ ∂ 
 ∂ 

 is f lux o f s pecies d ue t o ch emotaxis where ( )sχ  is a measure o f s trength o f  

chemotaxis, and is termed as chemotactic coefficient. The function χ  is also called the chemotactic sensitivity 
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function. In the next section we will discuss memory effect in DR equation. 

2. Memory Effect in DR Equation 
Memory e ffect i n D R eq uation ar ises when d ispersal o f t he p article i s n ot mutually i ndependent [2]-[6]. I n 
particular, no te that the solution of the one d imensional d iffusion equation ( the boundary of the problem is at 
infinity, i.e., x−∞ < < ∞ )  

2

2
u uD
t x

∂ ∂
=

∂ ∂
 

is given by  

( )
21, exp

44 π
xu t x
DtD t

 
= − 

 
 

At 0t = , the solution of the equation is Dirac delta function, i.e.,  

( ) ( ), 0u x t xδ= =  

Thus, at 0t =  all the particles are sitting at 0x = . For 0t > , the solution of the equation is non zero for all 
x. If we take a value of x such that x ct> , where c is the speed of light, we see that there is a finite probability, 
however small, for p articles to d iffuse a t s uperluminal speeds. The e rror lies in  the diffusion equation it self, 
which does not recognize any limiting propagation speed. Thus it becomes necessary to include memory effect, 
which takes care o f t he finite speed. When memory e ffect is taken i nto acco unt then we h ave t he following 
modification of Fick’s law [2] in the presence of nonlinear convection term  

( ) ( ), ,uJ x t D g u v
x

τ ∂
+ = − +

∂
                               (4) 

( ) ,u J f u
t x

∂ ∂
= − +

∂ ∂
                                   (5) 

where ( ),u u x t=  , is the concentration or the density variable depending on the phenomenon under study; v is  

the coefficient of nonlinear convective flux term ( )g u  and D is the diffusion coefficient. Here u
t

∂
∂

 is the time  

rate of change of concentration at time t and ( ),J x t τ+  is the flux at a l ater time t τ+ , while ( )f u  is the 
source t erm. H ere τ  is d elay time an d i ts value d epends o n t he s ystem u nder s tudy [9] [22] [23]. F or e x- 
perimental determination of τ , see ref. [22] [23]. After simplifying Equations (4) and (5) we get  

( ) ( )( ) ( ) 0.tt xx t t xu Du f u u u f u vg u uβ β β′ ′− − + − + =                     (6) 

Here 1β
τ

≡ , ( ) d
d

ff u
u

′ =  and ( ) d
d
gg u
u

′ = . In  particular f or ( ) 2f u u uα γ= −  and ( ) 2g u u= , Equation  

(6) reduces to Fisher-Burger equation with finite memory [6]  

( ) ( )( ) 0tt xx t t xu Du f u u u f u k uuβ β β′− − + − + =  

where 2k v≡ . Note that Equation (6) describe a transport phenomenon in which both diffusion and convection 
processes are of equal importance. After using the transformation x wtξ = −  in Equation (6), we get  

( ) ( )( ) ( ) ( )2 0.w D u f u wu f u vg u uβ β β β′′ ′ ′ ′ ′− + − − + =                   (7) 

By t aking 1 0τ β= =  in Equations (6) a nd ( 7) on e obt ain t he c orresponding D R e quation without f inite 
memory transport  

( ) ( ) ,t x xxu vg u u Du f u′+ = +                                (8) 

and  

( ) ( ) 0.Du wu vg u u f u′′ ′ ′ ′+ − + =                              (9) 
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One can see from above that Equations (6) and (7) are hyperbolic nonlinear DR equation while Equations (8) 
and (9) are parabolic nonlinear DR equation. 

3. Memory Effect in Chemotaxis Equation 
In the presence of finite memory, Equation (5) remains unchanged while Equation (4) gets modified to  

( ) ( ) ( ), .u sJ x t s u s
x x

τ µ χ∂ ∂ + = − − ∂ ∂ 
                            (10) 

Simplifying Equations (5) and (10) one obtains  

( )( ) ( ) ( ) ( ) 0.tt t
u su f u u f u s u s

x x x x
β β β µ β χ∂ ∂ ∂ ∂   ′+ − − − + =   ∂ ∂ ∂ ∂   

              (11) 

In Equation (11) we will take ( ) 0sµ µ= , ( ) 0sχ χ= . Afetr this substitution Equation (11) becomes  

( )( ) ( ) 0 0 0 0.tt t xx x x xxu f u u f u u s u usβ β βµ βχ βχ′+ − − − + + =                  (12) 

Now using the transformation x wtξ = −  in Equations (2) and (12) we get  

,Gs u
w

′ =                                        (13) 

( ) ( )( ) ( )2
0 0 0 0.w u f u wu f u s u usβµ β β βχ βχ′′ ′ ′ ′ ′ ′′− + − − + + =                 (14) 

For 1 0τ β= = , Equations (12) and (14) becomes  

( )0 0 0 ,t xx x x xxu u s u us f uµ χ χ− + + =                             (15) 

( )0 0 0 0.u wu s u us f uµ χ χ′′ ′ ′ ′ ′′+ − − + =                            (16) 

From Equation (13) one can see that s Gu w′′ ′= . Substituting the value of s′  and s′′  from Equation (13) 
into Equation (14) one obtains  

( ) ( )( ) ( )2 0
0

2 0.Gw u f u wu f u uu
w
βχ

βµ β β′′ ′ ′ ′− + − − + =                   (17) 

In Equation (7) if we take ( ) 2g u u= , then we obtain the following equation  

( ) ( )( ) ( )2 2 0.w D u f u wu f u vuuβ β β β′′ ′ ′ ′− + − − + =                    (18) 

Now co mparing Equations (17) an d ( 18) o ne can  s ee that 0D µ=  and 0v G wχ= . U nder t his c ondition 
Equations (7) and (17) becomes identical. Note that here v is coefficient of nonlinear convection term and from 
Equation (17) one can see that this coefficient depends on 0χ , G and wave velocity w. Thus, we have mapped 
the chemotaxis equation to nonlinear diffusion-reaction-convection equation. In this mapping we have assumed  

that 0Gv
w
χ

=  and h ence b y measuring 0χ , G and w, ex perimentally, we can  find t he velue o f co nvective  

velocity term v. Similarly, by measuring 0µ  experimentally, we can determine the diffusion coefficient D. 

4. Solutions 
For Fisher type reaction term ( ) 2f u u uα γ= − , Equation (17) or (18) takes the form  

( ) ( ) ( )2 22 0,w D u w u k w uu u uβ α β β γ βα βγ′′ ′ ′− + − + − − + =               (19) 

where 022 Gk v
w
χ

≡ = . B y taking 1 0τ β= =  in Equation (19) on e obt ain t he c orresponding n onlinear D R  

equation without finite memory transport  
2 0.Du wu kuu u uα γ′′ ′ ′+ − + − =                              (20) 
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Solutions of Equations (19) and (20) is already obtained by us in ref. [6]. Here we will write the solution of 
Equation (19) as  

( ) ( )
( )2 2 2

1 tanh ,
2 4

k
u

D k
γ α α βαξ ξ

γ βγ α

  +  = −
  −  

                         (21) 

and  

( ) ( )
( )2 2 2

1 coth ,
2 4

k
u

D k
γ α α βαξ ξ

γ βγ α

  +  = −
  −  

                         (22) 

where wave velocity w is given by  

( )
( )

2 24
.

2

k D
w

k
β α γ

γ α β

+
=

+
                                  (23) 

Equation ( 21) is  a  s olitary w ave s olution o f Equation (19) whereas s olution ( 22) di verges. S ince ( )u ξ  
represent the concentration of certain species which cannot go to infinity hence solution (22) is physically not 
acceptable. On the other hand solutions of Equation (20) is given by  

( ) 1 tanh ,
2 4

ku
D

α αξ ξ
γ γ
  

= −  
  

                             (24) 

and  

( ) 1 coth ,
2 4

ku
D

α αξ ξ
γ γ
  

= −  
  

                             (25) 

and wave speed w as  
2 24 .
2

k Dw
k

α γ
γ
+

=                                    (26) 

Equation ( 24) is  a gain a  s olitary wave solution o f Equation (20) w hile Equation (25) i s phy sically not 
acceptable. Now using Equation (13), we have  

( ) ( )d ,Gs u C
w

ξ ξ ξ= +∫                                 (27) 

where C is constant of integration. Substituting the value of ( )u ξ  from Equations (21) and (22) in Equation 
(27), we obtain the following value of ( )s ξ  of Equation (13) as  

( )
( )

( )
( )

( )
2 2 2

2 2 2

4
ln cosh ,

2 4

D k kGs C
w k D k

βγ α γ α α βαξ ξ ξ
γ γ α α β βγ α

   − +   = − +
  +  −   

             (28) 

and  

( )
( )

( )
( )

( )
2 2 2

2 2 2

4
ln sinh ,

2 4

D k kGs C
w k D k

βγ α γ α α βαξ ξ ξ
γ γ α α β βγ α

   − +   = − +
  +  −   

             (29) 

where w is given by Equation (23). Similiarly, substituting the value of ( )u ξ  from Equations (24) and (25) in 
Equation (27), we obtain the following value of ( )s ξ  of Equation (13) as  

( ) 4 ln cosh ,
2 4
G D ks C

w k D
α γ αξ ξ ξ
γ α γ

   
= − +   

    
                       (30) 

and  
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( ) 4 ln sinh ,
2 4
G D ks C

w k D
α γ αξ ξ ξ
γ α γ

   
= − +   

    
                        (31) 

where w is given b y Equation (26). F rom Equations (28)-(31) one can  s ee t hat co ncentration ( ),s x t  of 
attractant increases with G and decreases as  wave speed w increases. Also, it is  d irectly p roportional to  coef- 
ficient of linear term α  and inversely proportional to coefficient of nonlinear term γ . 

5. Concluding Remarks  
Certain aspects ignored ear lier [10] in the s tudies of the chemotaxis equation involving quadratic nonlinearity 
are now investigated in this work. We have studied the chemotaxis e quation with th e source term and finite 
memory t ransport in p articular. The e xistence of s olitary wave s olutions o f Equations (19) a nd (20) i s 
demonstrated ex plicitly. W e h ave also obtained an  exact s olutions f or co ncentration ( ),s x t . Also, a 
correspondence between nonlinear Diffusion-Reaction-Convection and chemotaxis equation is established. It is 
shown that nonlinear DR equation with nonlinear convection term is equivalent to chemotaxis equation. Thus, 
nonlinear convection terms arise naturally in the study of chemotaxis [10]. Also, from Equation (17) one can see  

that coefficient of non-linear convective flux, 0Gv
w
χ

= , decreases as wave speed w increases. Thus, using the  

nonlinear Diffusion-Reaction-Convection equation one can find the coefficient of nonlinear convective flux v, of 
chemotaxis equation. 

Although result o btained in  t his p aper is  h ighly s implified, th e s olutions o btained h ere c an e xplain such 
physical phenomena which is governed by chemotaxis equation. The case when µ  and χ  depend on bacteria 
concentration u and space variable x will be discussed in a separate paper. Such studies are in progress. 
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Abstract 
The frequency spectrum of the cosmical Zero Point Energy (ZPE) and its total density are so far 
unknown in their details. In the present complementary investigation, a revised theory forms the 
basis for studies of this concept in two respects. It first applies to the observable universe consi-
dered as an entity, as well as to included subregions such as the galaxies with supermassive black 
holes. Second, experiments are proposed on the maximum Casimir force arising between two 
metal plates of different materials and with a vanishing air gap in their spacing. This serves the 
purpose of making an indirect determination of the ZPE energy density in the laboratory, i.e. at the 
Earth’s orbit. The ZPE energy density is interpreted as dark matter density and its pressure gra-
dient as dark energy force density. 

 
Keywords 
Zero Point Energy, Casimir Force, Dark Matter, Dark Energy 

 
 

1. Introduction 
In h is p ioneering studies o f th e h armonic o scillator P lanck [1] showed t hat t here ex isted a l owest n onzero 
ground state e nergy l evel, now c alled Zero P oint E nergy (ZPE). A n ex ample o f t he r elated el ectromagnetic 
vacuum fluctuations was later given by Casimir [2] who predicted that two metal plates would attract each other 
when b eing s ufficiently cl ose t ogether. T his f orce was first co nfirmed ex perimentally by Lamoreaux [3]. I t 
reveals the existence of a real macroscopic pressure and energy density, originating from photon-like 
fluctuations of the ZPE. Consequently the vacuum is not a state of empty space. 

The low-frequency part of the ZPE fluctuations has to be accepted as an experimental fact, but a problem 
arises w ith its hi gh-frequency p art. T he ear lier p erformed co nventional an alysis leads namely to a s pectrum 
having an infinite to tal energy density, a s demonstrated by T erletskii [4], Milonni [5] and Loudon [6] among 
others. As pointed out by the author [7]-[11], this is unacceptable from the physical point of view, as well as due 
to the facts that such an analysis both becomes underdetermined and is based on states of the ensemble which all 

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710100
http://dx.doi.org/10.4236/jmp.2016.710100
http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/
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have the equal probabilities of unity. Also Riess and Turner [12] and Heitler [13] have thrown doubts upon this 
conventional theory on the ZPE spectrum. 

To overcome t his d ifficulty, the a uthor [9]-[11] has pr oposed t he e nsemble of  ZPE m odes t o be  t reated 
separately, on the condition of a finite integrated total energy, and being relevant also at the temperature 0T = . 
This has been done in t he standard way of considering oscillations of frequency ν  populating the available 
states of an ensemble in statistical equilibrium, i.e. with a probability equal to a Boltzmann factor ( )exp ν ν− .  

Here 1
2

hν  is t he av erage an d finite member en ergy o f t hese states, having t he co rresponding a verage f re-  

quency ν . This leads to a physically acceptable, self-consistent and finite total pressure of the ZPE “photons”. 
The purpose of the complementary investigations presented in this paper is twofold. First, the theory of the 

ZPE spectrum will be used in models on dark matter and dark energy, applied both to the observable universe 
considered as  a n en tity, an d to g alaxies including supermassive b lack h oles at  t heir c entra. S econd, a n e x- 
perimental determination is desirable which aims at the so far unknown value of the average frequency ν  of 
the ZPE spectrum, measured at the position of the Earth. As to be shown here, this can possibly be realized by 
means of measurements on the maximum available Casimir force acting on metals of different electromagnetic 
skin depths. 

2. Theory on the Zero Point Energy  
2.1. The ZPE Spectrum  
In the present revised theory on the ZPE spectrum [8]-[10], the contribution to the local energy density u in the 
spectral range ( ), dν ν ν+  becomes  

( ) ( )3 3d 4π exp du h c ν ν ν ν= −                               (1) 

This results in a finite integrated energy density  
4 324πu h cν=                                      (2) 

where the average frequency ν  is unknown so far.  

2.2. An Interpretation of Dark Matter and Dark Energy  
The self-consistent spectrum of Equations (1) and (2) has been proposed as the basis for a new interpretation of 
dark matter and dark energy [8] [9]. The corresponding analysis is here limited to an isotropic pressure 3p u=  
in spherically symmetric geometry. With the radial coordinate r, a l ocal expansive force density in the outward 
direction arises from the pressure gradient, as given by  

1 d
3 dp

uf
r

= −                                       (3) 

This represents the local contribution to dark energy. 
The integrated relativistic mass due to ZPE further becomes  

( ) ( )2 2

0

4π d
r

M r c ur r= ∫                                  (4) 

as being contained within a s phere of radius r. Here cases will also be considered where there exists a s uper- 
massive black hole of mass bM  at the centre 0r = . The total local contracting gravitational force density in 
the negative radial direction then becomes  

( ) ( )2 2
g bf Gu c r M r M= − +                                (5) 

where 11 3 1 26.67 10 m kg sG − − −= × ⋅ ⋅  is the constant of gravitation. This force density thus represents the to tal 
and local contribution to dark matter. Two cases will be considered here. The first concerns a l ocal balance of 
the forces in absence of a black hole mass bM . Then an exact solution can be found. The second case includes 
the mass bM  and where only a solution for an average balance so far becomes available.  
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2.2.1. Local Balance  
A local balance between the expansive and contracting forces is given by 0p gf f+ = , leading to  

( ) ( )2 2 2 2

0

d 3 4π d
d

r

b
u Gu c r M c ur r
r

 
− = + 

 
∫                            (6) 

So far local forms of ( )u r  have not been found which satisfy this equation when 0bM ≠ . 
In the case 0bM = , a local solution of the form ( )2

c cu u r r=  is on the other hand available [8]. It results 
in the relations  

2 46π 1c cGu r c =                                       (7) 

and  

( ) 22 3M r c r G=                                      (8) 

2.2.2. Average Balance  
The condition of an average balance can still be obtained by substituting ( )u r  by a m ean value 0 constu u= = . 
This v alue th en p revails within a  s pherical v olume o f r adius R, wi th 0u =  at p oints r R> . T he l ocal ex - 
pansive force of Equation (3) is then replaced by an integrated total pressure force  

2
0

4 π
3pF R u=                                        (9) 

at the boundary r R= . Integrating the gravitational force (5) over the to tal volume further yields a  to tal con- 
tracting force  

( ) ( )2 2 2 4 4
0 04π 4π 3g bF Gu M R c Gu R c= − −                         (10) 

The condition 0p gF F+ =  of average balance then leads to  

( ) ( )2
0 1 21u c R c R= −                                   (11) 

having a maximum  

( )2 8 3 2
0max 1 24 27 4 243π bu c c c G M= =                           (12) 

at max 23 2R R c= =  where 4
1 πc c G=  and 2

2 3 bc M G c= . At this maximum the total ZPE mass becomes  

3 2 2
max max 0max 1 2

4 π 4π 9 4 3
3 bM R u c c c c M= = =                      (13) 

The energy density (11) has the following properties as a function of R:  
• A balance is only possible for 2R c>  because 1c  and 2c  are by definition positive, as well as the mean 

energy density 0u .  
• The density 0u  increases f rom zero at 2R c= , to the maximum 0maxu  at maxR R= . This relatively large 

value o f 0maxu , and the related ZPE mass (13), can be considered as the result of a r einforcement of dark 
matter by the black hole mass, in the case of an existing equilibrium.  

• For va lues maxR R> , 0u  further d ecreases a nd ap proaches t he form 2
0 1u c R=  at l arge R where 0u  

becomes independent of the black hole mass bM .  

2.3. Cosmical Applications  
The present theoretical concepts and interpretations can here be applied to two examples:  
• The observable universe considered as an entity, with mean properties at its largest scale corresponding to an 

averaged ZPE energy density.  
• Subregions o f t he u niverse, on a  s maller s cale s uch a s t hat o f the galaxies within which t here c an e xist 

gravitationally contracted local parts of higher ZPE energy density.  
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2.3.1. The Observable Universe  
The r adius o f t he observable u niverse i s e stimated t o a bout 10 26 m b y as tronomers. I n i ts p resent stage o f 
expansion it contains about 4% of normal matter, about 23% of dark matter, and about 73% of dark energy as 
given by Linder a nd Permutter [14] and Perlmutter [15]. This state th us d eviates to  a  certain e xtent f rom an 
equilibrium. The normal matter has thereby an average density of about 10−26 kg∙m−3 according to Linde [16]. 
The estimated ZPE energy density then becomes about 9 35 10 J m− −× ⋅ . 

Turning first to the imagined case of local balance between dark matter and dark energy in absence of normal 
matter, this leads to Equations (6)-(8) for 0bM = . Equation (8) then results in an average energy density  

4 22πu c GR=                                       (14) 

in local equilibrium. With the radius R in the range from 255 10×  to 262 10×  m, this would result in an energy 
density ranging from 96 10−×  to 104 10−×  J∙m−3, respectively. 

We next consider the present state of a cer tain deviation from equilibrium. As an approximation, the average 
density 0u  is then determined from expressions (9) and (10) with 0bM =  and under the condition  

73 23p g pgF F k= = . It results in  
4 2

0 πpgu c k GR=                                     (15) 

With R in the range from 255 10×  to 262 10×  m this corresponds to an average density in the range from 
95 10−×  to 103 10−×  J∙m−3, respectively. The density obtained from Equation (15) is thus within the same range 

as the estimated one. This can be taken as a support of the present theory.  

2.3.2. The Milky Way  
As subregion we now take the Milky Way as an example, having a radius of about 205 10×  m and a thickness 
of about 201.5 10×  m. According to Ghez et al. [17] there is a supermassive black hole at its centre, with a mass 
of a bout 368 10×  kg, i.e. 64 10×  solar m asses. I ts v olume i s r educed t o 10 −7 of t he s olar v olume, c orre- 
sponding to a radius of about 63 10×  m. 

Turning to the average balance of Equations (9)-(13), we notice the following results obtained with  
43 1

1 3.86 10 J mc −= × ⋅  and 10
2 1.77 10 mc = × :  

• In the balance between the expansive and contracting forces, relation (11) permits several possible values of 
0u . This introduces some uncertainty in the interpretation. It may also not become necessary to satisfy the 

balance condition exactly, in analogy with the case of Equation (15) of the universe as an entity.  
• There is a smallest possible radius equal to 10

2 1.77 10 mc = × .  
• The maximum o f 0u  occurs at 10

23 2 2.66 10 mR c= = ×  which is much larger than the radial extension 
of t he s upermassive b lack h ole. I t l eads t o 22 3

0max 1.8 10 J mu −= × ⋅ . T his i s a n e xtremely hi gh va lue, 
corresponding to a total ZPE mass 4 3bM  of Equation (15). It might be realized only under special con- 
ditions.  

• The b ranch o f E quation ( 11) a t l arge 2R c  is a lmost i ndependent of  bM , a nd it le ads to  th e li mit 
4 2

0 πu c GR→ . C hoosing a  r adius o f t he o rder o f t he t hickness o f t he Milky W ay, a nd which r oughly 
corresponds to the position of the Earth within it, this results in a local density of about 3 3

0 2 10 J mu −= × ⋅ . 
This density value is substantially higher than the average ZPE energy density of the universe considered as 
an entity.  

3. Experimental Determination of the Dark Energy Density  
There is no exact theoretical indication so far about the magnitude of the dark ZPE energy density at the position 
of the Earth’s orbit. Here a possible experimental procedure will be presented for determination of it.  

3.1. The Casimir Force  
The first investigations on the Casimir force were performed on a small but nonzero air gap between two metal 
plates. The largest available force of this kind would on the other hand arise in the case of a v anishing air gap 
[10]. Then the electromagnetic skin depths of the plates will play the rôle of an equivalent gap. 

Starting from the spectrum of Equations (1) and (2), the Casimir force arises from the difference in pressure 
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on t he i n- and o utsides o f t he m etal p lates. W hereas t he f ull Z PE p ressure act s o n t heir o utsides, t here i s a 
reduced pressure on their insides due to the boundary condition which sorts out all frequencies below a cer tain 
limit ν̂ . The latter corresponds to wavelengths larger than ˆ ˆcλ ν= . The net Casimir pressure thus becomes  

( ) ( )
ˆ

3 3

0

ˆ 4π 3 exp dp h c
ν

ν ν ν ν= −∫                              (16) 

Normalizing by the introduction of x ν ν=  and ˆx̂ ν ν= , we obtain  

( )0ˆ ˆp p x= Π                                      (17) 

where  
4 3

0 8πp h cν=                                     (18) 

and  

( ) ( )
ˆ

3 2 3

0

1 1ˆ ˆ ˆ ˆexp d 1 1 exp
2 6

x

x x x x x x x Π = − = − + + + − 
 ∫                     (19) 

3.1.1. Results from a Nonzero Air Gap  
We first consider the case of a nonzero air gap of the width d, being much larger than the electromagnetic skin 
depth of the plates at relevant frequencies. Then frequencies lower than ˆ 2c dν =  and wavelengths larger than 
ˆ 2dλ =  will be excluded. In the limit ˆ 1x , the function Π  approaches the value 4ˆ 24x , corresponding to 

a net pressure  
4ˆ ˆπ 48 , 1p hc d x=                                  (20) 

as sh own by Casimir [2] and being applicable to earlier experiments. The r esult (20) only involves t he low- 
frequency p art o f the spectrum. I t therefore indicates t hat the full Casimir force s hould become substantially 
larger at e ver decreasing gap widths, up to a certain limit which includes the entire ZPE spectrum. Thus the 
pressure (2 0) i s independent of t he a verage frequency ν  of E quation ( 1), a nd it a ppears f irst i n t he to tal 
pressure (18). 

3.1.2. Results from a Vanishing Air Gap  
We next turn to the maximum Casimir force of a vanishing air gap. Then the width d is replaced by the sum of 
the skin depths 1δ  and 2δ  of two plates (1) and (2) consisting of different metals, the choice of which will be 
described later. This leads to a total skin depth  

( )1 2
1 2 0 122 1 πδ δ µ σ ν+ =                                 (21) 

where the effective electrical conductivity becomes  

1 2
12

1 2 1 2

4
2

σ σ
σ

σ σ σ σ
=

+ +
                                (22) 

with 1σ  and 2σ  standing for the electrical conductivities of each metal. In the limit where half a wavelength 
2 2cλ ν=  is equal to the total skin depth (21), the corresponding frequency limit becomes  

2
0 12ˆ π 16cν µ σ=                                    (23) 

Since λ  varies a s 1ν  and 1 2δ δ+  as 1 ν , a ll frequencies ν  less t han ν̂  are ex cluded b y the 
boundary condition. Therefore ν̂  represents the Casimir frequency limit, as in the analogous case of a nonzero 
air gap. 

We n ow consider a  given total energy density u and a t otal p ressure 3p u=  expressed by Equation (18), 
with p̂  and Π  given by Equations (17) and (19), and ν̂  by Equation (23). The Casimir pressure p̂  then 
becomes a function of the av erage frequency ν  for a given ef fective conductivity ( 22). This dependence is 
shown in Figure 1 for the combinations Ag/Cu, Al/Cr, Ni/Cd, Ta/Pb and Sb/Bi of plate pairs:  
• The left-hand part of the figure relates to large values of x̂  for which p̂  already includes the full pressure 

0p , and for which there is a vanishing difference between the various plate combinations.  
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Figure 1. The Casimir pressure p̂  as a function of various possible values of the so far unknown 
average frequency ν , for a n umber of metal plate pairs having different equivalent conductivities 

12σ .                                                                                        
 
• The r ight-hand pa rt of  the same figure c orresponds on t he ot her h and to  s mall x̂  for w hich t here i s a  

difference due to the various effective resistivities. This part leads to a pressure p̂  having the asymptotic 
limit  

( )3 4ˆˆ π 3p h c ν∞ =                                    (24) 

due to Equations (17)-(19), where the frequency l imit ν̂  is gi ven b y Equation (23). T hus t he l imit p̂∞ , be- 
comes independent of the average frequency ν , but depends strongly on the choice of plate material.  

3.2. Proposed Experimental Investigations  
A vanishing air gap has the advantage of a maximum Casimir force. The latter may even become recordable by 
means of a simple lever balance. This is gained at the expense of the following questions:  
• To avoid effects from the air pressure, the measurements should take place in vacuo.  
• To av oid m icroscopic matching b etween t he metal s tructures, p late p airs o f d ifferent m etals s hould b e 

chosen, as pointed out by Abramson [18] and Brodin [19]. Metals with any form of ferro magnetism should 
also be excluded.  

• Even with a maximum Casimir f orce, o ther s urface an d s ticking mechanisms may interfere with t he 
measurements, such a s the Van der Waals forces. To minimize this p roblem, many independent measure- 
ments with various plate combinations have to be made, to sort out the special behaviour on the skin depths 
represented by Figure 1.  

3.2.1. Estimations from Existing Data  
The possible relation between the Casimir force and the magnitude of the ZPE energy density at the orbit of the 
Earth, can be used in first estimations of this density:  
• From t he r esults o f t he p revious S ection 2.3.2, t he d ensity 0u  at th e E arth’s o rbit has r oughly b een 

estimated to give r ise to a t otal p ressure 3 2
0 0 3 10 N mp u −= = ⋅ . I n Figure 1 this would correspond to a  

parameter range around 3 2ˆ 10 N mp −= ⋅  and 15 110 sν −= .  
• In earlier experiments with an air gap as small as 76 10 md −= × , the net Casimir pressure (20) b ecomes 

2ˆ 0.1 N mp −= ⋅ . With air gaps of this magnitude, the pressure p̂  is then expected to be much smaller than 
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the p ressure 0p  of th e to tal s pectrum. D ue to  Figure 1 this th en i mplies t hat ν  should i n a ny c ase be  
larger than 1014 s−1.  

3.2.2. Experiments on the Maximum Casimir Force  
A detailed research on the total ZPE energy density in the laboratory is proposed here, and may be performed in 
a series of measurements of the Casimir pressure p̂  with various plate combinations. With these values of p̂  
introduced into Figure 1, corresponding values of the average frequency would be found, as predicted by the 
theory. This leads to the following situation:  
• If a ll o btained v alues o f p̂  point t o t he s ame value of ν  then th e la tter i s with high probability to  b e 

identified as the average frequency of the ZPE spectrum of Equation (1).  
• If the measured values of p̂  would on the other hand point to different values of ν , the measured result is 

likely to be disturbed by other unknown effects.  

4. Conclusions  
The frequency spectrum of the zero Point Energy and its total density on cosmical scale are unknown in their 
details. The present complementary investigation includes a revised theory, forming the basis for determinations 
of this energy density. First, this concerns the values of the latter within the observable universe considered as 
an entity, as well as in subregions such as the galaxies including supermassive black holes. Second, experiments 
are proposed on the maximum Casimir force between metal plates with vanishing gap distance, with the purpose 
of d etermining t he ZPE en ergy d ensity i n t he l aboratory, i.e. a t the or bit of t he E arth. T hese pr oblems t hus 
concern the ZPE on cosmical scale, with its interaction with gravity. 

In t he p resent ap proach t he Z PE en ergy d ensity i s i nterpreted as  a d ark m atter d ensity, an d i ts p ressure 
gradient as a d ark energy force density. The lack of emitted radiation is reconcilable with this picture. Thereby 
the cr ucial co incidence p roblem o f eq ual orders o f m agnitude o f d ark m atter and d ark energy ca nnot b e ex - 
plained b y th e c osmological c onstant. T his p roblem is  in stead r esolved b y t he p resent v ariable co ncepts 
originating from the same ZPE photon gas balance. 

An additional and different effect due to ZPE arises on the microscopical scale of elementary particles, as 
explained earlier by the author [20] [21]. This concerns the ZPE connection with the particle r est masses, as 
obtained f rom a  n onzero divergence o f t he el ectric field s trength i n vacuo. I t l eads a mong ot her t hings t o a 
composite boson, having the same basic properties and mass as the 125 G eV particle de tected by CERN, but 
with no relation to the theory by Higgs. 
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Abstract 
By using kinetic theory, we derived the general dispersion relations for ordinary mode (O-mode) 
and Extra-ordinary mode (X-mode) in anisotropic magnetized plasma. The effects of energy 
anisotropy, magnetic field to density ratio ( p0 ωΩ ) and the plasma beta β



 on the propagation 
characteristics, have been analyzed. The stability analysis and the growth rates have been 
presented. The marginal threshold condition for oscillatory and purely growing mode has been 
obtained for higher harmonics and we have also calculated their growth rates in terms of plasma 
beta β



 and energy anisotropy T T⊥ 

. The X-mode satisfies the instability condition according to 
difference of geometry with the O-Mode. These modes are important for spherical tokamaks, and 
their coupling leads to the generation of the Bernstein mode, which causes the heating effects. 

 
Keywords 
Instabilities, Growth Rate, Anisotropy 

 
 

1. Introduction 
The ordinary mode (O-mode) is a l inearly polarized electromagnetic perpendicularly propagating wave, which 
propagates o nly when wave f requency i s g reater t han t he p lasma f requency. T he work i s r elated t o t he 
electromagnetic c yclotron h armonic i nstability for its  possible r ole in s olar and in terplanetary r adio e mission 
processes where t he r atio 0pω Ω  (where pω  is t he el ectron p lasma f requency a nd 0Ω  is th e e lectron 
cyclotron frequency) is relatively high i.e., the ratio is of the order of 10 or can be as high as 50 or even 100 near 
1 a.u. It may be useful for the heating and current drive mechanism in the spherical tori like the NSTX [1] and 
MAST [2] where the 0.pω > Ω  

It is found that extraordinary mode (X-mode) power is not absorbed at the cyclotron resonance but uniquely at 
the upper hybrid resonance, displaced to the low field side of the cyclotron resonance. O-mode power, however, 

http://www.scirp.org/journal/jmp
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http://dx.doi.org/10.4236/jmp.2016.710101
http://www.scirp.org
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is absorbed at the cyclotron resonance as well. The displacement of the upper hybrid resonance to the low field 
side with O-mode launch is s ignificantly smaller than that with X-mode launch because of the lower densities 
produced b y O-mode launch at  t he same microwave p ower l evel [3]. H amasaki [4] [5] investigated t he 
electromagnetic o-mode instability with perpendicularly propagating waves for a t wo temperature Maxwellian 
distribution function. Lee [6] studied the same mode in counterstreaming plasmas and showed that the ordinary 
mode be came unstable as  t he m agnetic f ield ch anged. L ater B ornatici an d L ee [7] worked on  O -mode a nd 
determined that for counterstreaming plasmas an instability occurred if the streaming velocity exceeded a certain 
threshold value which can be below the required velocity to excite the electrostatic two-stream instability. They 
also co ncluded t hat w hereas t he perpendicular temperature s tabilized the ef fect t he p arallel t emperature 
enhanced the instability. Shivamoggi [8] also discussed the destabilization of the O-mode due to magnetic field 
and t hermal ef fects. I bscher et a l. [9] investigated t he nonresonant W ieble mechanism which c an d rive t he 
O-mode unstable. They studied the instability on the basis of a threshold which gave the instability conditions 
and upper limits of the growth rate. Their problem was restricted for fundamental harmonic only. Iqbal et al. [10] 
studied the O -mode i n de generate a nisotropic plasmas a nd pr oposed t he e xcitation of  a  n ew ba nded type of  
instability w hich g rew at s ome p articular v alues o f temperature an isotropy. Hadi et a l. [11] also r evised t he 
analysis of the O-mode instability with Maxwellian parallel distribution coupled with thermal ring perpendicular 
distribution. They d emonstrated th at O -mode f or t hermal r ing di stribution m ay be  e xcited f or cyclotron 
harmonics as well as for the purely growing branch, depending on the value of the normalized ring speed. Lazar  

et al. [12] concluded that O-mode instability was driven by an excess of parallel temperature where 1
TA
T
⊥= <


  

for 1.β >


 Vafin et al. [13] derived the analytical marginal instability condition for magnetized plasmas when 
charged p articles were distributed in  c ounter-streams with eq ual t emperatures. T hey co nfirmed t he O -mode 
instability at small plasma beta values, when the parallel counter-stream free energy exceeded the perpendicular 
bi-Maxwellian f ree energy. F arrell [14] presented a t heory i n which h e d escribed t he d irect g eneration o f 
electromagnetic O-mode emission via mildly energetic electron beams in a highly dense and warm plasma. 

In th is manuscript, th e e nergy a nisotropic H eaviside d istribution f unction i s u sed for u nderstanding the 
behavior of O -mode a nd X-mode. Such distribution function pr ovides the de tailed information a bout banded 
emission of O-mode instability. Such type of emission has been observed in space plasmas, where 0 10pω Ω >  
e.g. s olar wind. S atellite wave i nstruments co mmonly d etect b anded magnetospheric e missions b etween har- 
monics of the electron gyrofrequency in the outer magnetosphere [15]. This type of banded emission has been 
observed in the terristial magnetosphere. Frequency-banded electromagnetic waves up to 2000 Hz are observed 
concurrently with warm energy-banded ions in the low latitude auroral and sub-auroral zones during every large 
geomagnetic storm, observed by the FAST and DEMETER satellites. The appearance of the banded wave activity 
suggests that there may be distinct changes in the geospace system that characterize large magnetic storms [16]. 

Coupling of t he O-mode a nd X -mode i s a necessary t ool for g eneration o f t he b ernstein mode which i s a  
powerful source of heating in spherical tokamaks. Literature shows the different methods of their coupling. But 
their u nstable r egions ar e a major p roblem i n t he co upling. P adoba et a l. [17] first ti me d emonstrated th e 
conversion from an O-mode to an X-mode by probe measurements of amplitude and phase of the wave field in 
the conversion r egion. Cairns et a l. [18] used sheared magnetic field to calculate t he l inear conversion o f the 
O-mode t o t he X -mode. B ecause el ectron B ernstein waves ar e an alyzed as  p ossible candidates f or h eating 
spherical tokamaks. Ram et al. [19] developed a kinetic model for studying the energy flow transfer between the 
X-mode, t he O -mode a nd t he E BW i n t he mode c onversion r egion i n t he vicinity of  t he cold pl asma upper 
hybrid resonance. Sodha et al. [20] derived the dispersion relation for modulational instabilities of a Gaussian 
electromagnetic beam propagating in the t wo modes: O-mode and X-mode, along the e xternally ap plied d .c. 
magnetic field, in a homogeneous magnetoplasma. 

The layout of this paper is as follow. Section 2 gives information about the mathematical model of O-mode 
and X -mode. T his s ection p resents t he stability an alysis and cal culates t he maximum g rowth r ate. A b rief 
summary of results and discussions is given in Section 3. Section 4 will conclude the results. 

2. Mathematical Model 
2.1. The Ordinary Mode (O-Mode) 
By using kinetic model, the general dispersion relation for perpendicularly propagating O-mode with 0k =



 in 



N. Noreen et al. 
 

 
1122 

collionless plasma is as follow [21] 

( )
( )
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Here 0
1

f
p

χ
⊥

∂
=
∂

 and 0f  is distribution function. 

The energy anisotropic Heaviside distribution function is [22] [23] 

( ) ( )2 2
0

1 1ˆ ˆ
ˆ ˆ2π 2

f p p H p p
p p

δ ⊥ ⊥
⊥

= − −
 



                             (2) 

2
, ,p mT⊥ ⊥=
 

 

where T⊥  and T


 are the effective temperatures in the perpendicular and parallel directions defined as follows 

( )
2

3 2 ,
2
pT d p F p p
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⊥

⊥ ⊥=
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( )
2

3 22 ,
2
p

T d p F p p
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 

 

and their corresponding integrations yields the results 
22

,
2 3

ppT T
m m
⊥

⊥ = = 



 

Using Equations (1) and (2), we obtain 
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ˆ
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For principle harmonic i.e., n = 1, we get the following linear dispersion relation  

( )
2

4 2 2 2 2 2 2 2
0 0

ˆ
1 0o

p p
zc k

A A
η

ω ω ω ω
β⊥

 
− Ω + + + Ω + − =  
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                    (4) 

where 
2 2

2 2
0

pv
c
ω

β =
Ω




. 

We note that 
2

1ˆ
1 0z

A A
η

β
 

+ − <  
 

 is the condition for instability. 

However, for higher harmonics, the linear dispersion relation takes the form 
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2 22 2
0

2 2 2 2
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ˆ 2
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ηω
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                              (5) 

2.2. The Extra-Ordinary Mode (X-Mode) 
The general dispersion relation of the X-mode is as 

( )
( )

22 2
2 2

12 0
0

2π1 d d n
p

n

p J zc k p p p
m n

ω χ
ω ωω
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                       (6) 

By using the simple mathematical analysis, the dispersion relation of the X-mode is  
22 2 2

2 2 2 2 2
1 0
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In terms of A and β


, the relation can be expressed as  
2 2 2

2 2 2 2
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where 

( ) ( ) ( ) 2ˆ2 2x n n nzJ z J z J zη  ′ ′′ ′= +     
 

3. Results and Discussion 
In this section we will discuss the stability condition and calculate the growth rate for different combinations of 
A and β



. 
We first numerically discussed the results obtained for the O-mode from Equation (3). Lee [12] has calculated 

O-mode for three harmonics with the Maxwellian distribution function and concluded that the mode is stable for 
the Maxwellian distribution. Ichimaru [24] has discussed the O-mode for higher harmonics with nonlocal effects 
and confirmed the existence of Azbel-Karner resonance when the wave frequency is multiple of electron cy- 
clotron frequency. 

The banded emission is observed in plots of A vs ẑ  in the case of energy anisotropic Heaviside distribution 
Figure 1. This banded emission strongly agrees with the results of Iqbal et al. [10] where the anisotropic Fermi 
Dirac distribution function was used. The wave provides a wide range of stable and unstable regions. 

In Figure 1, th e r elation o f β


 and a nisotropy A is p lotted, it p rovides a  marginal t hreshold va lue. T he  

dotted curve shows that 
2ˆ

1 Oz
A A

η
β

+ =


, this curve plays the role of threshold value between stable and unstable  

O-mode. Below the dotted curve the condition 
2ˆ

1 Oz
A A

η
β

+ <


 satisfies and mode is unstable which is presented 

by dashed curve. Above that dotted curve the condition is 
2ˆ

1 ,Oz
A A

η
β

+ >


 it means that there is a s table region  

i.e., the solid curve. The comparison of plots defines that for small 2ẑ  the β


 contains large value, this is the 
region where β



 is large enough to provide a growth rate much larger than the oscillatory frequency r iω ω  
so these r esults s trongly a gree with the environment i.e., solar wind. For large anisotropy, 10T T⊥ >



, o r fo r 
large 10β >



, t he O -mode in stability i s f aster th an th e firehose i nstability. Larger v alues o f β


 means l ow 
magnetic fields or more dense and hotter plasma, these conditions can come across at different altitudes in the 
solar wind regime. 

In s eries o f Figures 2-5, growth rates of higher harmonics have been plotted. For a nalytical threshold w e 
consider complex form ( )22 ,r iiω ω ω= +  in plots the solid lines represent the rω  and dashed shows the ,iω  
where 4.0β =



 for Figures 2-5. 
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Figure 1. Marginal stability condition.                                                

 

 

Figure 2. A = 0.1, 2 2
0 0.37pωΩ = .                                                                 
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Figure 3. A = 0.1 2 2
0 0.43pωΩ = .                                                                 

 

 

Figure 4. A = 0.6 2 2
0 0.9pωΩ = .                                                                 
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Figure 5. Growth rate for different A.                                                                 

 
In Figure 2, t here i s a s table f orm o f O -mode bu t a t A = 0.1 a nd 2 2

0 0.37pωΩ =  the h armonics s tart to  
intersect with each other. 

Figures 3-5 show the real part of dispersion relation and dependence of O-mode on magnetic f ield. As we 
increase values of magnetic field, 2 2

0 0.43pωΩ =  it becomes unstable and the first unphysical state generates as 
in Figure 3. T hese results a lso s atisfy t he marginal in stability c ondition a s d iscussed e arlier n umerically. I n 
above p lots, n oticeable th ing is  th e v alue o f A = 0.1. The p arallel s treaming i s d ominating i n O -mode a nd 
playing a r ole t o d estabilize the wave. T he p lasma b eta i s g reater t han o ne s o t hese e ffects s atisfy t he h igh 
plasma beta regimes. 

On further increasing the magnetic field, unstable regions are obtained and at 2 2
0 0.6pωΩ =  and A = 0.9, the 

wave becomes totally unstable as in Figure 4. 
The g rowth r ate s hows t hat p arallel s treaming r esponsible t o g row t he wave. T he co mplex p art o f t he 

dispersion relation tells that the wave is growing in the gaps. Figure 5 shows the growing parts of the first two 
gaps. 

The O-mode instability divides in two branches for complex ω . First branch is oscillatory when 0iω =  and 
second b ranch i s a periodic or  p urely growing when 0rω =  as in  Figure 6. F urther i ncreasing t he va lue o f  
parallel s treaming, the aperiodic b ranch is obtained. F or o scillatory b ranch the magnetic f ield p lays a r ole to 
destabilize the wave and increase the growth of the wave. 

For second branch, which is aperiodic or purely growing, the trend totally reverses . The growth rate increases 
with the decreasing value of A. The result proves that the anisotropy stabilizes the purely growing part. Figure 7 
shows the increasing growth rate of aperiodic mode with decreasing value of A. The noticeable thing is that this 
part also satisfies the condition of the firehose instability i.e., T T⊥>



 and 1β >


. The purely growing wave is 
also cal led non-propagating f irehose instability [25] The study of variation of anisotropy te lls us that with the 
increasing value o f A, t he g rowth r ate i s al so i ncreases that means by i ncreasing value o f A  destabilizes the 
wave. When T T⊥>



 and 1β >


, then wave becomes more unstable this result proves that O-mode instability 
satisfies the condition of the firehose instability. 

For nu mber o f harmonics, t he X -mode i s a lso uns table bu t f or t his mode pe rpendicular t emperature i s  
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Figure 6. A = 0.09 2 2
0 0.9pωΩ = .                                                                 

 

 
Figure 7. Growth rate for aperiodic branch.                                                                 
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dominating. The wave becomes unstable for larger value of A. In Figure 8 when A = 6.5, the wave is stable. But 
after that when A = 6.96, the harmonics overlap each other and wave starts to be unstable as in Figure 9. 
 

 

Figure 8. A = 6.5 2 2
0 0.09pωΩ =  4.0β = .                                                                 

 

 

Figure 9. A = 6.69 2 2
0 pωΩ  4.0β = .                                                     
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On further increasing the value of A the mode becomes more unstable as in Figure 10 the value of A is 8 and 
2 2
0 0.09pωΩ = . The solid curves show the real part of the wave and dashed curves show the growth of the said 

wave. The increasing value of A shows that in X-mode instability perpendicular streaming is dominating. At A = 
11, it becomes totally unstable Figure 11. 

Figure 12 discusses that the growth rate increases with the increasing value of anisotropy. Anisotropy de- 
stabilizes the X-mode, the X-mode follows the same trend as that of the O-mode. 

 

 

Figure 10. A = 8.0 2 2
0 0.09pωΩ =  4.0β = .                                  

 

 

Figure 11. A = 11 2 2
0 0.09pωΩ =  4.0β = .                                    
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Figure 12. Growth rate of X-mode for different values of A.                          

4. Conclusion 
O-mode instability, for principle harmonic, depends upon the magnetic f ield even i t i s weaker. The instability 
generates d ue t o t emperature an isotropy an d free en ergy of an isotropy co nverted i n t he magnetic induction 
which is the reason of growing wave. The growth rate varies directly with the value of ratio of anisotropy. Here 
we have cal culated t he marginal t hreshold co ndition i n f orm o f p lasma p arameters A  an d β



 for p rinciple 
harmonic. For higher harmonics, oscillatory branch satisfies the s tatement and purely growing part inverts the 
condition. It varies inversely with the anisotropy. The oscillatory and purely growing mode both satisfies the 
conditions of firehose instability i.e., T T⊥>



 and 1β >


 as 0B E  in O-mode. The stability analysis of the 
X-mode t ells t hat p erpendicular t emperature i s d ominating. T he m ode i s u nstable f or ,T T⊥ >



 according t o 
geometry of the X-mode that is 0B E⊥  . Coupling of these two modes converts them into the Bernstein mode 
which i s r esponsible o f heating ef fects i n tokamak. T he O -X c onversion i s the method o f a chieving the 
Bernstein mode. 
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Abstract 
The nature, origin and propagation of the electric field are discussed for the first time on the basis 
of the presence of vibrating strings in the space and their self-excitation process. It is considered 
that the electron is formed from strings and it has specific vibrational frequency. This excites the 
strings which are close by with the self-excitation process. This procedure which is continuous in 
the space according to the symmetry and vibrational energy in the form of waves spreads near the 
electron (or the charge particle), which behaves and carries energy known as electric field. In fact, 
the electron does not continuously emit energy in any form but induces (or excites) and organizes 
energy in a self-sustain vibrational form and extends in three dimensional space. Only on the basis 
of the presence of strings (vibrational energy), several electromagnetic phenomena have been ex-
plained in a consistent way. The vibrational nature of the electric field is also examined with the 
help of Stark effect and X-ray diffraction approach to support the present view. 

 
Keywords 
Electric Field, Strings as Compact Liquid, Self Excitation 

 
 

1. Introduction 
In spite of several years of research work, important aspects of electric field are not well understood, particularly 
its nature and how it propagates in vacuum. According to the accepted theory [1] a charge particle like the elec-
tron emits energy continuously in some form. Following laws of symmetry, it is propagated in a spherical shape. 
At a time t the sphere of radius ct is filled with electric energy where c is the velocity of light. After time dt the 
sphere of radius c(t + dt) is filled with energy. The most important aspect is that the intensity of the field within 
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the radius ct is not altered and extra energy or field is observed in the outer shell of thickness cdt. I t is worth 
mentioning that during this process the mass of the electron is the same. This means that energy is not conserved 
and the electron or the charge particle cannot emit energy (or field) continuously. 

This observation has no explanation on the basis of classical electrodynamics. However, in the frame work of 
Quantum Field T heory (QFT) s ome explanation is  p rovided. A ccording to  it ( QFT), th ere exist i ntermediate 
energy states. The sum of these states forms an integral which includes all energy states and momentum. Inte-
grals related with momentum become divergent. The renormalization route converts them into virtual (off shell) 
particles. T his r esults i n a bsorption and e mission o f v irtual p articles b y t he electron ( ultraviolet d ivergence). 
This hypothesis based on QFT theory helps to explain the conservation of the charge of the electron [2]. 

A virtual particle is an explanatory conceptual entity that is originated in mathematical calculations in quan-
tum field theory and it is  a confusing subject. This is a highly speculative assumption and the absorption of the 
virtual p article is  n either c onformed th eoretically nor e xperimentally. S ometimes, it is  c onsidered a s d istur-
bances i n t he f ield. M eanwhile, t he ab sorption o f t he field i n v acuum b y vibrating s trings a nd i ts f eedback 
process given by Van der Pol nonlinear differential equation do explain satisfactorily the conservation of charge 
and mass [3]. 

The o ther v ery s ignificant an d f undamental as pect is  th at the c harge p article ( positive o r ne gative) f orms 
equivi-potential circles (or points) and a field of lines (or sometimes field of force) are directed from the positive 
charge outwards in the space meanwhile for the negative charge the f ield of l ines are a ttracted towards i t [1]. 
This explains the charge d istribution in three d imensional space and the force can  be calculated at  any point. 
However, it is never discussed why the field is directed towards the negative charge and it originates from the 
positive ch arge. M eanwhile, the equi-potential surfaces h ave ex actly t he s ame p roperties. This co ntradiction, 
which forms the base for electromagnetism, is completely overlooked. Recently, this paradox has been discussed 
due to the motion of organized vibrating strings which not only explains the detail mechanism of formation of 
equi-potential circles but also elucidates why they have clock wise and anti-clock wise properties [3] [4]. More-
over, it provides information about how and why the forces of attraction and repulsion are originated in between 
two charge particles i.e. force at a distance [4]. 

Recently, some work has been carried out in this direction and Gauss law has been re-examined and it is  es-
tablished that the energy does absorb in vacuum and space is filled with an excitable medium [5]. This is also 
confirmed by Casimir effect [6] which is associated with zero point energy of quantized field. The direct expe-
rimental confirmation for the presence of energy in vacuum has been investigated and several experimental data 
and patents have been reported [7]-[9]. Important aspect is that vacuum energy can be converted into electro-
magnetic energy and not any other form. According to the quantum field theory also, the field can be visualized 
assuming that the space is filled with interconnecting vibrating units similar to strings. 

A re-examination of Gauss law [5] also shows that the absorption of energy is roughly proportional to the in-
verse of the square of the distance from the electron, indicating that a considerable energy is absorbed very close 
to the electron. This has a v ibrational nature and it partly provides a f eed back to the vibrational energy of the 
electron [3] [5] and in some way gives pressure on the electron which can be associated with the Poincare stress. 
In fact, the details and the origin for the s tress has not received due at tention [1]. However, the absorption of 
energy by strings very close to the electron does provide a possible explanation. 

Moreover, the above point of view, namely the considerable absorption of vibrational energy associated with 
strings very close to the electron does explain the cloudy nature around the electron. The density of the cloud 
varies from point to point very close to the electron and this cloud moves with the electron. A careful measure-
ment shows that the intensity of the electric field is slightly altered because of the shielding effect of clouds. In 
fact, the distribution of charge of the electron can be written as  

observed naked cloudα α α= +                                     (1) 

where αobserved is the charge of the electron that i s observed (1.6 × 10–19 Coulombs); αnaked is the t rue ch arge 
which i s no t measured and αcloud is t he c harge d istribution a round t he central part. According to t he quantum 
mechanical model, at the central part of the electron the cloud density is maximum, while it reduces considera-
bly outside. 

This origin for the presence of clouds near the electron has never been examined critically. However, in the 
frame work of quantum field theory, it is explained on the basis of ultra-violet divergence of fields by using re-
normalization process. According to it, the contribution in the divergent integrals associated with the correction 
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term to the mass or charge of the particle. However, the most important aspect namely the origin for αcloud, the 
correction term to the c loud of electron, i s not addressed in QFT [2]. It is worth mentioning that the point o f 
view expressed above indicates that the origin for clouds lies in the vibrational energy very close to the electron 
absorbed by the mechanism mentioned earlier [5]. 

Recently, several fundamental aspects of electromagnetic fields such as Maxwell’s equations [10], Lorentz 
force [11] electrostatic attraction or repulsion [4] etc. have been re-examined on the basis of strings as a compact 
incompressible liquid. According to the string theory the space is filled with small vibrating units of the order of 
Planck’s l ength (10−33 cm). S everal i nteresting as pects of the el ectric and magnetic fields ar e explained with 
branes, which are a physical entity that generalizes a point particle to higher dimensions. D1 brane is like a string, 
it vibrates and it  also has quantum fluctuations. Several properties related with elementary particles have been 
explained with the extra dimensions of branes. According to the string theory, the D-brane plays a crucial role. It 
is assumed that i t carries the electric or magnetic field and open strings couple to the electromagnetic field at  
their end points. Maxwell fields are associated with the attachment of the open string and D-brane (in an extra 
dimension). Even though a considerable work has been reported in this direction, a totally different approach is 
taken in the present work. It is worth mentioning that in this discussion only the presence of strings in the va-
cuum is taken into account as vibrating units and no other aspects of the string theory such as the presence of 
branes of any dimension (D0 (point), D1 (line), D2 (surface) and so on) are considered. Quantum harmonic oscil-
lators (or vibrating units) in space permit us to consider conversion of energy into kinetic, potential and also in 
storage form. The d irect consequence o f i t i s that t he space becomes an excitable medium through which the 
energy in some form can be transported (not by flow, motion or stream of any kind) by a non-conventional me-
chanism like propagation of induced “self-excited vibrations” in strings.  

The o ther s ignificant a spect of s tring theory i s t hat particles are not point l ike. I nstead they are v ibrational 
modes. This me ans that el ementary particles are formed from a specific arrangement of vibrating strings and 
therefore all particles have vibrating nature with specific frequency. In addition to this, the electron has a r ota-
tional motion (or spin). By considering the vibrational and rotational motions of electron, several properties of 
electromagnetism have been coherently explained earlier just by taking into account strings in a co mpact form 
of dry liquid [3]-[5] [10] [11]. However, it differs from the conventional liquid as every element of it (vibrating 
string) has significant amount of energy in a storage form which is convertible into kinetic and potential energy. 
As mentioned earlier because of the feedback mechanism based on Van der Pol equation, the energy is con-
served due to self-sustained vibrations. This includes the conservation of the charge and mass (both s tructural 
and electromagnetic) of the electron and details have been discussed extensively earlier by Joshi [3]. 

2. Self-Excited Vibrations and Propagation 
In fact, as mentioned earlier, the electron does not emit energy or field. The vibrations associated with electrons 
induce excitations in vibrating strings with which the space is filled. A self-excitation process [12]-[14] of vibra-
tional energy advances in 3-D space and gives the impression that the electron or charge particle is emitting con-
tinuously energy or electric field in the space. 

Self- excited systems begin t o v ibrate with their own accord under special conditions [12]. The energy re-
quired for these vibrations i s obtained from a u niform source associated with the system itself ( in the p resent 
case, vibrational energy of strings) and there is some inherent mechanism which supplies energy to start and 
maintain harmonic oscillations with cer tain frequency. I f the system is d isturbed for any reason the forces are 
created and they may lead the system away from the equilibrium position and then it will start oscillations pro-
vided that the conditions are suitable. When the cause for self-oscillations stops, the forces related with it disap-
pear. 

It i s known from string theory that s trings behave l ike quantum harmonic oscillators with quantum fluctua-
tions (zero point energy) [15] and form a self-excitable system. The self-excitation process can be originated 
from several mechanisms but the most obvious in the present system is due to “Stick slip” process according to 
which o ne s urface s lides o n a nother with d ry friction [13]. This p rocess i s a lso kno wn a s f riction i nduced 
self-excited vibration. Earlier investigation reveals that this is more probable when vibrating elements are very 
small as it is the present case. Favorable conditions for this type of excitation are that the surface should be in 
close co ntact for some t ime and t hen move with a l ow v elocity. T hese co nditions are completely f ulfilled in 
strings as a compact form of liquid. Self-excitation can also take place due to flow induce vibrations in a com-
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pact liquid of strings [12] [13]. Both processes are obvious and effective which help the vibrations of electrons 
to excite and organize scheme of strings. 

Now, let us imagine a vibrating electron ( or charge particle) in three dimensional space which will induce 
self-activated vibrational energy in the nearest region. According to the symmetry, the nearest region will acti-
vate vibrations in strings which lie in the next circle and so on. After time t, the strings in radius ct will have vi-
bration energy due to the self-activation process. However, it is worth to mention that the amplitude of vibra-
tions (or the intensity) will go on reducing from one stage to  another as the number o f participating layers of 
strings increases [3]. Thus, the electron or the charge particle does not emit energy in any form but the vibrations 
associated to it induce self-activated vibrations in the surrounding system which in turn propagates in three di-
mensional space. This means that the field energy is directly associated with the vibrational energy. 

3. Interaction of the Electric Field with Vibrating Systems 
To appreciate the nature of the electric field and its association with vibrations, i t is necessary to examine the 
interaction of the electric field with vibrating systems as it is difficult to estimate or evaluate the properties di-
rectly because of unknown parameters of strings related with vibrations and quantum harmonic oscillators. 

According to the string theory also, some of the properties of strings are associated with quantum harmonic 
oscillators [15]. Because of their compact nature, it can be assumed that they form a system of strongly coupled 
harmonic oscillators.  

Morse potential is an interatomic interaction model between two atoms or molecules. It is better approximated 
to the potential a ssociated with the vibrational nature o f t he system [13] [14]. Obviously, it in teracts s trongly 
with other vibrating systems l ike the electric field. An important characteristic feature of strong coupling inte-
raction is the splitting of the energy levels and it is frequently associated with the perturbation in Morse potential, 
as in strong coupling the potential energy interacts with each other. The effects of the external electric field on 
Morse potential have been investigated earlier [13] [14] and an analytical formulation had been developed which 
explains successfully the frequency and the bond length dependence for diatomic molecules.  

Delly [14] added an extra term in Morse potential 

( ) ( ) ( )21V r De f E rη= − + ⋅                                 (2) 

( )e oa r rη − −=  

where f(E) is the perturbation induced by the applied electric field. Here r is the distance between two nucleus of 
interest and ro is the equilibrium distance. Obviously “a” has dimensions of (length)−1. De is the energy asso-
ciated with the dissociation of the bond length. Taking into account the additional term, the frequency and the 
bond length have been examined for some molecules l ike Nacl, H 2O and experimental data are in agreement 
with the calculated values. The addition of the term f(E)∙r in the potential of the harmonic oscillator also implies 
that the energy associated with the electric field is related with the vibrational energy. This approach has been 
further extended by Hashjin and Mott [13]. 

The detailed calculations of energy splitting have been carried out earlier by Novotny [16] by considering the 
equation of motion for a coupled system in which the constant of coupling can be varied and its effect on energy 
splitting i s c learly determined experimentally. In the adiabatic limit, it is  possible to  transfer energy from one 
oscillator to the other through resonance [14] [16]. Therefore, it is necessary to examine the effect of the electric 
field on oscillating systems such as coupled quantum dots or a s ystem of atoms and molecules in the external 
electric field. This means Stark effect. 

4. Vibrational Stark Effect (VSE) 
It is known that an electric field, internal or externally applied, perturbs molecular vibrations considerably. The 
changes induced by the applied electric field are measured by VSE, thus it provides a d irect mapping between 
vibrational modes and electric field. 

One of the few experimental evidences where the electric field is directly related with the vibrational energy 
of the system at atomic or molecular level is Stark effect; which shows the shifting and splitting of energy states 
due to the presence of the external electric field. VSE provides a d irect relation between the observed variation 
in the vibrational modes and the applied electric field. Recently, it has been suggested that the external electric 
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field al ters the potential energy of the surface perturbing the Morse potential of the molecule. This causes the 
change in the bond length and hence changes in the frequency. The field induced changes in the frequency and 
the force constant are given by [13]. 

0Edν ν ν= −                                       (3) 

0Edk k k= −                                       (4) 

where the subscript E shows the value perturbed by steady state electric field and subscript o denotes a free field 
value. 

A d etailed calculation has been carried out for the applied electric field and the field induced frequency is 
given [13] 

0EV Kν=                                        (5) 

where K is a constant and whose value depends upon the magnitude and direction of the applied electric field. 
The obtained results are compared with the calculated values for several molecules like H2, N2, O2 and F2 (ho-
mo-nuclear ) and HF, HCl, CO (hetero-nuclear) and they are in agreement .The details are given by Hashjin and 
Matt [13]. It is worth to point out that the theory is tested for strongly covalent bonds which are described by 
harmonic oscillators and whose energy states lie at the bottom of the Morse potential well.  

The a dditional ef fect i s al so observed b y X-ray d iffraction t echnique where t he el ectric f ield i nduces t he 
changes in the bond length or inter- atomic distances [17]. The above studies reveal that electric field, which is 
associated with vibrational motion, interacts with the oscillating system of the atoms and molecules. The above 
mentioned experimental techniques strongly support the vibrational nature of the electric field. This might help 
to understand the conversion of field into particles (photons) or vice versa as the energy of both depends upon 
the frequency. This is mathematically explained with the help of the creation and annihilation operatorsin QFT. 

The electron and its associated field have vibrational nature. Therefore, it is interesting to examine other ele-
mentary particles and the nature of the corresponding fields. In a co mpact l iquid, as considered in the present 
case, the mechanism associated with Van der Pol equation is not valid. However, a liquid in a co nfined region 
like the nucleus has several particles and their interacting fields which give rise to the damping coefficient and 
increase the magnitude of the constant of string µ. Van der Pol equation, therefore, might play a crucial role in 
the system which is given by [3] 

( )
2

2
2d d

dd
1 0xx x

t
x

t
µζ+ − + =                                (6) 

Here ζ is a damping coefficient. Recently this eq uation h as been s olved b y the al gebraic method and i t is 
found that constants ζ and µ play a very crucial role. The solution of the above equation is given [18] 

( )sine tx b tζ ω φ−= +                                    (7) 

where b and φ  are constants which depend upon the initial conditions. A detailed analysis reveals that the fre-
quency mainly depends upon the value of µ meanwhile ζ determines the exponential fall. The value of µ is re-
lated with the potential energy of the oscillator which becomes considerably high in the presence of particles and 
their interactions. Naturally fields have high frequency. Obviously, for higher values of ζ (damping coefficient), 
the forces have very short range. A further systematic investigation with this approach might provide informa-
tion about the range of the force and their interactions. If so, the presence of vibrating strings in the form of a 
compact liquid might be a step ahead in the unification process.  

5. Conclusion 
The nature, origin and details of the propagation of the electric field on the basis of self-excitation process are 
discussed. Contrary to the accepted theories, it is found that the electron induced vibrational energy by self-ex- 
citation mechanism. The excitation process continues in space and the vibrational energy in the form of electric 
field spreads. Unexplained properties like electron cloud and Poincare stress become the natural consequences 
of the proposed theory. The electric field is examined with the help of VSE and X ray diffraction approaches. It 
is worth mentioning that several electromagnetic properties have been explained in a co nsistent manner by as-
suming only the presence of vibrating strings in the space. 
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Abstract 
Design and tolerance of a new head up display’s projector system is reported. It is based on la-
ser-micro display modules. We designed optical diffraction limited modules and some of our no-
velties were compactness, using common material and spherical lenses in optical design, easy and 
economical manufacturing process, uniform intensity and minimum aberrations of final image, 
economical and repairable designed system. Projector magnification is 10.0X and diagonal of im-
age plane is 76.2 mm. ZEMAX software is employed for optical design and tolerance. 

 
Keywords 
Head-Up Display (HUD), Head Mounted Display (HMD), Deformable Micro Mirror Displays (DMD), 
Polarizer Beam Splitter (PBS) 

 
 

1. Introduction 
One o f t he most important r equirements for the p ilot’s cockpit i s the type of  display through which the most 
important flight information with the outdoor image is simultaneously provided for the pilot. Two types of dis-
play instruments were used: Head-Up Displays or HUDs and Helmet Mounted Displays or HMDs. HUD is a 
type of display instrument mounted in the cockpit and the most important flight information, the image of out-
side area, comes in its combiner-collimator beam splitter display surface and thus, a composite image of the out-
side world with the flight information is available to the pilot. HMD has the same structure, but its main specifi-
cation is the compactness structure of the projection mounted on the pilot’s helmet building the output image in 
its exit pupil [1] [2]. In this article, the HUD type has been designed. Creating high quality image is a common 
concern f or o ptoelectronic d esigners. T he i mage q uality for th is s ystem is  a  f unction of: lig ht s ource, i mage 
source and image projector’s optical design. Therefore, there are three fundamental challenges that must respond 
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in a f avorable method [3] [4]. Historically, four types of light sources have been introduced for these displays; 
they are: Arc lamps, Halide-metal lamps, LED and Lasers. The laser light source has been used according to its 
unique features that lead to the quality of the output image. Image source has been a co nstant concern; indeed, 
different generations of HUDs are identified by this module. The first-generation of displays is Cathode Ray 
Tube or CRT that is still used in common HUDs. They had weaknesses that led to the appearance of other gen-
eration. The main problems of these types are: low intensity, brightness and contrast, cost limitation, high power 
consumption, saturated image with time, low operating endurance, cooling problems, phosphor’s erosion and 
limitation of gray scale. These problems led to its sharp decline in popularity. The second generation of the im-
age s ource is  liq uid c rystal d isplay o r L CD; i n a n o verall c lassification, th is t ype is  d ivided in to t wo types: 
transmission and r eflection. Reflective type is Liquid Crystal On Silicon platform o r LCOS, i ts benefits ar e: 
small dimension, hi gh resolution, more rigid and reliable structure, but its li mitations such as polarized light 
source requirement, less efficiency in comparison to DMD type, temperature control requirement, high intensity 
light source requirement made it less popular [5] [6]. The third generation is holographic displays that made de-
sired images by reconstruction of the Fourier transforms. Reflective structure made its output more brightness. 
Its potential limitations should also be noted: first, this type is limited to monochromatic light source, second, its 
complex structure increases the charges, and third, speckle phenomena decrease the final image quality [7]-[9]. 
Deformable Micro Mirror Displays or DMD is the fourth generation of the image sources that appeared in 1997 
with T exas i nstrument a nd w as vastly co nsidered b y o ptical s ystems d esigners. I ts disadvantages ar e: more 
complex to drive, higher price compared to other micro displays, limitations in reducing the pixel dimensions, 
but it offers wide advantages such as  high contrast and reflective ef ficiency, reliable and r igid s tructure, h igh 
operating temperature range, independence on polarized light and lower intensity light source requirement [10] 
[11]. Its optimum benefits compelled us to apply them in our system. In the final step, there was the most im-
portant challenge: “optical design”, it was a c hallenge because of the following requirements: high compacted 
projector element, el iminating the aberrations in d iffraction l imit and making a u niform bright image [12]. In 
this article, comprehensive reviews of essential elements have been explained and the elements optical design is 
carried out with “ZEMAX” program based on constraints; and finally, tolerance analysis is made for the feasi-
bility of fabrication [13]. Our designed system’s specifications are: compacted structure, diffractive limited opt-
ical design, economic considerations, simplification and high image quality.  

2. Principal Modules 
The l ayout o f t his designed system has been il lustrated in  Figure 1. As can be seen in this figure, p rojection 
system i s co mposed o f t hree m ain p arts: f irst t he l ight s ource ( marked with 1 #), s econd t he i mage s ource 
(marked with 5#), and third adapting and the projection optics (marked with 2-4# and 6# respectively). The light 
emitted from the laser diode source enters the first beam expander with 1.0mm diameter and exits from it with a 
diameter of 5.0 mm, then this beam with Gaussian profile is transmitted from diffractive optic element, becomes 
top hat shaped, then this 5.0 mm top hat profile beam enters the second beam expander and exits from it with a 
diameter of 7.8 mm and enters a b eam splitter cube and is reflected on DMD surface perfectly illuminating it, 
then the modulated light is reflected again from DMD surface and entersa projector. This module creates a 10X 
magnified image on its gain type diffuser screen. First and second beam expanders with diffractive elements 
make an adapting module that converts the 1.0 mm diameter Gaussian beam into 7.8 mm top hat ones. This 
module makes a fit and uniform beam profile to illuminate the DMD micro display, and this is an important re-
quirement for making a high quality image. 

2.1. The Light Source 
Light source is a p rimary component of this system, and the correct choice will facilitate the process of setting 
up the system. This part is made of a green diode laser with a wavelength of 532 nm, and its output power is 1 
watt, which is being control by using a mechanical shutter. The output light intensity is controlled to create dif-
ferent levels of brightness. Dimensions of used laser are 40(W) × 36(H) × 90(L) and its specifications are ac-
cording to Table 1. Inherent parallel beams of laser light placed in the light cone are faced to the image source 
thus creating minimal waste and desired thumbnail display clarity. 

This light source is reliable, highly durable, with a very limited and narrow wavelength range, and has desired 
brightness for avionic applications. Its radiation safety measurement at  field o f v iew is  c ritical; th is will be  
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Figure 1. Block diagram of DMD based projectors for HUD.                                 

 
Table 1. Dimensions and performance specifications of used diode laser [14].                    

Specifications Quantity 

Wavelength 
Exit power 

Power stabilization 
Noise variability in range of 20 MHz 

Mode of operation 
Cross section diameter 
Laser beam divergence 

The opticalelement 
Operating voltage 
Operating current 

Operating temperature imension (mm) 
Holding chamber 

532 ± 1 nm 
1.5 mw 

99% 
≤1% 

Continuous 
1.0 ± 0.1 mm 

0.5 mrad 
Aspherical AR-coated 
3 - 5 Vdc (9 - 12 Vdc) 

≤500 mA 
−10 to +50˚C 

40 (W) × 36 (H) × 90 (L) 
hard anodized aluminum 

 
calculated in terms of these parameters: the output light i ntensity, wavelength range and p hoto of perception 
[15]. The bandwidth of this laser and losses caused by intermediate elements (optical or electro optical elements) 
will cause the final light intensity to become safe. In addition, the light intensity can be adjusted for various ap-
plications such as day and night and high or low light outdoor intensity. Laserability to couple with DMD micro 
display in higher efficiency than other light sources made it an ideal choice to use in our system. 

2.2. The Image Source 
As mentioned in section one, the selected image source type is DMD, the DMD is fabricated in c-si using simi-
lar processing technologies as those applied to integrated circuit fabrication. I t consists of an array of mirrors, 
one per pixel, suspended over CMOS circuitry. Figure 2 shows photographs of the device. In Figure 2(a), the 
micro mirrors are shown. In Figure 2(b), one of the micro mirrors has been removed to show the underlying 
structure. Figure 2(c) shows a magnified view of this underlying structure. 
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The mirror assembly consists of a square mirror on top of a post attached to a torsion-hinge-suspended yoke. 
The yoke can rotate about ±12˚ (±10˚ in older DMDs) before it contacts the mechanical stop. For this deflection, 
the torsion effects in the hinges are fully elastic. On the silicon substrate, push-pull address electrodes are con-
nected to the CMOS circuitry. The CMOS electronics in the underlying silicon substrate consists of a six tran-
sistor SRAM cell per p ixel p lus o ther c ircuits. With the appropriate bias, the mirrors move in response to  the 
voltages on the address electrodes. In the +12˚ position, light incident onto the mirror will be reflected on to the 
projection lens, and in the −12˚ position, the light is directed away from the lens input and is internally absorbed. 
Thus, the light from any position on the mirror array is either present or not present, i.e. the projected intensity is 
binary. The mirrors can switch positions in about 15 μs, which allows achieving gray scales by time-multiplex- 
ing the mirror position. Luminance between the full-on and full-off values is obtained by selecting the appropri-
ate on- and off-times. Furthermore, DMD micro display has other benefits: first a reflection structure of micro 
display caused the surface to become warm later, which can also cause high thermal power. 

2.3. The Adapting Optics and Projection  
The final part of HUD system design requirement is the optical design. Optical design is divided in to two parts: 
first; adapting light module, and second: projector module. The first module is used to make a proper illuminat-
ing light profile and the second part is used to make a perfect magnified final image. 

3. Optical Modules Design 
3.1. The Adapting Optics Design 
Although the use of laser light is very useful, its output light profile is Gaussian. Since making a uniform image 
in t he whole field o f view is a  very i mportant consideration, this problem s hould be  e liminated a s much a s 
possible.It is possible to design an adapting light module; which is composed of two elements: diffractive optic 
and beam expander element. Diffractive optic element shown in Figure 3, changes the Gaussian profile of laser 
light to top hat ones that have a high uniform distribution [17]. This uniform light is necessary to make a fit im-
age in the final surface. Its specifications are according to Table 2. 

The second necessary element is beam expander; which consists o f two 1:5 and 5:7.8 mm element shown 
with 2# a nd 4# markers in Figure 1. The first, 1:5 mm element makes entrance light beam for diffractive ele-
ment and the second 5:7.8 mm makes entrance light beam for beam splitter type prism. These designs are dif-
fractive limited, and no more aberrations are added to its  output according to  Figure 4 and Figure 5, respec-
tively. 

3.2. The Projector Design  
This module is the main optical element in this electro-optical system. As shown in Figure 6. Number 1 element  

 

 
Figure 2. Photomicrographs of  t he D MD: ( a) 16  μm mirrors o n 1 7 μm centers, with mirrors 
shown in both the on and off positions; (b) one mirror removed to show underlying structure; and 
(c) magnified view [16].                                                                 
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Table 2. Specifications of diffractive beam shaper [17].                                       

Quantify Factor 

Top Hat 
circular with 5.0 mm 

532 ± 1 nm 
1.0 mm 
infinity 
5.0 mm 

less than 0.5% 

Function 
Dimension 

Operating wave length 
Entrance pupil diameter 

Operating range 
Exit pupil diameter 

Uneven spots Output 

 

 
Figure 3. Overall schematic of diffractive beam shaper operation [17].                                        

 

 
Figure 4. MTF diagram of designed beam expander 1:5 mm.                                        

 
represents the e ffective area of the used DMD micro display. This element is considered a ci rcle form with a  
diameter of 7.62 mm to cover up the maximum area of  this micro display. Number 2 element represents the 
beam splitter prism. This prism is made of SF2 material and is considered as a cubic glass with 25.4 mm dimen-
sions. T his p rism i s co nsidered as  a t ransparent cu be i n o ptical d esign. N umbers 3  - 5 a nd 7  - 11 el ements 
represent spherical lenses.  

Number 6  element represents the system’s s top. Nominal stop is  the metal d iaphragm with 26.0 mm inside  
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Figure 5. MTF diagram of designed beam expander 5:7.8 mm.                                        

 

 
Figure 6. Schematic of 12 elements of designed projector.                                        

 
diameter that can be changed up  to 3 .0 mm tolerances to  i llumination settings. Number 12 optical e lement is  
added to correct aberrations for convergence of projection module’s output radiation. The tube length is equiva-
lent to  173 mm t hat i s eq ual t o the d istance from the D MD micro di splay t o diffuser di splay screen, which 
represents a co mpact projector system. High compact optical element creates problems in its design. The most 
important problems are; excessive aberrations, extreme changes in image brightness level and excessive f/#, re-
duction aberrations techniques, and optimization of these three factors will be presented. The overall features of 
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the designed system are: the length of the projector is equal to 173 mm that is highly desirable and represents a 
compact system, this module’s opt ical zoom is 10X, which leads to a  76.2 mm d iameter image, i t includes 9 
spherical lenses. The great benefit of this design compared to other types is its simplicity in manufacturing, as-
sembly, test process and its being more economical. Using a DMD micro display reduces light losses in second-
ary reflections from its surface, and the image spot diameter created by the projector must be less than 120 μm 
according to CRT spot diameter. This amount is equal to 15 μm and is approximately 8 times as good as defined 
value. Important results of our designed module listed in Table 3.  

Analysis related to image quality are as follows: the maximum spot diameter of the created image is equal to 
15.4 μm according to Figure 7, the distortion aberration amount in the full range of image display is less than 
five percent and field curvature aberration in the full range of image display i s less than 5  mm. According to 
Figure 8, point spread function for this design is shown in Figure 9. As shown in this figure, an optimized de-
sign is carried out. 

Figure 10 shows diagrams of relative brightness depending on the height of the beam. As seen the maximum 
variation in the whole field of view is 5%, which is very desirable. Here is a reminder point: as mentioned later, 
the gain type diffusers were used to create more uniform illumination in the field of view. Performance of this 
diffuser image surface is so that the light intensity in the corner is less than other points, and this phenomenon is 
corrected by an optical design tr ick. The polymeric e lements present interesting abilities as a  f it and designed 
diffuser d isplay s urface i n a particular f ield of view i s grossly d ifferent from t he o ther p arts; an d t herefore, 
without the excessive brightness from the lighting source, you can easily build a clearer picture in your desired 
viewing angle. 

4. Tolerance Setting on the Designed Projector Module  
Since the projector module is the most critical optical module of this imaging system, it is important to put a to-
lerance on its criteria. We use Monte Carlo analysis, and in this method produce a series of random lenses that 
fit desired tolerances, and then the index is calculated [18]. Shaded model of this module, after setting tolerances, 
is s hown i n Figure 11. The M onte C arlo a nalysis e stimates t he r eal-world pe rformance of  a  s ystem, which 
meets the specified tolerances. When performing the Monte Carlo analysis, all tolerances are considered simul-
taneously. For each Monte Carlo cycle, all of the parameters, which have specified tolerances, are randomly set 
using the defined range o f the parameter and a s tatistical model o f t he d istribution o f t hat parameter over the 
specifiedrange. By default, all parameters are assumed to follow the same normal distribution with a total width 
of fourstandard deviations between the extreme minimum and maximum allowed values. For example, a radius 
of 100.00 mm with a tolerance of +4.0/−0.0 mm will be  assigned a r andom radius be tween 100.00 mm and 
104.00 mm, with a normal distribution centered on 102.00 mm and a standard deviation of 1.0 mm. 

Spot diagram information is according to Figure 12. As seen from this figure, spot diameter variation is neg-
ligible, this verified the image quality. Also, distortion and field of curvature aberrations are according to Figure 
13, and their changes are negligible too. 

 
Table 3. Important factors in the design of the projector module.                                        

Amounts Factor 

22 surfaces 

26.0 mm 

SCHOTT MISC OHARA CDGM 

9.9 mm 

97.25 mm 

0.23 

42.7 mm 

10.07 mm 

The number of surfaces 

Stop diameter 

The catalogue of used glass 

Effective focal length 

Back focal length 

Image space f/# 

Entrance pupil diameter 

Exit pupil diameter 
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Figure 7. Schematic of spot diameter of image created by this system.                                                                               

 

 
Figure 8. Diagram of distortion aberration and field curvature.                                                                               
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Figure 9. Point spread function of this system.                                                                               

 

 
Figure 10. Schematic of relative illumination in image plan according to the beam height.                                        
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Figure 11. Three dimensional image of projector module after making tolerances.                                        

 

 
Figure 12. Spot diagram after tolerance.                                                                               
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Figure 13. Field curvature and distortion figures after tolerance.                                      

5. Conclusion 
All used optical lenses are spherical, and common materials are utilized in optical design process; therefore, the 
manufacturing process becomes easy and economical. Making compactness system problems is responded per-
fectly and the whole of this system will be put in the box with 200 × 200 × 200 mm3 dimensions. As previously 
mentioned t he following factors ar e i mportant i n i mage q uality ev aluation [19]: First: c reated s pot d iameter, 
second: uniform intensity on the screen and third: lack of excessive distortion aberration (less than 5% of the to-
tal range of the image). Designed system has a h igh lifetime because of its durable elements and materials, all 
system components are interchangeable and cost effective. 
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Abstract 
In the integer-fraction principle of the digital electric charge, individual integral charge and indi-
vidual fractional charge are the digital representations of the allowance and the disallowance of 
irreversible kinetic energy, respectively. The disallowance of irreversible kinetic energy for indi-
vidual fractional charge brings about the confinement of individual fractional charges to restrict 
irreversible movement resulted from irreversible kinetic energy. Collective fractional charges are 
confined by the short-distance confinement force field where the sum of the collective fractional 
charges is integer. As a result, fractional charges are confined and collective. The confinement 
force field includes gluons in QCD (quantum chromodynamics) for collective fractional charge 
quarks in hadrons and the magnetic flux quanta for collective fractional charge quasiparticles in 
the fractional quantum Hall effect (FQHE). The collectivity of fractional charges requires the at-
tachment of energy as flux quanta to bind collective fractional charges. The integer-fraction 
transformation from integral charges to fractional charges consists of the three steps: 1) the at-
tachment of an even number of flux quanta to individual integral charge fermions to form indi-
vidual integral charge composite fermions, 2) the attachment of an odd number of flux quanta to 
individual integral charge composite fermions to form transitional collective integral charge 
composite bosons, and 3) the conversion of flux quanta into the confinement force field to confine 
collective fractional charge composite fermions converted from composite bosons. The charges of 
quarks are fractional, because QCD (the strong force) emerges in the universe that has no irre-
versible kinetic energy. Kinetic energy emerged in the universe after the emergence of the strong 
force. The charges of the quasiparticles in the FQHE are fractional because of the confinement by a 
two-dimensional system, the Landau levels, and an extremely low temperature and the collectivity 
by high energy magnetic flux quanta. From the integer-fraction transformation from integral 
charge electrons to fractional charge quarks, the calculated masses of pion, muon and constituent 
quarks are in excellent agreement with the observed values. 

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710104
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http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/


D.-Y. Chung 
 

 
1151 

Keywords 
Electric Charge, Integral Charge, Fractional Charge, Quarks, Kinetic Energy, Confinement, The  
Fractional Quantum Hall Effect, The Theory of Everything, The Masses of Quarks, The Mass of  
Muon, The Mass of Pion, Cosmology 

 
 

1. Introduction 
The elementary charge denoted as e or q is a fundamental physical constant for electric charge. One elementary 
charge has a measured value of approximately 1.602 × 10−19 coulombs. The electric charge of any isolated ob-
ject is an integer multiple of e. Quarks and quasiparticles have fractional charges. Quarks have fractional electric 
charge values 1/3 or 2/3 times the elementary charge. There have been a large number of experiments searching 
for fractional charge, isolatable, elementary particles using a variety of methods, but no evidence has been found 
to confirm existence of free fractional charge particles, which leads to the quark confinement concept that the 
quarks in collective groupings are permanently confined within the hadrons whose charges are integer multiples 
of e [1]-[4]. Fractional charge quasiparticles in the fractional quantum Hall effect (FQHE) also exist in col-
lective gr oupings in the confinement o f a two-dimensional system, the Landau l evels, and an extremely low 
temperature [5]-[7]. Confinement and collectivity are the common features in fractional charge quarks and qua-
siparticles. This paper posits that the origin of integral electric charge and fractional electric charge is the integ-
er-fraction principle of digital electric charge. The principle relates to the confinement and collectivity of frac-
tional charges. 

Section 2 describes the integer-fraction principle. Section 3 explains the origin of the strong force as the con-
finement force field for fractional charge quark and the calculations of pion, muon and quark masses. Section 4 
describes the fractional quantum Hall effect for fractional charge quasiparticles.  

2. The Integer-Fraction Principle 
There are integral electric charge and fractional electric charge. The two types of fractional charge particles are 
fractional charge quarks in hadron and fractional charge quasiparticles in the FQHE. The origin of integral elec-
tric ch arges a nd fractional e lectric ch arges i s u nknown. This p aper p osits t hat t he o rigin o f i ntegral e lectric 
charge and f ractional e lectric c harge i s t he i nteger-fraction p rinciple o f digital el ectric ch arge. In t he i nteg-
er-fraction principle of the digital electric charge, individual integral charge with irreversible kinetic energy to 
cause i rreversible movement i s al lowed, while i ndividual f ractional c harge with i rreversible kinetic e nergy i s 
disallowed. Individual integral charge and individual fractional charge are the digital representations of the al-
lowance and the disallowance of i rreversible k inetic energy, respectively. The disallowance of irreversible k i-
netic energy for individual fractional charge brings about the confinement of individual fractional charges to re-
strict the irreversible movement resulted from kinetic energy. Collective fractional charges are confined by the 
short-distance confinement force field where the sum of the collective fractional charges is integer. As a result, 
fractional charges are confined and collective. The confinement force field includes gluons in QCD (quantum 
chromodynamics) for collective fractional charge quarks in hadrons and the magnetic flux quanta for collective 
fractional charge quasiparticles in the fractional quantum Hall effect (FQHE).  

The c ollectivity o f fractional ch arges r equires t he at tachment o f energy as  f lux quanta to bi nd f ractional 
charges. As a result, the integer-fraction transformation from integral charges to fractional charges involves the 
integer-fraction transformation to incorporate flux quanta similar to the composite fermion theory for the FQHE 
[8] [9]. There are two s teps in the composite fermion theory for the FQHE. The f irst step is the formation of 
composite fermion by the a ttachment of  an even number of magnetic flux quanta to electron. Composite fer-
mions in the Landau levels are the “true particles” to produce the FQHE, while electrons in the Landau level are 
the true particles to produce the integral quantum Hall effect (IQHE). The IQHE is a manifestation of the Lan-
dau level quantization of the electron kinetic energy. The second s tep is  the conversion of  integral charges to 
fractional charges in the collective mode of composite fermions. The IQHE in the collective mode of composite 
fermions is the FQHE as expressed by the filling factors υ’s related to electric charges. 



D.-Y. Chung 
 

 
1152 

even numbers of magnetic flux quanta

*

*

*

the composite fermion theory
the first step :

electrons composite fermions
thesecondstep for the collective modeof composite fermions :

for the IQHE

for the FQHE
2 12 1

m
m

mnn

ν

νν
ν

→

=

= =
±±

* 1for 1, for the Laughlin wavefunction of the FQHE
2 1n
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where m and n are integers, and υ and υ* are the filling factors for electrons and composite fermions, respective-
ly in the Landau levels. The composite fermion theory i s used to compute precisely a  number of measurable 
quantities, such as the excitation gaps and exciton dispersions, the phase diagram of composite fermions with 
spin, the composite fermion mass, etc. 

The first s tep of the integer-fraction transformation from integral charge to fractional charge is same as  the 
first step in the composite fermion theory. The first step is the attachment of an even number of flux quanta to 
individual integral charge fermions to form individual integral charge composite fermions [6]. Flux quanta are 
the elementary units which interact with a system of integral charge fermions. The attachment of flux quanta to 
the fermions transforms them to composite particles. The attached flux quanta change the character of the com-
posite particles f rom fermions to bosons and back to fermions. Composite particles can be e ither fermions or 
bosons, depending on the number of attached flux quanta. A fermion with an even number of flux quanta be-
comes a composite fermion, while a fermion with an odd number of flux quanta becomes a composite boson. 
Fermions, such as electrons and protons, follow the Pauli exclusion principle which excludes fermions of  the 
same quantum-mechanical state from being in the same position. Bosons, such as photons or helium atoms, fol-
low the Bose-Einstein statistics which allows bosons of the same quantum-mechanical state being in the same 
position. As a result, fermions are individualistic, while bosons are collectivistic. Composite fermions are indi-
vidualistic, while composite bosons are collectivistic. In the first step, the attachment of an even number of flux 
quanta to each integral charge fermion provides these fermions individual integral charge composite fermions 
which follow the Pauli exclusion principle. 

The second step involves the traditional composite bosons. The second step explains the origin of 1/(2n + 1) 
in Equation (1) in the second step of the composite fermion theory which does not explain the origin of 1/(2n + 
1). The second step is the attachment of an odd number of flux quanta to individual integral charge composite 
fermions to form transitional collective integral charge composite bosons [6]. Individual integral charge compo-
site fermions with an odd number (2n + 1) of flux quanta provide collective integral charge composite bosons 
which allow bosons of the same quantum-mechanical s tate being in the same position. The collective integral 
charge composite bosons allow the connection of collective flux quanta from collective integral charge compo-
site bosons. Each flux quantum represents an energy level. In individual integral charge composited fermions, 
the degenerate energy levels are separated. In collective integral charge composite bosons, the 2n +1 degenerate 
energy levels are connected into 2n + 1 sites in the same energy level.  

The third step is the conversion of collective flux quanta into the confinement force field to confine collective 
fractional charge composite fermions converted from the collective integral charge composite bosons. In collec-
tive fractional charge fermions, each site in the same energy level has ±1/(2n + 1) fractional charge.  

1fractional charge per site in the same energy level
2 1n
±

=
+

                      (2) 

Fractional charges are the integer multiples of ±1/(2n + 1) fractional charge to explain the origin of 1/(2n + 1) 
in Equation (1) for the composite fermion theory. The products in the third step also include individual integral 
charge fermions to conserve electric charge. The sum of all collective fractional charges and individual integral 
charges i s i nteger. The i nteger-fraction transformation from i ndividual i ntegral c harge f ermions t o collective 
fractional charge fermions is as follows.  
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even number of flux quanta

odd number of flux quanta confinement force field

individual ICfermions individual IC composite fermions

tramsitional collective IC composite bosons
collective FC com

→

→ →
posite fermions individual IC fermions+

          (3) 

where IC is integral charge and FC is fractional charge.  

3. The Origin of the Strong Force and the Calculations of Pion, Muon and Quark  
Masses 

The charges of quarks are fractional, because QCD (the strong force) emerged in the universe that had no irre-
versible kinetic energy. Kinetic energy emerged in the universe after the emergence of the strong force as de-
scribed in the cyclic dual universe model previously [10] [11]. As described previously [10] [11], there are three 
postulates in the dynamic and reversible theory of everything. The first postulate of the dynamic and reversible 
theory of everything is the oscillating M-theory as the oscillating membrane-string-particle whose space-time di-
mension number oscillates between 11D and 10D a nd between 10D a nd 4D dim ension by dimension reversibly. 
There is no compactization. Matters in oscillating M-theory include 11D membrane (211) as membrane (denoted 
as 2 for 2 space dimensions) in 11D, 10D string (110) as string (denoted as 1 for 1 space dimension) in 10D, and 
variable D particle (04 to 11) as particle (denoted as 0 for 0 space dimension) in 4D to 11D. Space-time dimension 
number between 10 and 4 decreases with decreasing speed of light, decreasing vacuum energy, and increasing rest 
mass. The second postulate is the digital transitional Higgs-reversed Higgs fields postulate as the digital attach-
ment-detachment spaces postulate. Attachment space (denoted as 1) attaches matter, and relates to rest mass and 
reversible movement. Detachment space (denoted as 0) detaches matter, and relates to irreversible kinetic ener-
gy. The combination of n units of attachment space as 1 and n units of detachment space as 0 brings about three dif-
ferent digital space structures: binary partition space, miscible space, or binary lattice space as below. 

( ) ( ) ( ) ( ) ( ) ( )combination1 0 1 0 , 1 0 , or 1 0

attachment space detachment space binary partition space ,miscible space, binary lattice space
n n n n n n+ → +

   (4) 

Binary partition space, (1)n(0)n, consists of two separated continuous phases of multiple quantized units of at-
tachment space and detachment space. In miscible space, (1 + 0)n, attachment space is miscible to detachment 
space, and there is no separation of attachment space and detachment space. Binary lattice space, (1 0)n, consists 
of repetitive units of alternative attachment space and detachment space. Binary partition space (1)n(0)n, miscible 
space (1 + 0)n, and binary lattice space (1 0)n account for quantum mechanics, special relativity, and the force 
fields, respectively. In this paper, the integer-fraction principle is an extension of the digital space structure con-
sisting of attachment space for rest mass and reversible movement and detachment space for irreversible kinetic 
energy.  

Our universe is in the reversible multiverse. In the third postulate for reversible multiverse, all physical laws 
and phenomena are permanently reversible, and temporary irreversibility of entropy increase is allowed through 
reversibility breaking, symmetry violation, and low entropy beginning. One irreversible phenomenon which is 
not allowed is the collision of expanding universes. The collision of expanding universes which have the inex-
haustible r esource o f space-time to expand i s permanently i rreversible due to the impossibility t o r everse the 
collision of expanding universes. To prevent the collision of expanding universes, every universe is surrounded 
by the interuniversal void that is functioned as the permanent gap among universes. The space in the interuni-
versal void is detachment space [10] which detaches matter and relates to kinetic energy. The interuniversal void 
has zero-energy, zero space-time, and zero vacuum energy, and detachment space only, while universe has non-
zero-energy, the inexhaustible resource of space-time to expand, zero or/and non-zero vacuum energy, and at-
tachment space with or without detachment space. Attachment space at taches matter and relates to rest mass. 
The detachment space of the interuniversal void has no space-time, so it cannot couple to particles with space- 
time in universes, but it prevents the advance of expanding universes to the interuniversal void to avoid the col-
lision of expanding universes.  

A zero-sum energy dual universe of positive-energy universe and negative-energy universe can be created in 
the zero-energy interuniversal void, and the new dual universe is again surrounded by the interuniversal void to 
avoid the collision of  uni verses. Under symmetry, the n ew p ositive-energy universe a nd the ne w ne gative- 
energy universe undergo mutual annihilation to reverse to the interuniversal void immediately. Our universe is 
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the dual asymmetrical positive-energy-negative-energy universe where the positive-energy universe on a ttach-
ment s pace a bsorbed t he i nteruniversal void on de tachment s pace t o r esult i n t he c ombination of a ttachment 
space and detachment space, and the negative-energy universe did not absorb the interuniversal void. Within the 
positive-energy universe, t he absorbed d etachment space w ith space-time c an couple t o particles i n t he posi-
tive-energy universe to r esult i n massless p articles w ith i rreversible kinetic energy. The formation of  our un-
iverse involves symmetry violation between the positive-energy universe and the negative energy universe. Ir-
reversible kinetic en ergy f rom d etachment s pace i s t he source of i rreversible en tropy i ncrease, s o t he posi-
tive-energy universe i s l ocally i rreversible, w hile t he negative-energy universe wi thout i rreversible ki netic 
energy from detachment space is locally reversible. The locally reversible negative-energy universe guides the 
reversible process of the dual universe. As a result, our whole dual universe is globally reversible. Our dual un-
iverse is the globally reversible cyclic dual universe as shown in Figure 1 for the evolution of our universe as 
described previously [10] [11]. 

The four reversible steps in the globally reversible cyclic dual universe are 1) the formation of the 11D mem-
brane dual universe, 2) the formation of the 10D string dual universe, 3) the formation of the 10D particle dual 
universe, and 4) the formation of the asymmetrical dual universe.  

1) The formation of the 11D membrane dual universe 
As described previously [10] [11], the reversible cyclic universe starts in the zero-energy interuniversal void, which 

produces the dual universe of the positive-energy 11D membrane universe and the negative-energy 11D mem-
brane universe as in Figure 1. In some dual 11D membrane universes, the 11D positive-energy membrane un-
iverse and the negative-energy 11D membrane universe coalesce to undergo annihilation and to return to the in-
teruniversal void as in Figure 1.  

2) The formation of the 10D string dual universe 
Under the reversible oscillation between 11D and 10D, the positive-energy 11D membrane universe and the 

negative-energy 1 1D m embrane universe a re t ransformed t o t he p ositive-energy 10D  string universe a nd the  
negative-energy 10D string universe, respectively, as in Figure 1. The positive-energy 11D membrane universe is 
transformed to the positive-energy 10D string universe as in Equations (5a) and (5b). 

( )

from11D membrane to 10Dstring
11 10

the closestring vibration
10 10 10 10

The RS1 MembraneTransformation

step1: 2 1 in the 11D AdS space

step 2 : 2 1 1 0 1 in the 11D AdS spaceeg

→

→ =

             (5a) 

( ) ( )the closestring and theopen string vibrations
11 102 2 1 es g←→                        (5b) 

 

 
Figure 1. The globally reversible cyclic dual universe.                                          
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where 211 is membrane (denoted as 2) in 11D, s is the pre-strong force, 110 is string (denoted as 1) in 10D, 010 is 
particle (denoted as 0) in 10D, AdS is anti-de Sitter, and ge is the external graviton.  

According Randall and Sundrum, the RS1 (Randall-Sundrum model 1) in an anti-de Sitter (AdS) space con-
sists of one brane with extremely low graviton's probability function and another brane with extreme high gra-
viton's probability function [12] [13]. The formation of the 10D string dual universe involves the RS1. As shown 
in Equation (5a), one of the possible membrane transformations from the 11D membrane to the 10D string is the 
RS1 membrane transformation which involves two steps. In the Step 1, the extra spatial dimension of the 11D 
membrane i n t he t ransformation from t he 11D m embrane t o t he 1 0D string becomes t he s patial d imension 
transverse to the string brane in the bulk 11D anti-de Sitter space [12]. This transformation is derived from the 
transformation f rom m embrane t o s tring. In t he t ransformation f rom the  t wo-dimensional m embrane t o t he 
one-dimensional string, the extra spatial dimension of the two-dimensional membrane on the x-y plane becomes 
the x-axis transverse to the one-dimensional string on the y-axis in the two-dimensional x-y space. In the Step 2, 
for the RS1 membrane transformation, two string branes are combined to the combined string brane. The exter-
nal 10D particles generated by the close string vibration of the combined string brane are the 10D external gra-
vitons which form the external graviton brane as the Gravitybrane (Planck P lane) in the RS1 of the Randall- 
Sundrum model [12] [13]. As in the RS1 of the Randall-Sundrum model, the two branes with equal mass-energy 
in the 11D anti-de Sitter space are the string brane with weak gravity and the external graviton brane with strong 
gravity. The weak gravity in the string brane is the predecessor of the observed weak gravity generated during 
the Big Bang [14] [15]. The external graviton in the external graviton brane is the predecessor of a part of the 
observed dark energy [16]. The 10D string brane and the 10D external graviton brane correspond to the prede-
cessors of  the observed universe (without dark energy) and a part of observed dark energy, respectively [14] 
[15]. The reverse transformation from 10D to 11D is the RS1 string transformation.  

In Equation (5b), the particles generated from the 10D open string vibration are the 10D particles for the pre- 
strong force (denoted as s) in addition to the external graviton from the close string vibration in the 11D AdS. 
The p re-strong force i s the same for a ll s trings without positive or negative s ign. This p re-strong force i s the 
prototype of the observed strong force for fractional charge quarks generated during the Big Bang [14] [15].  

In the negative universe through symmetry, the 11D anti-membrane (2−11) i s t ransformed to 10D antistring 
(1−10) with external anti-graviton eg  and the pre-strong force s as follows.   

( ) ( )11 102 2 1 es g− −←→                                  (6) 

The dual universe of the positive-energy 10D string universe with n units of (110)n and the negative-energy 10D 
string universe with n units of (1−10)n is as follows.  

( )( ) ( )( )10 101 1e en n
s g g s −                                   (7) 

There are four equal regions: the positive-energy 10D string universe, the external graviton, the external anti- 
graviton, and the negative-energy 10D string universe [16].  

Some dual 10D string universes return to the dual 11D membrane universes under the reversible oscillation 
between 11D and 10D. Alternatively, under symmetry violation as in the case of our universe, the positive-energy 
10D string universe absorbs the interuniversal void, while the negative-energy 10D string universe does not ab-
sorb the interuniversal void. The interuniversal void has zero vacuum energy. In our universe, the absorption of 
the interuniversal void by the positive-energy 10D string universe forced the positive-energy 10D universe with 
high vacuum energy to be transformed to the universe with zero vacuum energy that was the vacuum energy of the 
4D universe. However, the transformation from 10D to 4D was not immediate, because the strings had to be 10D, 
and it could not be transformed to 4D, therefore, strings had to be transformed to particles that allowed the change 
of i ts dimension number freely to accommodate the transformation from the 10D universe to the 4D universe 
driven by the absorption of the inter universal void.  

1) The formation of the 10D particle dual universe 
As described previously [15], the transformation from strings to particles came from the emergence of positive 

charge and negative charge that allowed the mutual annihilation of positively charge 10D strings and negatively 
charge 10D a ntistrings i n t he 10 D s tring u niverses t o produce positively c harge 1 0D particles a nd n egatively 
pre-charge 10D antiparticles in the 10D particle universes as follows.   
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( )( ) ( )( )10 10 10 100 0 0 0 ,e en n
s e e s g g s e e s+ − + −

− −                        (8) 

where s and e are the pre-strong force and the pre-charge force in the flat space, ge is the external graviton, eg  is 
the external graviton, and 0100−10 is the particle-antiparticle. There are four equal regions: the 10D positive-energy 
particle universe, the external graviton, the 10D negative-energy particle universe, and the external anti-graviton. 
The emergence of  positive charge and negative charge provides the prototype of  the observed e lectromagnetic 
force with charge generated during the Big Bang [14] [15]. 

2) The formation of the asymmetrical dual universe 
The formation of our current universe follows immediately after the formation of the 10D particle dual un-

iverse through the asymmetrical dimensional oscillations, leading to the asymmetrical dual universe. The 10D 
positive-energy uni verse w as t ransformed im mediately to t he 4 D positive-energy pa rticle u niverse with z ero 
vacuum energy. The 10D negative-energy particle universe undergoes the stepwise dimension number oscilla-
tion between 10D and 4D. Without absorbing the inter universal void, the external graviton and the anti-graviton 
also undergo the stepwise dimension number oscillation between 10D and 4D. The result is the asymmetrical dual 
universe consisting of the four equal regions of the 4D positive-energy particle universe, the variable D external 
graviton, the variable D negative-energy particle universe, and the variable D external anti-graviton. The asym-
metrical dual universe is manifested as the asymmetry in the weak interaction in our observable universe as fol-
lows. 

( )( )

( )( )

_
4 4

_
4 to 10 4 to 10

the 4D positive-energy particle universe and theexternalgraviton

0 0

the variable D negative-energy particle universe and theexternalanti-graviton

0 0

e n

e n

s e w e w s g

g s e w e w s

+ + −
−

+ + −
− −

               (9) 

where s, ge, eg  e, and w are the strong force, external graviton, external anti-graviton, electromagnetism, and 
weak interaction, respectively for the observable universe, and where 040−4 and 04 to 10 0−4 to −10 are 4D particle- 
antiparticle for the 4D positive-energy particle universe and variable D particle-antiparticle for the variable D 
negative-energy particle universe, respectively. For our asymmetrical dual universe, the step 3 f or the transfor-
mation from 10D string to 10D particle had to be followed by the step 4, so the electromagnetic interaction from 
the step 3 was unified with the weak interaction from the step 4 to become the electroweak interaction, which 
was generated during the Big Bang [14] [15]. 

In the reversible cyclic dual universe, the strong force emerged before the emergence of kinetic energy, while 
electromagnetism and the weak force after the emergence of kinetic energy. As a result, quarks associated with 
the s trong f orce h ave fractional ch arges, w hile t he f ermions associated w ith el ectromagnetism an d t he w eak 
force are integral charge electron and neutral charge neutrino, respectively. The strong force binding the quarks 
increases with distance, unlike the electromagnetic force whose strength decreases with distance. When one at-
tempts to separate quarks, bond energy increases up to a point where it becomes more favorable to decay to oth-
er particles. As a result, fractional charge quarks are confined by the strong force, while integral charge electron 
is not confined by electromagnetism to follow the integer-fraction principle of the digital electric charge. The 
strong force i s t he c onfinement f orce field t o c onfine f ractional c harge qua rks. No i solated f ractional ch arge 
quark has been observed directly, and collective fractional charge quarks can be observed within hadron. Frac-
tional charges can be observed only in the confinement of collective fractional charges.  

According the integer-fraction transformation from integral charge to fractional charge, the formation of quarks 
from electrons is as follows. 

2 electric flux quanta
c

3electric flux quanta QCD

individual e e individual

transitional collective
1 2collective 2 of and charge with 3 gluons individuale e
3 3

c

c c

c c

F F

B B

Q Q

→

→ →

± ± +

               (10) 

where Fc, Bc, and Qc are the composite fermion the composite boson, and the composite quark, respectively. The 
first step of the integer-fraction transformation from electron to quark is the attachment of 2 flux quanta to indi-
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vidual integral charge electrons to form individual composite fermions (Fc’s). The flux quanta (70.0252 MeV) 
are the electric flux quanta as proposed by Peter Cameron to calculate accurately the masses of pion, muon, and 
proton [17]. The quantum of 70.0252 MeV is a lso the bosonic mass quantum proposed by Malcolm H. Mac-
Gregor for a basic building block to calculate accurately the masses of hadrons [18]. According the oscillating 
M-theory postulate, the electric flux quantum is B6 the boson which one mass dimension higher than F5 that is 
electron as fermion as follows [10] [11].  

6 5 70.0252 MeVB F eM M Mα α= = =                            (11) 

where α is the fine structure constant for electromagnetism. The Fc (the composite fermion) consists of two B6 as 
electric flux quanta. 

62 140.0505 MeVFc BM M= =                                (12) 

The mass of pion (boson) is the mass of the composite fermion (Fc) minus the mass of electron (fermion) [17]. 

139.5395 MeVFc eM M Mπ = − =                               (13) 

which is in excellent agreement with the observed 139.5702 MeV. 
The second step is the attachment of 3 flux quanta (B6’s) to the individual integral charge composite fermions 

(Fc’s) to form the transitional collective integral charge composite bosons (Bc’s). The transitional composite bo-
sons are derived from the combination of the three composite fermions (3 Fc’s) with the three flux quanta (3 B6’s) 
which are connected and located at the same position in the same 3-Fc energy level. One 3-Fc energy level con-
sists of the three connected Fc sites with the connected three flux quanta (3 B6’s). The mass of the transitional 
composite bosons Bc is as follows. 

63 3 630.227 MeVBc Fc BM M M= + =                             (14) 

In the third step, 3 electric flux quanta (B6’s) are converted to 3-color gluons (red, green, and blue) in QCD to 
confine the collective fractional charge composite quarks (Qc’s) conversed from the transitional composite bo-
sons (Bc’s). The integer-fraction transformation explains the o rigin o f the three colors i n gluons. Each of  the 
three Fc sites in the energy level has ±1/3 charge. The fractional charges of quarks are the integer multiples of 
±1/3e. One composite boson ( Bc) is c onverted i nto t wo composite qu arks (fermions) in t he s ame w ay a s t he 
conversion of one photon (boson) into two fermions (electron-positron). As a result, the composite quark (Qc) 
has 1/2 mass of the composite boson (Bc) in addition to the mass of 0, 1, 2, or 3 electrons for the three Fc sites 
for different electric charges. 

2 0,1,2,or 3

315.1136. 315.6246,  316.1356, or 316.6646 MeV
Qc Bc eM M M= +

=
                  (15) 

The fully occupied integral charge composite quark (316.6646 MeV) decays into three muons (one muon and 
one muon-anti-muon pair). The mass of muon is as follows. 

3 3
3 105.5489 MeV

2 2
Fc e

Qc e e
M M

M M M Mµ α
= = + = + =                   (16) 

which is in excellent agreement with the observed 105.6584 MeV. The muon mass formula in Equation (16) is 
identical to the Barut lepton mass formula for the masses in the periodic table of elementary particles [14] [19]. 
Equation (16) explains the origin of 3/2 which cannot be explained easily by Cameron, MacGregor, and Barut 
[17]. In Equation (15), the composite quark at 315.1136 MeV without the addition of electron is not really a true 
fermion, so the 1/3 of the composite quark without the addition of electron is used as the fermionic mass quan-
tum at  105.0379 MeV for a mass building block to calculate accurately the masses of hadrons by MacGregor 
[18].  

The composite quark is the starting quark for all quarks [14]. The composite quark at the high energy condi-
tion is a low-mass current quark surrounded by three-color gluons to confine quarks. The composite quark at the 
low energy condition is a high-mass constituent quark with a small amount of binding energy. The calculated 
mass of neutron is equal to 939.54 MeV as the combined constituent quarks minus a small amount of binding 
energy [20] [21] in excellent agreement with observed mass of 939.57 MeV.  
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4. The Fractional Quantum Hall Effect 
The charges of the quasiparticles in the FQHE are fractional, because of the confinement by a two-dimensional 
system, the Landau levels, and an extremely low temperature and the collectivity by high energy magnetic flux 
quanta. The Hall effect allows the observation of fractional charges [6]. 

When an electric current flows through a conductor in a magnetic field, the magnetic field exerts a transverse 
force on the moving charge carriers which tends to push them to one side of the conductor. A buildup of charge 
at the sides of the conductors produces a measurable voltage (the hall voltage for the Hall effect) between the 
two sides of the conductor. The Hall effect has become a standard tool for the determination of the density of 
free electrons in electrical conductors, particularly, the electron density of semiconductors. In semiconductors, 
electrons can be confined in a two-dimensional system, such as in the interface between silicon and silicon oxide. 
Electrons can be confined further by the Landau levels derived from the vortices generated by the high energy 
magnetic field. Some of the electrons get trapped (localized) and isolated in the Landau levels. At an extremely 
low temperature, electrons can be confined even further by suppressing the disturbing scattering process origi-
nating from electron-phonon interactions. Electrons are confined by a two-dimensional system, the Landau le-
vels, and an extremely low temperature. 

The collectivity of f ractional charge quasiparticles is provided by the s trong magnetic flux quanta from the 
strong magnetic field in the Hall effect. As in Equation (3), the integer-fraction transformation from individual 
integral charge electron to co llective f ractional charge quasiparticles consists o f 1) the attachment o f an  even 
number of magnetic flux quanta to individual integral charge electrons to form individual integral charge com-
posite fermions, 2) the attachment of an odd number of magnetic flux quanta to individual integral charge com-
posite fermions to form transitional collective integral charge composite bosons, and 3) the conversion of mag-
netic flux quanta to the confinement force field to confine collective fractional charge quasiparticles. The integ-
er-fraction transformation for the FQHE is similar to the composite fermion theory for the FQHE [8] [9]. The 
integer-fraction t ransformation ex plains the or igin of  1/(2n + 1) in t he composite f ermion theory through the 
transitional composite boson as described in Section 2. The transformation is possible under the strict confine-
ment condition and the strong magnetic field to generate magnetic flux quanta to attach to electrons and compo-
site fermions. Without the strict confinement condition and the strong magnetic field, only the ordinary Hall ef-
fect without quantum Hall effect is possible.  

5. Summary 
In the integer-fraction principle of the digital electric charge, individual integral charge and individual fractional 
charge are the d igital representations of the al lowance and the disallowance of i rreversible kinetic energy, re-
spectively. The disallowance of irreversible kinetic energy for individual fractional charge brings about the con-
finement o f i ndividual fractional c harges t o restrict i rreversible m ovement r esulted f rom i rreversible k inetic 
energy. Collective fractional charges are confined by the short-distance confinement force field where the sum 
of the collective fractional charges i s i nteger. As a result, f ractional charges ar e confined and co llective. The 
confinement f orce field i ncludes gl uons i n QC D (quantum c hromodynamics) f or c ollective f ractional c harge 
quarks in hadrons and the magnetic flux quanta for collective fractional charge quasiparticles in the fractional 
quantum Hall ef fect (FQHE). The collectivity o f f ractional charges r equires the at tachment o f energy as  f lux 
quanta to bind collective fractional charges. The integer-fraction transformation from integral charges to frac-
tional c harges consists of t he t hree steps: 1 ) the a ttachment of a n even number o f f lux quanta t o i ndividual 
integral c harge f ermions t o f orm i ndividual i ntegral c harge c omposite fermions, 2) the at tachment o f an  odd 
number of flux quanta to individual integral charge composite fermions to form transitional collective integral 
charge composite bosons, and 3) the conversion of flux quanta into the confinement force field to confine col-
lective fractional charge composite fermions converted from composite bosons. The charges of quarks are frac-
tional, because QCD (the strong force) emerged in the universe that had no irreversible kinetic energy. Kinetic 
energy emerged in the universe after the emergence of the strong force. The charges of the quasiparticles in the 
FQHE are fractional because of  the confinement by a  two-dimensional system, the Landau levels, and an ex-
tremely l ow t emperature a nd t he c ollectivity b y high e nergy m agnetic f lux q uanta. From t he i nteger-fraction 
transformation from integral charge electrons to fractional charge quarks, the calculated masses of pion, muon 
and constituent quarks are in excellent agreement with the observed values. 
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Abstract 
From a holistic perspective of a physical space of any given size1, it is invariably necessary to con-
sider its energy content, since no physical means exists of making a physical space completely de-
void of energy. Such a space would therefore only be a fictive “geometric space”—that can be in-
tellectually conceived and treated according to the rules of the appropriate geometry—although 
not existing in reality in the cosmos. Cosmic space always contains energy in one form or another, 
limited by the space under consideration. Therefore, each space possesses an energy density—no 
matter how low, which never becomes zero. Because of the mass-energy equivalence relationship 
E m.c2≡ , cosmic space also possesses a mass equivalent and is therefore “materialistic” in nature. 

If this is considered in association with Einstein’s space-time, what is obtained instead is an “energy- 
time”, i.e. an energy effect, which is based on Planck’s action quantum h. Under this condition, a close 
relationship would appear to exist between the General Theory of Relativity and Quantum Physics. 
Furthermore, it will be shown that the physical conditions of space are such that a natural quanti-
sation of space and time exists, thus obviating the need for any artificial or arbitrary quantisation. 

 
Keywords 
Spacetime, Energy Effect, Planck’s Action Quantum h, Adapted Spacetime, Quantisation of Space 
and Time 

 
 

1. Introduction 
The Energy ↔ Space-Dualism 
Due to the equivalence of mass and energy, energy can only ever appear physically—i.e. in a three-dimensional 

 

 

1Each part of cosmic space is itself a real physical space. 
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form. The existence (or presence) of any given state and any given “quantum” of energy thus indispensably re-
quires the existence of a three-dimensional space in order to be able to create an “energy effect”. 

Axiom: everything that exists in the cosmos is energy in one or other of its diverse manifestations and nothing 
exists that does not contain energy. 

Cosmic space can only ex ist i n a ssociation w ith en ergy, since c osmic s pace i tself h as b een c reated in t he 
course of world history by the process of dispersion of energy. For example, the energy density of the almost 
perfectly isotropic2 cosmic background radiation (photon radiation) in space—a relic of the Big Bang, now hav-
ing a temperature of approx. 2.7 K—is currently ca. 6 × 10−20 J/cm3 or 0.38 eV/cm3.  

It is the nature of cosmic space to invariably be completely filled or pervaded (penetrated) with energy. As 
energy only manifests itself in a quantised (discrete) form, it follows that cosmic space—as the “carrier” of en-
ergy quanta—must also be structured in a quantum manner. 

The properties (or parameters) of a given space under consideration are complexly related (in accordance with 
physical laws) to the energy situation of this space. For this reason, energy can only ever be simultaneously con-
sidered with the physical space claimed by it. This physical space is a part of the entire cosmic space invariably. 
Energy without space and space without energy do not exist anywhere in the entire cosmos! From this, it follows 
that: 

1) Energy requires space in order to yield an energy effect after a specific time (as a consequence of its iner-
tia). 

2) Space r equires energy in order to be a  physical space ( a completely empty space void of energy would 
“invalidate” the concept of space)3. 

3) Energy and space are mutually dependent and are mutually inseparably associated from a physical perspec-
tive; t hey s hould t herefore a lways b e c onsidered “ holistically”. T his a pplies e qually both t o t he c osmos a s a  
whole and to each single photon as a fundamental component of the entire cosmos. The frequency ν of the pho-
ton determines its energy E, while its wavelength λ determines the space claimed by the photon. As far as the 
physical s ize i s c oncerned [energy density × volume], en ergy an d co smic ( physical) s pace a re co essential o r 
identical! 

4) E = h × ν (Planck’s Equation), h (Planck’s action quantum) = 6.626 × 10−34 J∙s, ν = c/λ [1]. 
Due to the fundamental importance of the theses 1) to 3) for the following considerations, I shall attempt— 

even at the risk of repeating myself—to formulate even more precisely as well as justify this: 
Space, considered holistically, contains energy—always and without exception. 
Energy, considered holistically, claims a specific and hence limited space—always and without exception. 
Note: At the very beginning, only energy existed in the highest concentrated form! As a result of the ensuing 

“energy dispersion”, the constantly expanding cosmic space came into being and started to expand (associated 
by the simultaneous decrease in the energy density). Cosmic space is completely flooded by energy—always and 
everywhere—and is thus identical to energy. Cosmic space can therefore be considered as “inflated energy”. 

Cosmic space consists solely of energy in all possible existing states and energy densities. Therefore, space 
and energy, considered holistically from a physical perspective, are one and the same!  

However, we have become accustomed in our daily l ife to c onsider the two identical physical quantities as 
separate entities (essences), because in one case the subject of our interest is only the volume of the space (or its 
geometrical form)—while in the other case it is only the amount (or density) of the energy within the space! 

“Pure” space, i.e. an absolute vacuum, devoid of any energy content, is not a physical space, and thus has no 
physical dimension—it is only a “g eometrical space” (i.e., a graphic space that can be imagined intellectually 
and analysed f rom a g eometrical and mathematical perspective). Albeit possessing the geometrical spatial d i-
mensions [R3], say, [cm3], it is not real in the sense of existing in the cosmos. 

The complete energy vacuum of a space cannot be represented by any physical state; neither has such a space 
ever existed anywhere in the cosmos nor is it possible to create one—even with the most extreme technical ef-
forts imaginable. According to quantum theory, it is not even possible to produce an ideal vacuum in the cosmos, 
since a field energy will never become precisely zero, its field quanta only fluctuate in an indeterminate manner 
around the zero value. It is these quantum fluctuations that therefore always result in a certain residual energy. 
This means that a s upposedly “completely empty space—devoid of energy” can never exist in the cosmos, but 

 

 

2No preference exists with respect to position and direction of radiation, i.e., it is uniform in all places and directions. 
3According to Leibnitz: “Space is the relationship of objects to each other; space is nothing without objects present in the space.” Each form 
of energy (≡mass) shall be physically assigned the term “object”. Therefore cosmic space is “material”. 
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must contain a certain residual field energy, no matter how small. For this reason, no heat accumulator can exist, 
from which it is possible to completely extract its heat content. It will always retain a residual quantity of heat— 
no matter how small. 

“Real = physical space”, i.e. the entire universe as well as any arbitrarily small part of it, always possesses an 
energy density ε = [E/R3], its “physical dimension” therefore being [R3∙ε] = energy = [E], e.g. W∙s or J or N∙m. 
Thus, for example, the energy density of the universe due to the cosmic background radiation is given by ε = 6 × 
10−20 J/cm3 or 0.38 eV/cm3.  

From this, it follows that: 
Cosmic space is energy and for this reason must be classified as “material” in nature, since the entire cosmos 

has emerged exclusively from energy (three-dimensional) in the course of world time t, and it is at all times an-
other energy effect, i.e. the product of energy multiplied by time. 

Even by applying the greatest possible technical effort, it is physically impossible to completely separate the 
“energy of space” from its particular space under consideration4. Every arbitrarily small or large space remains 
therefore inseparably associated with its intrinsic residual energy. Exactly as is the case with energy, no part of 
real (physical) space—no matter how small, created by the dissipation of energy, can be annihilated; it remains 
in existence forever (in the expansion phase of the cosmos). 

Therefore in all physical considerations, the particular space under consideration must be regarded together 
with i ts energy content, which i s present a t a ll t imes without exception. Considering only the geometrical d i-
mensions of space [R3], may result in a physically false picture, because: 

It is energy that makes space into a real physical space and provides space with both its internal structure and 
external form by means of the gravitation inseparably associated with energy! 

In other words: each arbitrary quantum of energy is inextricably associated with space and gravitation, or al-
ternatively, each physical space contains energy and gravitation.  

2. Association between Spacetime and Energy Effect 
1) In Einstein’s spacetime, space contains no energy (and therefore no gravitational force)—it is a continuum.  
Spacetime thus possesses only the geometrical d imension R3 multiplied b y t ime t and—in the s ense o f t he 

axiom set forth in Chapter 1—cannot be ascribed any real ex istence. I t i s merely a mathematical-geometrical 
construct, in which gravitation is interpreted not as a force but as the geometry of space.  

Notwithstanding be ing a n e xtremely s uccessful t heory of gravitation, a ll a ttempts to  combine t he G eneral 
Theory of Relativity with Quantum Physics into one single united theory of quantum gravitation have hitherto 
failed. The unification of the two great theories of the 20th century is regarded as one of the great challenges of 
physics, and yet i t is not certain whether this will be successful based on the premises currently existing. The 
requirements for the unification o f the two theories would, o f necessity, include the quantisation of t ime and 
space. 

As a continuum, the completely empty geometrical space is only divisible to an arbitrary fine extent from a 
geometrical perspective—but not, however, from a physical perspective. A space completely devoid of energy, 
e.g. spacetime, is thus not physically quantisable, but only geometrically quantisable—by being assigned arbi-
trary (fictitious) space quanta, e.g. in units of the Planck length (LP) or a multiple thereof. In this manner, how-
ever, it is not possible to bring about a unification of these two great theories. For this purpose, it will be neces-
sary to seek a different path. 

2) If the insights obtained from Chapter 1 are included in the following physical considerations—i.e. that a 
“cosmic s pace ≡ energy” e quivalence ex ists-then i t be comes pos sible t o i nterpret t he e xpression for c osmic 
space  

“spacetime = space × time” as “space × energy density × time = energy × time”, 
possessing the physical dimension [R3∙ε∙t] = [E∙t], i.e. an “energy effect”. Under this condition, Planck’s en-

ergy effect (quantum theory) and Einstein’s adapted spacetime (adapted General Relativity Theory) can be uni-
fied. As it is an incontestable fact that the entire cosmic space with its energy content represents an energy effect 
in the course of the world time to date, then the above interpretation must be permissible. The spacetime thereby 
“adapted” i s therefore an  “energy e ffect” and not a  continuum. F rom a h olistic perspective, cosmic space re-

 

 

4It corresponds to the 3rd Law of Thermodynamics: no heat accumulator exists, from which it is possible to completely extract its heat con-
tent. There will always remain a residual amount of heat-no matter how small. 
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mains today what it has always been since its creation, namely energy. Expressing this more precisely:  
As cosmic space ( from a h olistic p erspective) and cosmic energy a re coessential o r identical, t hen adapted 

spacetime = e nergy × time = energy effect are similarly identical, as already determined in Chapter 1, item c) 
above! By incorporating the always present space-energy into “spacetime”, the latter is transformed into an “en-
ergy effect”, based on the Planck’s act ion quantum h = 6.626 × 10−34 J∙s. In this manner, a  c lose relationship 
between the two great theories of the 20th century is discerned, which leads me to believe that a unification of 
these two theories ought to be possible in principle, because—adapted spacetime is quantisable! 

3. Considerations on a Quantisation of Real Physical Space 
As far as the quantisation of cosmic space is concerned, no confirmed research results from the community of 
physicists as yet exist [2]-[4]. 

As al ready i ndicated, t he entire co smic s pace can  be i nterpreted as  an “energy ef fect”. F or t his r eason, no  
element of space can exist—no matter how small—that is completely devoid of energy.  

It would therefore be possible to interpret Planck’s action quantum h a s the smallest elementary unit of en-
ergy-effect, from which the entire cosmic space is composed.  

Under this condition, the internal structure of cosmic space is essentially determined by the action quantum h. 
In consequence, t his would mean t hat c osmic s pace c annot be physically divided u p into a rbitrarily s mall 
amounts, but rather it is possible to imagine a smallest physical element of space, say, a “space quantum”, which 
contains an energy quantum, such as a cosmic photon, whereby the dimensions of this space quantum are de-
pendent on the energy situation present5.  

Each energy quantum of cosmic space possesses its own (energy-specific) space quantum, and they are both 
identical—in precisely the same manner that energy and cosmic space are identical.  

As the photons in cosmic space are “free (non-bounded) particles”, the energy of the photons can, in principle, 
assume any arbitrary positive value. As the energy of photons in cosmic space is therefore continually change-
able, so the energy density and the dimensions of each cosmic element of space are also continually changeable. 
We owe this situation to the continual growth (or constant expansion) of cosmic space (by contrast, we owe the 
stability of matter to the quantisation of energy of the system of particles that are in a bound state due to their 
interaction with each other). 

The energetic state of each cosmic element of space is determined by the frequency of the photon acting in 
this element of space in accordance with Planck’s Equation E = h ×ν, ν = c/λ. 

As the photons on their path through cosmic space constantly generate entropy (being unable to escape the 
2nd Law of Thermodynamics), they gradually lose their energy. In the case of the cosmic background radiation, 
the decrease of energy entails a d ecrease in the frequency ν (or an increase in the wavelength λ) of the cosmic 
photons6. A low-energy photon therefore requires a  greater spatial component, in order to be able to oscillate 
with the lower frequency (or greater wavelength). The photon effectively expands the space it claims against the 
effect of gravitation, thus creating more space for its movement. 

Note: The wavelength λ of blackbody radiation photons is inversely proportional to its absolute temperature 
T and, at T = 1 K, is approx. 2.9 mm. The typical wavelength λ of cosmic photons associated with the current 
cosmic background radiation for T = 2.7 K is approx. 1 mm, corresponding to a f requency ν of approx. 0.3 × 
1012 Hz.  

In contrast to the space quanta created by the photons associated with the cosmic background radiation, the 
highest-energy photons in the history of the cosmos—and thus smallest possible space quanta—occurred imme-
diately following the Big Bang, once the physically unimaginable, immeasurably high “initial temperature” of 
the cosmos at time t = 0 had fallen to approx. 1032 K. This temperature is known as Planck’s temperature TP. 

With the wavelength λ of photons at T = 1 K being approx. 2.9 × 10−3 m, the wavelength λP at TP = 1032 K 
can be approximately calculated as 10−3/1032 = 10−35 m, this being known as the Planck length λP and—as the 
physically s mallest p ossible l ength—also d efines the d imensions o f the smallest (and h ighest-energy) space 
quanta (in physics books, the Planck length is typically denoted by LP). 

 

 

5The smallest space quanta are therefore those currently occupied by the highest-energy photons. No space quanta smaller in scale may exist. 
Notwithstanding this, if the intellectual attempt is made to divide such a space quantum, then 2 space quanta would be obtained—each with a 
photon of  half the wavelength, i.e. with twice th e energy. This however is  physically impossible. Therefore the smallest space quanta do 
indeed exist and cannot be further divided from a physical perspective. 
6The typical wavelength of cavity photon radiation λ also corresponds to the mean distance between the photons. 
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Given the speed of light c = 3 × 108 m⋅s−1, the frequency νP = c /λP can be approximately calculated at 108 
m⋅s−1/10−35 m = 1043 s−1 (or Hz,) and is known as the Planck frequency νP. 

To travel the length of λP, a ray of light requires the time tP = λP/c = 10−35 m/3 × 108 m∙s−1 = 10−43 s, this time 
being known as the Planck time tP (the shortest interval of time physically possible). 

The Planck values calculated here on a scale of orders of magnitude only represent the first-possible physical 
parameters in the history of the cosmos immediately following the Big Bang at TP = 1032 K, derived from the 
first (and thus most energy-rich) photons of cosmic radiation energy, which should therefore be referred to as 
Planck photons. These physical parameters change in the course of world time, i.e., the temperature, frequency, 
energy of cosmic photons is steadily decreasing, while the wavelength is steadily increasing. For this reason, the 
“physical quantisation of cosmic space” cannot be based on the constant Planck length 3

Pλ  = (10−35 m)3—in- 
stead it is necessary to refer to the current energy situation of the cosmic photons. 

Since the temperature and thus the energy of cosmic photons decrease everywhere uniformly with the falling 
thermal state of equilibrium of the cosmic background radiation—this corresponding to a universal uniform in-
crease in entropy taking place, more space is required uniformly everywhere for this entropy to be deposited. 
This space is thereby created by the universal uniform increase in the wavelength λ of all cosmic photons. This 
means that the growth rate of cosmic space is everywhere the same—the universe is expanding uniformly and 
isotropically. An unequivocal correlation thus emerges between Planck’s formula for the energy of the cosmic 
background radiation and the universal uniform growth (expansion) of cosmic space. This energy-space behav-
iour exhibited by all cosmic photons (or space quanta) precisely corresponds to Hubble’s Law7, which thus finds 
a physical explanation that is not derivable from the Big Bang Theory [5]. 

Furthermore, each quantum of space evidently possesses a three-dimensional structure and is spatially limited 
by the wavelength λ3 of its photon. For this reason, the entire energy-filled cosmic space (as the sum total of all 
space quanta) must possess the same properties as its smallest energy-filled components. Everything we know 
about the cosmic photons and the Planck action quantum h must also apply to the cosmos as a whole. The world 
of the infinitesimal thus has a direct effect on the cosmos in its entirety! 

Summary of the key statements contained in Chapter 3: 
No space quantum exists in the cosmos without an energy quantum—were this not the case, this space quan-

tum would be devoid of energy, and this is not possible in a physical situation. The entire cosmic space is there-
fore composed of energy quanta (e.g. cosmic photons), where each energy quantum in cosmic space possesses 
its own (energy-specific) space quantum. In the course of world time, each cosmic photon (like everything else) 
constantly generates entropy, the deposition of which constantly requires more cosmic space. This increase in 
entropy causes the photon to constantly lose energy, this being expressed in a constant increase in its wavelength 
λ. The increase in λ is tantamount to a uniform expansion in the space required by each cosmic photon in all di-
rections in order t o be able to oscillate w ith the ever greater wavelength λ. As a  result o f t his quantum p he-
nomenon, all cosmic photons taken together are the cause of the constant and isotropic expansion of the entire 
cosmic space, precisely corresponding to Hubble’s Law. 

4. Considerations on a Quantisation of Time 
The quantisation of time is an area of research still in its infancy, concerning which there are at the present time 
no a s yet generally r ecognised or confirmed results from the community of  physicists available [6]. Since in 
General Relativity, space and time are interlocked in the spacetime continuum, if one of them is quantised, then 
so must the other. 

To use the shortest possible constant Planck time (tP = 10−43 secs) for the quantisation of time would not be 
physically j ustifiable, b ut merely a n a rbitrary i mposition. The t ime q uanta o f c osmic s pace w ill n ot h ave re-
mained constant in the course of world time to date, but rather—in analogy to the dimensions of space quanta 
depending on the variable energy of the cosmic photon radiation—are dependent on the variable energetic am-
bient conditions of the space in question. I therefore propose to draw on the frequency ν = 1/t of cosmic photons 
for the physical quantisation o f t ime, since P lanck’s Equation E = h × ν also p rovides a  correlation be tween 
space quanta and time quanta.  

At the present t ime, the typical wavelength λ of the cosmic photons of the cosmic background radiation is 

 

 

7The same situation arises everywhere—irrespective of the point of view of the observer, i.e. an increase in the speed of expansion in propor-
tion to the distance from the respective observer. 
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approx. 1 mm at a cosmic temperature T = 2.7 K, this corresponding to a frequency ν of 0.3 × 1012 Hz and t 
(at T = 2.7 K) = ca. 3 × 10−12 s. 

For λ (at T = 273 K = 0˚C) = 10−2 mm, ν = 0.3 × 1014 Hz, t (at 273 K) = 3 × 10−14 s 
For λ (at T = 3000 K) = 0.9 × 10−3 mm, ν = 0.3 × 1015 Hz, t (at 3000 K) = 3 × 10−15 s …and so on. 
For λP (at T = 1032 K) = 10−35 m, νP = 1043 Hz, tP (at 1032 K) = 10−43 s. 
Under these considerations, the time quanta t of cosmic space is variable within the above threshold values of 

frequency and temperature of cosmic photons (cosmic background radiation).  
Remark on spacetime: space and time, as understood by Einstein, are not independent entities but interwoven 

in spacetime, i.e., a physical dependence exists between them. From this it thus follows: if cosmic space is quan-
tifiable as a perpetual carrier of energy, then cosmic time must also be quantifiable, as is seen above. Further-
more, a correlation must exist between space quanta and time quanta. Both apply in Chapter 3 and 4. However, 
no evidence of spacetime quantisation currently exists, and in General Relativity, space and time are continuous 
and not quantisable. 

5. Conclusions 
This paper depicts how it is possible to undertake a quantisation of space based on physical arguments, whereby 
each space quantum is fully occupied by an energy quantum (e.g. cosmic background radiation photon). Space 
quanta and energy quanta are identical in the same manner that cosmic space and energy are. 

The quantisation of time is derived from the frequency of the energy quanta and is thus physically associated 
with the space quanta. The quantisation of space and time is an absolute prerequisite to achieve a unification of 
Quantum Physics with the General Theory of Relativity. 
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Abstract 
We analytically derived the complex Ginzburg-Landau equation from the Liénard form of the dis-
crete FitzHugh Nagumo model by employing the multiple scale expansions in the semidiscrete ap-
proximation. The complex Ginzburg-Landau equation now governs the dynamics of a pulse prop-
agation along a myelinated nerve fiber where the wave dispersion relation is used to explain the 
famous phenomena of propagation failure and saltatory conduction. Stability analysis of the pulse 
soliton solution that mimics the action potential fulfills the Benjamin-Feir criteria for plane wave 
solutions. Finally, results from our numerical simulations show that as the dissipation along the 
myelinated axon increases, the nerve impulse broadens and finally degenerates to front solutions. 
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1. Introduction 
Wave p ropagation a nd p attern f ormation i n a v ariety o f ex citable media ca n b e e ffectively d escribed b y 
reaction-diffusion equations. The FitzHugh Nagumo (FHN) model [1] [2] is one o f t he simple examples o f a 
two-dimensional e xcitable d ynamics t hat governs such systems. T his model ha ve b een us ed a s a  s implified 
version of t he Hodgkin-Huxley m odel [3] of ne uron firing. The F HN m odel w hich i s characterized b y a  
recovery m echanism furnishes us  with a  b etter und erstanding o f the essential d ynamics o f t he i nteraction of 
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membrane potential and qualitatively captures the general properties of an excitable membrane. Even though its 
simplicity allows very valuable insight to be gained, the accuracy o f reproducing real experimental results is 
limited. 

Myelinated a xons modelled by  di screte F HN eq uations i ncorporate a r icher d ynamics t han i ts c ontinuous 
counterparts. Also, the mathematical study o f spatially d iscrete models i s c hallenging b ecause of s pecial a nd 
poorly understood phenomena occurring in them that are absent if the continuum limit of these models is taken. 
For example, in the discrete FHN model, t here exists a coupling threshold for its propagation while the con- 
tinuous s ystem sustains pr opagation of  a ll c oupling s trengths [4]-[7]. E normous e fforts t o understand pr o- 
pagation failure in FHN system were made by Booth et al. [6], in which they considered slow recovery and very 
special limiting values of the parameters characterizing the bistable source and the spatial diffusivity in the FHN 
system. By imposing some special boundary conditions, they studied the evolution of localized front from one 
cell to  another until it f ailed to  p ropagate. Also, by using the Morris-Lecar model for myelinated nerve f iber, 
Hastings et al. [8] demonstrated that travelling waves could be observed even though they had difficulties to 
extend their results to the FHN system. Our main focus is to capture the various profiles of nerve impulses along 
a myelinated axon when the dissipative effects is reduced to its minimum value. This will be experimentally 
very difficult to be realized, but we hope to theoretically investigate this effect by using perturbation techniques. 

The e ffects o f d issipation is  p rominent i n most p hysical a nd b iological s ystems [9]-[11], s uch a s t he 
myelinated F HN f iber which i s a d iscrete s ystem made o f p eriodic s tructures cal led R anvier n odes [12]. 
Dissipative s ystems a re spatiotemporally o rganized p atterns t hat ar e f ar f rom a s teady state co nfiguration 
because of the dynamic imbalance between spatial interactions and temporal instabilities. This dissipative effect 
spread t houghout a n eural n etwork because o f the spatially localized co nnectivity b etween adjacent g roup o f 
neurons, leading to the diffusive transmissions to neighboring cells. In fact, from experimental and theoretical 
standpoint, waves travelling over dissipative neural network mostly vanish due to collision [13]-[15] and lack of 
an external energy source to take care of attenuation [16]. However, we still observe localized short excitations 
of ne rve i mpulses [17], ul trashort p ulses f rom p assively mode-locked l asers, t ravelling waves i n co rtical 
networks, Bose-Einstein condensates in cold atoms [18], in various autonomous dissipative media, suggesting 
that more stable solitonic profiles can be observed provided measures are taken to minimize dissipation. 

The control of pulse propagation in dissipative media can also be achieved by subjecting the system to high 
frequency periodic perturbations. For a  discrete system like myelinated axons, this method has the advantage 
that the external frequency can either suppress or enhance the pulse propagation [19]. The purpose of this study 
is t o ex amine t he ev olution o f a n erve i mpulse, r esponsible f or car rying el ectrical s ignals al ong a weakly 
dissipative myelinated axon. This issue is brought into sharp focus because neurons effectively participate in a 
collective spatiotemporal sharing of vital information. For some conservative media like in optical fibers, such 
crucial s ignals ar e co nveyed b y t rains o f s olitons [20]-[22] which a re r obust t o e xternal p erturbations. W e 
derived the Complex Ginzburg-Landau (CGL) equation from a weakly dissipative FHN model, where the pulse 
solution clearly depicts the action potential typical in neural networks. The linear stability analysis of the action 
potential generally shows that the nerve impulse is relatively unstable to small pertubations. 

The rest of the work is  organized as follows; in Section 2, after a  brief introduction of the FHN model, we 
derived t he m odel C GL eq uation i n a weak d issipative medium u sing t he multiple s cale ex pansion i n t he 
semi-discrete approach. The analytic solution of the CGL equation is obtained in Section 3 following the method 
highlighted in [23], to obtain the Pereira and Stenflo [24] pulse soliton solution. A linear stability analysis is 
carried out in Section 4 to check the robustness of the nerve impulse when subjected to a minimal perturbation. 
Consequently, the Benjamin-Feir criteria is satisfied from the qualitative analysis of the modulational instability. 
Numerical simulations of the CGL equation depict the evolution of the pulse soliton whose width increases as 
the dissipation increases. In the absence of dissipation, we observe a stable profile of the nerve impulse. Finally 
Section 5 gives a summary of the entire work.  

2. Model Equations  
We consider a one-dimensional chain of FitzHugh-Nagumo equations [1] [2]:   

( )
3

1 12
3
n

n n n n n n
u

u u v K u u u+ −= − − + − +                             (1a) 
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.n n nv a bu cv= + −                                     (1b) 

Here nu  and nv  are t he membrane p otential a nd t he r ecovery v ariable r espectively at  t he thn  excitable 
membrane s ite k nown a s R anvier node. The r ecovery v ariable nv  depicts t he s low d ynamics b ecause t he 
parameters , , 1.a b c  For Equation (1a), the f irst term, nu , accounts for the positive feedback, where depo- 
larization enhances more depolarization through the voltage-gated sodium channel. The second term, 3 3nu− , is 
a rapid negative feedback loop, corresponding to the auto-inactivation of the sodium channel. The third term 

nv−  represents a r ecovery process which may be physically responsible for regulating the outward potassium 
currents that oppose depolarization. The last term is the discrete diffusive term with coupling strength K, that is 
proportional to the difference in internodal currents through a given Ranvier node. The first term of (1b) i.e. a 
mainly measures t he p otassium l eakage c urrent while nbu  captures t he act ivation o f t he v oltage-gated p o- 
tassium channel by the membrane potential nu , which increases the magnitude of nv . Lastly, ncv−  controls 
the pumping of potassium ions out of the neuron. 

Differentiating Equation (1a) with respect to time and substituting the value of nv  from (1b) yields  

( ) ( ) ( )2 2 3
0 2 1 0 0 1 1 1 1 12 2 ,n n n n n n n n n n nu u u u u D u u u D u u uγ γ γ + − + −+Ω + − − + = − + + − +                (2) 

where 0 0 1 2 0, , , ,Dγ γ γΩ  and 1D  are all constants. 
System (2) is the Liénard form of the FHN model of a myelinated nerve fiber which may be considered as the 

modified form of the van der Pol equation. For 0 1 0D D= = , Equation (2) becomes the cubic Liénard equation 
with l inear d amping a nd i t i s s ometimes r egarded as  a g eneralization o f d amped o scillations. Furthermore, 
within t he l inear r egime a nd when t he d issipation i s neglected, we o btain t he well k nown l inear h armonic 
oscillator that finds numerous applications in both classical and quantum physics. The Liénard type of equations 
have been intensively investigated from both mathematical and physical perspectives, and their study remains an 
active field of research in mathematical physics [25]-[28]. 

Equation ( 2) also mimics a  one d imensional chain o f a toms with unit mass, h armonically c oupled to  th eir 
nearest neighbors, characterized by dissipation and subjected to nonlinear on-site potential. A lot of difficulties 
is encountered to analytically solve this equation, however we will use a perturbation technique to minimize the 
effects of dissipation and also attempts to find appropriate solutions. In this light, all the dissipative coefficients 

2 1, Dγ  are perturbed to the order 2ε , where 1ε   is a s low variable parameter. Also, we greatly minimize 
the r ate a t which t he l eakage potassium ions a re d ischarged f rom t he ne uron b y perturbing 0γ  to order 3ε . 
Consequently keeping just terms up to order 2ε , Equation (2) is rewritten as  

( ) ( )2 2 3 2 2
0 0 1 1 1 1 1 1 22 2 .n n n n n n n n n n n nu u D u u u u u u D u u u uγ ε ε γ+ − + −+Ω − − + + − = − + +                 (3) 

There are always frequency limits within which normal propagation of nerve impulse signals are observed 
across the FHN myelinated axon. In order to define the appropriate frequency range, we employ a p erturbative 
technique where a s uitable solution of the FHN model containing ε  parameter i s used. Upon substitution of 
this solution into the diffusive FHN model (3), the dispersion relation is obtained with terms at order of 0e niθε . 
Hence, we consider a simplified solution of our FHN model (3) of the form;  

( ) ( ) ( ) ( )* 3, e , e ,n ni i
nu t n t n tθ θεψ εψ ε−= + +                            (4) 

with n qn tθ ω= −  where q is the normal mode wave number and ω  is the angular frequency. 
In the semidiscrete approximation, ( ),n tψ  is supposedly independent of the “fast” variables t and n. Instead, 

it depend on the “slow” variables defined by i
iX xε=  and i

iT tε= , for 1i ≥ . A continuum limit approxi- 
mation is then made with the wave amplitudes while the discrete nature of the phase in maintained, details of 
this method is given in [25] [29]. 

Collecting terms at order 0e niθε  gives the dispersion relation  

2 2 2
0 04 sin ,

2
qDω  = Ω +  

 
                                   (5) 

which is plotted in Figure 1. From Equation (5), the linear spectrum has a gap min 0ω = Ω  and it i s limited by  

the cut-off frequency ( )1 22
max 0 04Dω = Ω +  due to discreteness. 

The variation of the diffuseness of the plasma membrane through the dispersion coefficient 0D , physically  
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Figure 1. Linear dispersion c urve of  t he ne rve i mpulse f or 0 0.04D =  and 2

0 0.032Ω = . T here i s a l ower cu toff mode 

0q =  with frequency 0 0ω = Ω  and upper cutoff mode πq =  with frequency ( )1 22
max 0 04Dω = Ω + .                             

 
accounts for the alteration of ions movement across pumps and ion channels at the Ranvier nodes. Clearly for 
normal propagation of action potential across the myelinated axon, there exists a frequency range 0 maxf f f≤ ≤ ,  

where 0 0 2πf = Ω  (lower cutoff mode 0q = ) and ( )1 22
max 0 04 2πf D= Ω +  (upper cutoff mode πq = ). In  

this frequency r ange, t he vo ltage-gated s odium ions ch annels ar e h ighly co ncentrated in t he R anvier n odes 
which a re myelin free. W hen a n a ction p otential is generated a t th e a xon hillock, th e i nflux o f s odium io ns 
causes the adjacent Ranvier nodes to depolarize, resulting in an action potential at the node. This also tr iggers 
depolarization of the next Ranvier node and the eventual initiation of an action potential. Action potentials are 
successively generated at  n eighboring R anvier n odes; t herefore, t he ac tion p otential in a  myelinated a xon 
appears t o jump f rom o ne n ode t o t he n ext, a p rocess c alled s altatory co nduction. F or 0f f< , th e a ction 
potential initially generated from one Ranvier node jumps to the next in a discontinuous manner. This process 
allows t he s peed o f co nduction t o b e g reatly i ncreased an d co mpletely d istorts s witching b etween ad jacent 
Ranvier nodes. Consequently, this leads to propagation failure because of the inability of the nerve impulse to 
move a cross t he a xon. Lastly, fo r maxf f> , t he n erve i mpulse can not p ropagate b ecause i ts a mplitude 
exponentially d ecays t o zer o. H owever co nsidering the nonlinearity o f t he medium, i t may b e p ossible t o 
observe normal propagation along the axon provided the amplitude exceeds a certain threshold value. This mode 
of propagation called supratransmission has been realized in many physical systems [30]-[33]. 

Terms of order 1e niθε  gives  

1 1

0,gv
T X
ψ ψ∂ ∂

+ =
∂ ∂

                                      (6) 

where 0 sin
g

D q
v

ω
=  is the group velocity as depicted in Figure 2.  

Finally, we collect terms proportional to 2e niθε  to have  

( ) ( )

[ ]

2 2

0 02 2
2 21 1

2 2
1 1 2

2 cos 2 sin

3 4 sin .
2

i D q iD q
T XT X

qi i D

ψ ψ ψ ψω

γ ω ψ ψ ω γ ψ

∂ ∂ ∂ ∂
− = +

∂ ∂∂ ∂

  + + + −    

                   (7) 

By considering the reference mobile frame i i g iX v Tξ = −  and i iTτ =  with gv  being the group velocity of  



N. O. Nfor, M. T. Mokoli 
 

 
1170 

 
Figure 2. Group velocity of the nerve impulse for 0 0.02D =  and 2

0 0.032Ω = .                                               
 
the wave, we obtain  

( )
2

2
2

2 1

0,
2 2r i
P Ri Q iQ iψ ψ ψ ψ ψ

τ ξ
∂ ∂

+ + + + =
∂ ∂

                           (8) 

where P, is  th e r eal d ispersion c oefficient, andr iQ Q  are r espectively t he r eal an d i maginary p arts o f t he 
nonlinear coefficient, while 0R <  is the d issipative coefficient that causes the a ttenuation o f action potential 
because of lost of energy during propagation. These parameters are given by;  

( ) 2
0 cos

,gD q v
P

ω
−

=                                     (9) 

13
,

2rQ γ
ω

=                                         (10) 

1 ,
2iQ =                                          (11) 

2
2 14 sin .

2
qR Dγ  = − +  

 
                                  (12) 

Equation ( 8) i s t he C GL eq uation an d g enerally speaking, i t r epresents o ne o f t he most-studied n onlinear 
equations in t he p hysics world to day. T his is  b ecause it  g ives a  q ualitative a nd q uantitative d escription o f a  
myriad o f physical activities [11] [25] [34]. In neural networks, the propagation of modulated nerve impulses 
observed is governed by CGL equation, which clearly demonstrates how neurons participate in processing and 
sharing o f i nformation [25]. I n t his study which we focus on  t he pr opagation of  a ction pot ential a long a  
myelinated a xon, it is  incumbent o n us to o btain a ppropriate solutions that depicts t he asymmetric structural 
features o f act ion p otential. Physically i n most co nservative media [35], s olitary waves ar e u nderstood as  
carriers of energy, however in this our context where dissipation is still prominent we need to balance the energy 
outflow in order to observe stable nerve impulses.  

3. Solution of the Equation of Motion  
Since we are dealing with a CGL equation, it is incumbent on us to look for a propagating wave solution of the 
form:  

( ) ( ) ( )1 2
1 2 1, e ,i ia φ ξ ω τψ ξ τ ξ ′−=                                  (13) 
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which upon substitution into Equation (8) to obtain   

1 1 1

2 3 0,
2 2 r
P Pa a Q aξ ξ ξω φ ′ − + + = 

 
                             (14a) 

1 1 1 1

2 3 0.
2 2 i
R P a P a Q aξ ξ ξ ξφ φ + + + = 

 
                            (14b) 

Let us assume that  

( ) ( )1 0 1ln ,d aφ ξ φ ξ= +                                     (15) 

where d is the chirp parameter and 0φ  is an arbitrary phase which we set to zero (i.e. 0 0φ = ) without loss of 
generality. E quation ( 15) i s obv iously a  c onstraint i mposed on  ( )1φ ξ  because t he ch irp co uld h ave a more 
general functional dependence on 1ξ . However this restriction allows us to find all possible analytic pulse-like 
solutions of the modified CGL Equation (8). Consequently, Equation (14) becomes   

1
1 1

2 2
3 0,

2 2 r

d aP Pa a Q a
a
ξ

ξ ξω′ + − + =                               (16a) 

1
1 1

2
3 0.

2 2 2 i

d aR P Pa d a Q a
a
ξ

ξ ξ+ + + =                              (16b) 

We now have two second order ordinary differential equations (ODE) relative to the same dependent variable, 
( )1a ξ . To have a common solution, the two equations must be compatible which generally in most systems is 

not t he cas e. H owever, f or t his p articular s ystem, t hey c an b e made co mpatible b y a  p roper ch oice o f t he 
parameters. 

The f ollowing pr ocedure i s e mployed i n or der t o f ind t he c ompatibility c onditions of  the t wo e quations; 
initially we eliminate the first derivatives from Equation (16) to have  

1 1

3 0,
2 2 2

r
i

QPd P Ra a Q a
d d dξ ξ

ω′     + + + + + =          
                        (17) 

which upon integration and setting the integration constant to zero yields  

1

2 2 4
2

1 11 0.
2 2 2

r
i

QPd Ra a Q a
d dd ξ
ω′     + + + + + =          

                      (18) 

On the other hand, we eliminate the second derivative from Equation (16), obtaining  

( ) ( )
1

2 2 2 41 0.
2 2 i r

Pd Rd a d a Q Q d aξ ω ′+ + − + − = 
 

                       (19) 

Equations (18) and (19) must coincide, consequently leading to the following conditions:  

( )2
2

1
= 3 9 2 .

4r r

R d
d Q Q

d
ω

−
′− ± + =                            (20) 

In o rder for us to  obtain pulse solutions with real a mplitudes, we a ssume that 0, 0.50, 0,rR Q P< < >  and 
without loss of generality, we set 1d = , leading to 0ω′ = . The solution of CGL Equation (8) obtained by by 
Pereira and Stenflo [24] now reads  

( ) ( )
2

1

1 2 1, sech e ,
2 0.5 2

i

i

r

R R
Q P

ω τψ ξ τ ξ
+

′−
  − −

=    −   
                      (21) 

with the amplitude of the solution plotted in Figure 3. 
We no w obtain the exact analytic solution o f t he nerve i mpulse p ropagating a long t he myelinated axon b y 

substituting (21) into the FHN model solution (4) to have;  

( ) ( ) ( ) ( ) ( )1 1 1 12 sech cos ln sech cos 2 sech sin ln sech sin ,n n nu t A B A B A B A Bε ξ ξ θ ε ξ ξ θ   = −             (22) 
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Figure 3. Spatial s olution ( 21) o f th e C GL Eq uation ( 9), for 2

0 0.032,Ω =  0 0.020,D =

1 2 10.020, 0.667, 0.001, 0.00D qγ γ= = = =  and 1.0d = .                                                                                                      
 
where  

( )
, .

2 0.5 2r

R RA B
Q P

− −
= =

−
 

Figure 4 depicts the spatial profile of this nerve impulse which may be considered as an electrical signal that 
propagates over a long distance without a change in amplitude. 

Also, when t he p arameter ε  is va ried, t he f orm o f t he wave i s greatly distorted a s i n Figure 5. F inally, 
Figure 6 depicts the spatiotemporal 

4. Linear Stability and Numerical Analysis  
Stability is a very important property of a wave profile in a n eural network, since i t determines whether such 
patterns can  b e o bserved ex perimentally, o r u tilized f or d iagnostic p urposes. R ecall t hat t he p henomenon o f 
modulational in stability r esults when a s teady-state s olution is  s ubjected to  a w eak p erturbation, w hich 
eventually leads to  the exponential growth o f it s a mplitude a long the line o f p ropagation due to  t he i nterplay 
between the nonlinearity and dispersive effects of the medium. Initially, we consider the stability of the trivial 
homogeneous s olution ( )1 2, 0ψ ξ τ =  by substituting t he pe rturbations of the form 1 2eiqξ λτ+  in th e linearized 
part of Equation (8). This leads to the characteristic equation  

( ) 22 0,R iPqλ λΓ = + + =                                 (23) 

where q is a  s patial wavenumber of  t he pe rturbation a nd λ  determines t he g rowth r ate. T he corresponding 
dispersion relation reads  

( ) 22 ,q R iPqλ = − −                                    (24) 

and when all the eigenvalues ( )qλ  have negative real parts, the homogeneous solution is asymptotically stable. 
Clearly the stability depends on the dissipative coefficient R and we conclude that the trivial solution is unstable 
since 0R < . 

We no w s tudy t he e xistence a nd s tability o f p lane wave s olutions ( )1 2
0ei qξ ωτψ ψ +=  of Equation (8). W e 

obtain the relation between the unknown amplitude 0ψ , wavenumber q and frequency ω  of the plane wave 
solution as follows;  

( )2 2
0

1 1 .
2 2 r iPq iR Q iQω ψ= − + + +                              (25) 
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Figure 4. Spatial s olution ( 22) o f t he F HN model ( 3), for 2

0 0 1 20.032, 0.020, 0.020, 0.667,D γ γΩ = = = =

1 0.001, 0.00, 1.0, 1.0D q t d= = = =  and 1.0ε = .                                                  
 

 
Figure 5. Spatial variation of solution (22) of  the FHN model (3) as  p arameter ε  is varied. This i s for 

2
0 0 1 2 10.032, 0.020, 0.020, 0.667, 0.001, 0.00, 1.0,D D q tγ γΩ = = = = = = =  and 1.0d = .                         

 
Due to the symmetry property of the CGL Equation (8) i.e. ,ψ ψ→ −  this equation is symmetric under the 

reflection 0 0ψ ψ→ − , and we restrict our analysis to the case 0 0ψ ≥ . The real and imaginary parts of Equation 
(25) give the expressions for the amplitude 2

0ψ  and the frequency ( )qω  at a given wavenumber q:  
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(a) 

 
(b) 

Figure 6. Spatiotemporal evolution of nerve impulse solution (22) for 2
0 00.032, 0.020,DΩ = =  

1 2 10.020, 0.667, 0.001, 0.00, 1.0D q dγ γ= = = = = . (a) 1.000ε =  (b) 0.100ε = .                                                                              
 

( ) 2 2 2
0 0

1 , 0.
2 2r i

Rq Pq Q Qω ψ ψ= − + + =                            (26) 

Figure 7 shows the amplitude of the plane wave solution 0ψ  as a function of the dissipative parameter R−  
(since 0R < ) for 0.50iQ = . 

We now perturb the plane wave solutions in order to have  

( ) ( ) ( )1 2
1 2 0, e ,i q

p
ξ ωτψ ξ τ ψ ψ += +                               (27) 

where  
1 2 1 2e e ,ik ik

p
ξ λτ ξ λτψ ψ ψ+ − +

+ −= +                                (28) 
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Figure 7. Amplitude of plane wave solution 0ψ  versus parameter R−  for 0.50iQ =  
according to Equation. (26).                                                           

 
is a small perturbation term with a growth rate λ . Here λ  and ψ−  denote complex conjugation, and k stands 
for different perturbation modes. Substitution of (27) into CGL Equation (8) and linearization in pψ  yields  

 

( ) ( )

( )( ) ( )

2
2

0 02
2 1

3 2 2 *
0 0 0 0

2
2

12 0.
2

p p
p p

r i p p p

Pi iq q
x

Q iQ iR

ψ ψψω ψ ψ ψ ψ
τ ξ

ψ ψ ψ ψ ψ ψ ψ

∂ ∂ ∂
− + + + − + ∂ ∂∂ 

+ + + + + + =

                   (29) 

After s ubstituting ( 28) in to ( 29) a nd us ing Equation (25), we obt ain a n e quation i nvolving t wo l inearly 
independent f unctions 1 2eikξ λτ+  and 1 2e ikξ λτ− + . Requiring that the coefficients of these functions are zero, we 
arrive at a system of linear equations for the unknowns ψ+  and ψ− :  

11 12

21 22

0
,

0
m m
m m

ψ
ψ

+

−

    
=    
   

                                (30) 

with  

( )2 2
11 0

1 ,
2 r im i Pk Pkq Q iQλ ψ= − − + +  

( ) 2
12 0 ,r im Q iQ ψ= +  

( ) 2
21 0 ,r im Q iQ ψ= −  

( )2 2
22 0

1 .
2 r im i Pk Pkq Q iQλ ψ= − − + + −  

Since we ar e l ooking for n on-trivial s olutions ( ),ψ ψ+ − , th e c haracteristic e quation for t he p erturbation 
growth rate ( )kλ  is obtained when the determinant of the coefficient matrix vanishes:  

( ) ( ) ( )2 2 2 2 2 4 2
0 02 2 4 0.i i rQ iPqk Pk iqQ kQ P k k qλ ψ λ ψ+ + + − + − =               (31) 

Solutions ( )kλ  can now be found explicitly and the maximum of their real parts determines the stability of 
plane waves. Consequently we solve Equation (31) to obtain  
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( ) ( )2
0 ,ik Q iPqkλ ψ= − + ± ∆                                (32) 

where 
2

2 4 2 2 2
0 02 ,

4
r

i
QkQ P k
P

ψ ψ
 

∆ = − − 
 

 is the discriminant of the quadratic Equation (31). It is a very useful  

component because it determines the nature of roots of the growth rate ( )kλ  which is purely complex. Since 
this di scriminant de pends on di fferent pe rturbation modes k, it is  th erefore c lear th at ∆  is b ound t o ha ve 
multiple values as will be demonstrated below. 

For 0,∆ =  plane waves are modulationally stable since 0.iQ >  

For 0,∆ <  implying t hat 
2

2
02 0

4
rQk

P
ψ− >  we h ave t hat ( )0 . 0r

r
Q i e PQ
P

< <  and t he p lane waves ar e  

always stable since 0.iQ >  

Lastly, f or 0,∆ >  implying t hat 
2

2
02 0

4
rQk

P
ψ− <  we have t hat ( )0 . 0r

r
Q i e PQ
P

> > . T he p erturbation  

grows exponentially with time resulting to the instability of the plane waves which tend to self-modulate with a 
wave vector k. The plane wave solutions of the CGL Equation (8) clearly manifest the the classical Benjamin- 
Feir s cenario where p lane waves ar e u nstable f or p ositive rPQ , w hile t hey ar e s table f or n egative v alues. 
Consequently, one expects to find spatially localized nerve impulses along the myelinated axon, for any wave 
carrier whose wave vector is in the positive range of rPQ . 

The c ondition 0rPQ > , is  a lso th e c ondition f or th e e xistence o f s olitons, t he s tudy o f t he lo ng-term 
evolution of a  p lane wave injected as initial condition in the neural network shows that, a fter a  period during 
which th e waves start to  s elf-modulate a s predicted b y t he l inear s tability a nalysis we j ust p erformed, t his 
change persists until the amplitude of the plane waves vanishes in some regions. Sometimes, this modulational 
instability leads to a train of pulses [36], but for our case, this effect generates a s ingle nerve impulse produced 
by the superposition of continuous waves oscillating at a constant frequency shift. 

We now perform the numerical s imulations o f the CGL Equation (8) by us ing a  Runge-Kutta scheme with 
fixed step size and initial conditions obtained from the analytic solution (21) of the CGL equation to check the 
long term effects of modulational instability. Figure 8 depicts the spatiotemporal evolution of the nerve impulse 
along the myelinated axon as the dissipative parameter is varied. 

In the first case, i.e. Figure 8(a) where the dissipation is zero, we observe that the pulse conserves its shape, 
indicating that energy i s not lost during propagation. This creates an ideal p latform where vital information is  
transmitted along the myelinated axon with little or no distortion. As the dissipation increases as in Figure 8(b) 
& Figure 8(c), the nerve impulse becomes wider and flatter and may be termed a flat-top soliton. As time tends 
to infinity, the flat top solitons becomes unstable and decomposes into two fronts. 

The corresponding contour plot of the spatiotemporal evolution of the nerve impulse in Figure 8 is given by 
Figure 9. This numerical results clearly confirms the prediction of our linear stability analysis by demonstrating 
that solutions for 0rPQ >  are unstable, and furnishes us with the details beyond the linear limits. This shows 
that the nerve impulse degenerates to fronts which are also solutions of the CGL equation [37].  

5. Conclusions 
In this study, we addressed the issue of nerve pulse propagation along a weakly dissipative myelinated axon 
modelled by the discrete FHN model. The effect of dissipation is always a big nuisance during the transmission 
of electrical s ignals across a neural network, consequently crucial information is always lost. We transformed 
the F HN model to  its  L iénard f orm a nd minimized th e e ffects o f d issipation b y p erturbing t he a ppropriate 
parameters to higher order. The proposed solution for the Liénard equation carried the ε  parameter, where the 
dispersion relation that governed the propagation of nerve impulse was obtained at the first order of terms in ε . 
The second and third order terms in ε  gave the group velocity and the CGL equation respectively. The pulse 
soliton solution of the CGL equation was derived analytically, and clearly mimiced the action potential typical 
in neural networks. W e c arried o ut lin er s tability a nalysis in  S ection 4, with r esults showing t hat t he p ulse 
soliton was g enerated a s a  result o f modulational i nstability o f th e p lane wave s olution. B y numerically 
integrating t he CGL equation and va rying the d issipation, we demonstrated that ne rve i mpulses conserved its 
shape in a dissipative free medium. As the myelinated axon becomes more and more dissipative, the nerve impulse  
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Figure 8. Spatiotemporal evolution of nerve impulse when the dissipation is varied for 0.00064, 0.600, 0.50.r iP Q Q= = =  

(a) 0.000R = , (b) 0.6670R = − , (c) 3.0000R = − .                                                                                                                                 
 
becomes more unstable and degenerates to fronts. 

From this theoretical s tudy carried on a d issipative myelinated axon, we believe i t will furnish us with the 
appropriate knowledge of predicting the physiological state of real neurons. For instance, a sick neuron which is 
usually considered as dissipative can be clearly distinguished from a h ealthy neuron and consequently lead to  
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Figure 9. Corresponding contour plot of the evolution of bright nerve impulse in 
Figure 8 when the dissipation is varied for 0.00064, 0.600, 0.50.r iP Q Q= = =  

(a) 0.000R = , (b) 0.6670R = − , (c) 3.0000R = − .                                  
 
the appropriate therapeutic action. 
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Abstract 
Relativistic diffraction in time wave functions can be used as a basis for causal scattering waves. 
We derive such exact wave function for a beam of Dirac and Klein-Gordon particles. The transient 
Dirac spinors are expressed in terms of integral defined functions which are the relativistic equiv-
alent of the Fresnel integrals. When plotted versus time the exact relativistic densities show tran-
sient oscillations which resemble a diffraction pattern. The Dirac and Klein-Gordon time oscilla-
tions look different, hence relativistic diffraction in time depends strongly on the particle spin. 

 
Keywords 
Diffraction in Time, Relativistic Diffraction in Time, Causal Scattering Basis, Transient Quantum 
Processes 

 
 

1. Introduction 
Similarities between optics and quantum mechanics have long been recognized. One example of this symmetry 
was obt ained by  M oshinsky [1] who a ddressed t he f ollowing non-relativistic, q uantum, 1 D s hutter p roblem. 
Consider a monoenergetic beam of free particles moving parallel to the x-axis. For negative times, the beam is 
interrupted at 0x =  by a perfectly absorbing shutter perpendicular to the beam. Suddenly, at time 0t = , the 
shutter i s ope ned, a llowing for 0t >  the f ree t ime-evolution o f t he b eam o f p articles. W hat is  t he tr ansient 
density o bserved at  a d istance x from t he s hutter? The shutter p roblem i mplies s olving, a s a n i nitial value 
problem, the time-dependent Schrödinger equation with an initial condition given by  

( ) ( ),0 e ,ikxx xψ θ= −                                     (1) 

where ( )xθ  denotes t he step function de fined a s: ( )xθ  = ( 1 i f 0x > ) o r (0  i f 0x < ). F or 0x ≥ , 
Moshinsky proves that the free propagation of the beam has the exact solution given by:  

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710107
http://dx.doi.org/10.4236/jmp.2016.710107
http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/


S. Godoy, K. Villa 
 

 
1182 

( ) ( ) ( ) ( )2, π 2
0

1 1, ; e e d ,
22

x ti kx t i uiM x t k u t
i

ξω θ− + = + 
 ∫                      (2) 

where t he i ntegral i s t he co mplex F resnel function: ( ) ( ) ( )2
0

exp π 2 di u u C iS
ξ

ξ ξ≡ +∫  and ξ  is gi ven b y  

( ) ( ), πx t m t kt m xξ ≡ − 
. For 0x ≥  the probability density ρ  is then  

( ) ( ) ( ) ( )
2 21 1 1 1, .

2 2 2 2
x t C S tρ ξ ξ θ   = + + +      

                       (3) 

The r ight-hand side in Equation (3) is  similar to  th e mathematical e xpression for the li ght intensity in  th e 
optical Fresnel diffraction by a straight edge [2]. For a fixed position 1x = , the plot of the probability density 
( )1, tρ  as a function of time is shown in Figure 1. 
These temporal oscillations are a pure quantum phenomenon, and similar oscillations arise at the moment of 

closing and opening gates in nanoscopic circuits [3]. With adequate potentials added to the model, i t has been 
used to study transient dynamics of tunneling matter waves [4]-[7], and the transient responses to abrupt changes 
of the interaction potential in semiconductor structures and quantum dots [8] [9]. For a review on the subject see 
[10] [11]. There is, in summary, a strong motivation for a thorough understanding of transient time oscillation in 
beams of matter. 

One of the main problems in physics is to find, for the S matrix of an interaction, restrictions which proceed 
from general principles such as causality [12]. Notice that there is a close relation between diffraction in times 
wave functions and those wave functions which are needed for a causal description. From Equation (2) we see 
that f or 0x ≥  the wave f unction ( ), ;M x t k  is causal and the s hutter s olution c an t hen be us ed a s a  basis  

function for causal scattering. Indeed, for an arbitrary function, ( ) ( )e dikxf x F k k
∞

−∞
≡ ∫ , and assuming an initial  

condition given by: 

( ) ( ) ( ),0 ,x f x xθΨ = −                                 (4) 

then the free time evolution of the initial condition becomes  

( ) ( ) ( ) ( ), , ; d .x t t M x t k F k kθ
∞

−∞
Ψ = ∫                            (5) 

It is  e vident t hat if  we want a  r elativistic s olution for ( ),x tΨ , we need, i nstead o f ( ), ;M x t k , t he 
corresponding relativistic solution to the shutter problem. 

As far as we know nobody has ever reported the exact relativistic solution to the shutter problem. Moshinsky 
worked this problem and gave an approximated answer. In a couple of articles [13] [14], he discussed the shutter 
problem using the Klein-Gordon and the Dirac equations. Using approximated solutions Moshinsky arrives to 
the conclusion that only for the Schrödinger equation the wave function ψ  does resemble the expression that 
appear in the optical theory of diffraction. In his conclusions [13], Moshinsky emphatically denies the existence  

 

 
Figure 1. Probability density for non-relativistic diffraction in time.                  
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of d iffraction i n ti me in  t he relativistic c ase. I n th e c ase of p hotons th is is  o bviously true, th e d ’Alembert’s 
solution d oes n ot a llow s uch ti me o scillations. H owever, for p articles with mass d ifferent f rom z ero, in  f ull 
disagreement with Moshinsky’s conclusions, we report h ere that r elativistic d iffraction in time oscillations is 
indeed present. 

The p urpose o f t he p resent p aper i s t o d erive t he ex act s olutions f or t he D irac an d K lein-Gordon s hutter 
problems. The exact transient Dirac spinors are expressed in terms of integral-defined-functions which are the 
relativistic equivalent of the Fresnel integrals. In partial agreement with Moshinsky’s conclusions we find that 
indeed the relativistic densities do not resemble the mathematical expression for intensity of light that appears in 
the theory of diffraction in Optics. In spite of this, when our exact relativistic densities are plotted versus time, 
the plots show transient oscillations which resemble a diffraction pattern. For this reason in this article we claim 
that i mpressive d iffractions in t ime o scillations d o ex ist i n t he r elativistic r ealm. F urthermore, t he D irac an d 
Klein-Gordon d ensities lo ok quite d ifferent, which i mplies t hat r elativistic d iffraction in ti me d istinguishes 
between spin 0 and 1/2. 

2. The Dirac Shutter Problem 
Consider, for relativistic particles of spin 1/2, the shutter problem. We want to find out the spinor wave function 
( ) ( )T

1 2 3 4, , , ,z tψ ψ ψ ψ ψ=  which is the solution of the one-dimensional Dirac equation: 

( )
00 01 1 0,

00 0
z

z

I I
I Ii ct i z

σ
µ ψ

σ
     ∂ ∂ + + =     −∂ ∂      

                    (6) 

where zσ  is th e 2 2×  Pauli m atrix a nd 1
Cmcµ λ− ≡ ≡  the C ompton le ngth. T he in itial c ondition c orre- 

sponds, for 0t ≤ , to a p lane wave to the left of the shutter and zero to the right. Three quantum numbers are 
needed to cl assify t he Dirac free p article s olutions, namely, the momentum ≡p k , th e positive o r n egative 
energies ω= ± , where ( )2 1 22c kω µ= + , and helicity S pΛ = ⋅S p . We select the initial condition assuming 
a positive energy ω= +  and a p lane wave propagating along the z direction ( )0,0,k=k . As for the initial 
helicity,  

0
,

02
z

S z
z

S
σ

σ
 

Λ = =  
 

                                  (7) 

we choose the initial state with a well defined direction of spin, for instance parallel to the direction of motion, 
1 2zS = + . Then in the shutter problem we have an incident plane wave given by  

( ) ( ) ( ) ( )
T

, 1,0, ,0  e 0 .i kz tkz t N z t
c

ωψ θ
µ ω

− 
= − ≤ + 

                   (8) 

For free particles, the helicity SΛ  is a constant of motion. The initial direction of spin, 1 2zS = , will be 
conserved at  al l p ositive t imes. A s a co nsequence t he t wo co mponents o f t he wave f unction ( 2ψ  and 4ψ ) 
which are zero at the initial time will remain zero at all positive times:  

( ) ( ) ( )2 4, , 0. 0 .z t z t tψ ψ= = ≥                              (9) 

In t erms o f t he r emaining two c omponents ( )1 3,ψ ψ  the D irac shutter p roblem is t he s olution o f th e 
equation,  

( )
1

3

1 0 0 1 1 01 1 0,
0 1 1 0 0 1i ct i z

ψ
µ

ψ
       ∂ ∂ + + =       −∂ ∂         

                 (10) 

with the initial condition:  

( )
( ) ( )1

3

,0
e ,

,0
ikzz N

z
z

ψ
θ

ψ γ
   

= −   
  

                             (11) 

where ( )Nk cγ µ ω≡ + . The normalization factor N is chosen as 1N cω µ≡ + ; in this way the probability 
density ρ  and the density current cj  transform initially, as a four-vector ( ) ( )( ), 2 ,c cρ µ ω=j k . 
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We use the Compton length C mcλ ≡   to define dimensionless variables: Czχ λ≡ , Cctτ λ≡ , Ckκ λ≡ , 
and 21C cωλ κΩ ≡ = + . U sing t hese v ariables we d erive i n Appendix A the e xact s olution o f th e D irac 
shutter pr oblem. T o s implify t he notation, for n integer, we d enote b y nG  the i ntegral-defined co mplex 
functions  

( ) ( ) ( )
( )

( )
2 2

2 2 2, d e u
nn

ni
n n

J u
G u C iS

u

τ τ

χ

χ
χ τ τ χ

χ
Ω −

−
≡ ≡ + ≥

−
∫                   (12) 

where ( )nJ z  is the Bessel function of the first kind of order n. Notice that 0z =  is a removable singularity 
for ( ) n

nJ z z , hence the functions nG  are analytic. In fact the integrand can be explicitly written analytic by 
eliminating the denominator. Indeed, using repeatedly the recurrence relation for the Bessel functions,  

( ) ( ) ( )1 12 n n nnJ z z J z J z− += +  , we we can write  

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

1
0 2

2
0 2 42

3
0 2 4 63

1
2
1 3 4
24
1 10 15 6

480

J z
J z J z

z
J z

J z J z J z
z

J z
J z J z J z J z

z

= +  

= + +  

= + + +  

                     (13) 

Clearly the real and imaginary parts of n n nG C iS≡ +  are analytic oscillating functions. 
From Appendix A, for the right side of the shutter 0χ > , we have the exact Dirac shutter solution:  

( )
( ) ( )

( )

( )
( )

( )
( )

( )

1
1

3

2

1 2

1 1

1

1

sin,
2

,

sin 1cos
2

sin
cos

e
2

i

i S
N

S S

N ii C S

Gi i
G

τ χ

τ χψ χ τ γ χθ τ χ κ
ψ χ τ

τ χχ χτ χ

τ χ
τ χ χ

γ

χ
κ

∗
−

  Ω −      − − = −      Ω Ω     
 Ω −   − Ω − − + +    Ω Ω Ω  

 Ω −     − Ω − ± ±      Ω Ω  

  − − ± +   
   





( ) ( )

( )
( )

2 2

20 0

2
1 2

2

1 2

sin cos
2

sin 1cos
2

G
G

u C C

i S S

κ κ

χ

χτ τ χ χ

τ χχ χτ χ

∗

= =

  
+    

+Ω Ω − + Ω − − −      

 Ω −    ± Ω − − + +     Ω Ω Ω    

        (14) 

Notice th e function ( )θ τ χ−  which shows the r elativistic c ondition t hat no wave f unction e xists u ntil 
ct z≥ . This property is missing in the Schrödinger solution. 

3. Dirac Diffraction in Time 
Given the Dirac wave function ( ),z tψ  in Equation (14), we can calculate the probability density ρ  given by  

( ) 22 2
1 3 1 3, ;ρ χ τ κ ψ ψ ψ ρ ρ= = + ≡ +                           (15) 

In Figure 2, for fixed values of 1κ =  ( 0.7v c = ) and 5χ = , we show a typical plot of the Dirac density 
( )ρ τ . Surprisingly we find damped oscillations which resemble the Schrödinger diffraction in time oscillations. 

For this reason we call this plot a relativistic diffraction in time process. However, the Dirac oscillations are 
clearly different from the Schrödinger ones (see Figure 1). For 1ρ  notice the impressive double oscillations 
which are unique to the Dirac theory. 
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Figure 2. Dirac diffraction in time probability densities 

1ρ  and 3ρ .                                               
 
As expected, for a relativistic solution, the Dirac density vanishes for times 0 t z c≤ ≤ . The down oscillation, 

immediately following, t z c= , is also a relativistic property. 

4. The Klein-Gordon Shutter Problem 
For relativistic particles with spin 0, the Klein-Gordon shutter problem is, by definition, the solution ( ),z tψ  of 
the equation:  

( )

2 2
2

2 2 ,
z ct
ψ ψ µ ψ∂ ∂

− =
∂ ∂

                                 (16) 

where 1 C mcµ λ≡ ≡  . The initial conditions correspond to a plane wave to the left of the shutter and zero to 
the right.  

( ) ( ) ( ) ( ), e , 0i kz tz t z tωψ θ−= − ≤                            (17) 

where ( )2 1 22c kω µ= + . T herefore at  0t = , when t he s hutter i s s uddenly o pened, we h ave t he i nitial co n-  

ditions:  

( ) ( ) ( ) ( )
,0

,0 e , e .ikz ikzz
z z i z

t
ψ

ψ θ ω θ
∂

= − = − −
∂

                     (18) 

Similar to the Dirac problem, in terms of the dimensionless variables: Czχ λ≡ , Cctτ λ≡ , Ckκ λ≡ , and 
21C cωλ κΩ ≡ = + , we f ind th e e xact s olution of th is K lein-Gordon pr oblem i n Appendix B. A t a  f ixed 

distance 0χ > , on the right side of the shutter, we have the exact Klein-Gordon shutter solution:  

( ) ( ) ( ) ( ) ( ) ( )
2 2

1 2 2
02 2

1, ; e d e
2

i i u
J u

u i J u
u

τχ τ τ

χ

χ
ψ χ τ κ θ τ χ χ κ χ

χ
Ω − Ω −

  −  = − − + −  −    

∫         (19) 

or in simplified notation  

( ) ( ) ( ){ }1 0
1, e .
2

i G i Gχ τψ χ τ θ τ χ χ κΩ − ∗ ∗= − − −                        (20) 

The presence of ( )θ τ χ−  means, as expected, that the wave function vanishes for t z c< , where z is the 
distance from shutter to the particle detector. 

Given the Klein-Gordon wave function ( ),ψ χ τ , we have a charge density given by (charge 1q = ),  

( ) ( ) ( ),
, ,Im

ψ χ τ
ρ χ τ ψ χ τ

τ
∗ ∂ 

= −  ∂ 
                            (21) 
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Figure 3. Typical Klein-Gordon diffraction in time for the 
charge density, 5χ = .                                        

 
In Figure 3, for fixed values of 1κ =  and 5χ = , we show a t ypical plot of the charge density versus time 

for the Klein-Gordon s olution. T he i mpressive da mped os cillations, shown in Figure 3, cl early r esemble the 
optical F resnel d iffraction p attern b y an  s traight ed ge. T he d ouble oscillation which is  p resent in  th e D irac 
solution is missing now. 

Notice that the asymptotic behavior of ρ  is not 1, as it occurs in the Schrödinger solution. In the particular 
case of 5χ =  and 1κ =  ( 0.7v c = ) shown in Figure 3, the stationary density is 1.4ρ = , which is the correct 
prediction for the shutter's initial conditions (18). In fact  

( ) ( ) ( ) 2,0
,0 ,0 1Im

ψ χ
ρ χ ψ χ κ

τ
∗ ∂ 

= − = + ∂ 
                        (22) 

Therefore, for 1κ =  the predicted stationary density is 1.4. 

5. Conclusions 
We d erived t he ex act s olutions f or t he K lein-Gordon a nd t he D irac s hutter p roblems. I n a greement with 
Moshinsky we f ind t hat the r elativistic s olutions do n ot r esemble t he a nalytic e xpression th at a ppears in  th e 
theory of diffraction in Optics. In spite of this, we prove that when the exact Dirac and Klein-Gordon densities 
are plotted versus time, the following happens: 1) both densities show transient oscillations which in some way 
resemble the optical d iffraction pattern; 2) the Dirac density looks quite d ifferent from the Klein-Gordon one, 
which implies that transient time oscillations depend strongly on the particle spin. 

For these reasons and i n t otal d isagreement with M oshinsky’s c onclusions [13], w e cl aim t hat i mpressive 
diffractions in ti me oscillations d o e xist i n t he r elativistic realm. For s pin 0 and 1/2 particles, we prove that 
diffraction in  time oscillations exists only for particles of  rest mass di fferent from zero; photons do n ot show 
such time oscillations. 
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Appendix A 
With the help of the dimensionless variables given by: Czχ λ≡ , Cctτ λ≡ , Ckκ λ≡ , and  

21C cωλ κΩ ≡ = + , the Dirac Equation (10) may be rewritten as  

1

3

1 0 0 1 1 0
0,

0 1 1 0 0 1
i

ψ
ψτ χ

       ∂ ∂ + + =       −∂ ∂         
                      (23) 

and the initial condition becomes: 

( ) ( )
( ) ( )1

3

,0
,0 e .

,0
iN κχψ χ

ψ χ θ χ
ψ χ γ
   

≡ = −   
  

                         (24) 

Taking the Laplace transform ( sτ → ) in Equation (23), and denoting  

( ) ( ) ( ) ( )( )T
1 3, , , , ,s s sψ χ τ φ χ φ χ φ χ≡ =   , Equation (23) becomes a matrix differential equation  

( ) ( )d e
d

i
x ys

N
κχγφ σ σ φ θ χ

χ
 

+ + = − 
 

                            (25) 

which holds in the range χ−∞ < < ∞ . Due to the presence of the step function ( )θ χ− , the origin 0χ =  is a 
singular point where we demand that the function ( ), sφ χ  must be continuous. We break the infinite range into 
the r anges ( 0χ ≤ ) a nd ( 0χ ≥ ). F or th e le ft s ide o f t he s hutter, ( ), sφ χ<  denotes t he solution o f t he d if- 
ferential equation:  

( ) ( )d
e , 0

d
i

x ys
N

κχγφ
σ σ φ χ

χ
<

<
 

+ + = ≤ 
 

                        (26) 

and for the right side, ( ), sφ χ>  denotes the solution of  

( ) ( )d
0, 0 .

d x ysφ
σ σ φ χ

χ
>

>+ + = ≥                            (27) 

Both functions φ<  and φ>  must be bounded (φ<  at −∞ ) and ( φ>  at +∞ ), and must be continuous at the 
interface 0χ = . 

Because the matrix  

0
0x y

s i
s

s i
σ σ

− 
+ =  + 

                                (28) 

has eigenvalues given by: 2
1 21sλ λ= + = − , with corresponding orthogonal eigenvectors given by: 

1 2, ,
s i s i

u u
s i s i

   − − −
= =      + +   

                           (29) 

then, t aking i nto a ccount t he b oundary c onditions a t ±∞ , we ha ve t he ge neral s olutions for t he matrix d if- 
ferential equations:  

( ) ( )2 1, e 0ss i
s A

s i
χφ χ χ− +

>

 −
= ≥  + 

                         (30) 

( ) ( )
( ) ( )2 1

2 2

1, e e 0s ii s i Ns i
s B

i N s iss i
χ κχκγ

φ χ χ
κ γ

+ +
<

   − − − −
= − ≤     − ++Ω+   

            (31) 

where 2 21 κΩ = + . The constants A and B are fixed from the condition at the interface:  

( ) ( )( ) ( ) ( )( )T T
1 3 1 30, , 0, 0, , 0,s s s sφ φ φ φ< < > >= . We have then a set of two algebraic equations with solutions:  

( )( ) ( )( )2 2

1 1 1 1
2

A i s i N i N s i
s s i s i

κγ κ γ−  
= − − + − + +Ω − + 

              (32) 
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( )( ) ( )( )2 2

1 1 1 1
2

B i N s i i s i N
s s i s i

κ γ κγ−  
= − + − − − +Ω + − 

              (33) 

Substituting Equation (32) into Equation (30) and Equation (33) into Equation (31), we get the solution for 
Dirac shutter problem in the ( , sχ ) space. For 0χ ≥ , where the particle detector is located, we have the solution: 

( )
( ) ( )

2 1
1 2

2 2
3

, e2 1
,

ss i N i Ns is i s
s i N N is s i

χφ χ κγ γ κ
φ χ κ γ κγ

− +
>

>

           − = − − + +            +Ω ±           



          (34) 

Notice the s ingular points a t s i= ± Ω  (simple poles) and s i= ±  (branch points), a ll of them locate in  the 
imaginary a xis. T herefore, by t he N yquist s tability c riterion, th e ti me d ependent s olution ( ),ψ χ τ  is a n 
oscillatory bounded solution. 

To s implify t he final n otation, we ex press t he i nverse L aplace t ransforms ( s τ→ ) with th e h elp o f th e 
integral-defined complex functions (τ χ≥ ): 

( ) ( ) ( )
( )

2 2

2 2 2, ; d e 0,1,2,
ni u

n n nn

J u
G u C iS n

u

τ τ

χ

χ
χ τ κ

χ
Ω −

−
≡ ≡ + =

−
∫                 (35) 

Using Laplace Transforms Tables [15] and the convolution theorem we find the following results, valid for 
0χ ≥ ,  

( )
( )2 1

1
12 2

sine s

S
s

χ τ χ χθ τ χ
− +

−
   Ω −     = − − 

Ω Ω+Ω     
                       (36) 

( ) ( ) ( )
( )2 1

1
1 12 2

sin
cos .

se is i i C S
s

χ τ χ
θ τ χ τ χ χ

− +
−
   Ω −     + = − Ω − + − +     Ω Ω+Ω      

          (37) 

Next, we use the relation  
2 21 1

2
2 2 2 2

d e e 1
d

s s

s
s s

χ χ

χ

− + − +

− = +
+Ω +Ω

                              (38) 

to obtain  

( ) ( )
( )2 1 2

1 2
1 22 2

sine 11 cos
2

s

s S S
s

χ τ χχ χθ τ χ τ χ
− +

−
   Ω −    + = − Ω − − + +    Ω Ω Ω+Ω     

          (39) 

Finally, using the identities  
2 21 1 2

2 2 2 2

e e 1s ss i s
s is ss i

χ χ− + − +− +
=

++Ω +Ω+
                             (40) 

and 

( )( ) 2 2 22 2

1 1 1
1

s i
s iss s i

− + = + +Ω − +Ω+Ω +  
                         (41) 

we obtain  

( ) ( ) ( ) ( )

( ) ( )

( )
( )

2 1
1 2

1 22 2 2

2
1 2

2

1 2

e e 0 0
21

sin cos
2

sin 1cos
2

s
is i i G G

s s i

u C C

i S S

χ
τ χθ τ χ χ κ χ κ

χτ τ χ χ

τ χχ χτ χ

− +
− −− ∗ ∗

  −−     = − + + = + =  +Ω Ω − +   

+Ω Ω − + Ω − − −      

 Ω −   + Ω − − + +    Ω Ω Ω  



          (42) 
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Therefore, for 0χ ≥ , the Dirac final solution is given by:  

( )
( ) ( )

2 2

2 2

1 1
1 1 1

2 2 2 2
3

1 1
1 2 1

2 2 2 2

, e e2
,

e e1

s s

s s

i N
s i

i Ns s

i Ns is
N is s s i

χ χ

χ χ

ψ χ τ κγ
ψ χ τ κ γ

γ κ
κγ

− + − +
− −>

>

− + − +
− −

           − = −       +Ω +Ω           
         − + +   +Ω +Ω   ±      





 

 

            (43) 

where each inverse Laplace transform has been previously calculated. We claim that Equation (43) is the exact 
Dirac wave function for the shutter problem, valid for 0χ ≥  and 1Ω ≠  ( 0k ≠ ). 

Appendix B 
In a  s imilar way to  th e D irac s olution, t he K lein-Gordon s hutter pr oblem c an be  written i n t erms of  di men- 
sionless variables:  

2 2

2 2

ψ ψ ψ
χ τ
∂ ∂

− =
∂ ∂

                                     (44) 

with initial conditions given by:  

( ) ( ) ( ) ( )
,0

,0 e , e .i iiκχ κχψ χ
ψ χ θ χ θ χ

τ
∂

= − = − Ω −
∂

                     (45) 

Taking the Laplace transform ( sτ → ) of Equation (44) we find the differential equations:  

( ) ( ) ( )
2

2
2

d
1 e , 0

d
is s i κχφ

φ χ
χ

<
<− + = − − Ω ≤                         (46) 

and  

( ) ( )
2

2
2

d
1 0. 0

d
sφ

φ χ
χ

>
>− + = ≥                               (47) 

Here both functions φ<  and φ>  must be bounded: ( φ<  at ∞− ) and (φ>  at +∞ ). The two functions and 
their first derivatives must be continuous at the interface 0χ = . 

Taking into account the boundary conditions at ±∞ , the solutions of Equations (46) and (47) are:  

( ) ( ) ( )2 1 1, e exp 0ss A i
s i

χφ χ κχ χ+
< = + ≤

+ Ω
                     (48) 

( ) ( )2 1, e 0ss B χφ χ χ− +
> = ≥                              (49) 

where 21 κΩ = + . The constants A and B are fixed from the conditions at the interface: φ<  and φ> , and their 
first d erivatives, d dφ χ<  and d dφ χ> , m ust b e c ontinuous a t 0χ = . W e h ave t hen a s et o f t wo co upled 
algebraic equations with solutions given by:  

2

1 1 1
2 1

iKA
s i s

 −
= +  + Ω + 

                               (50) 

2

1 1 1
2 1

iKB
s i s

 
= −  + Ω + 

                               (51) 

Substituting Equation (50) into Equation (48) and Equation (51) into Equation (49) we have the solutions: 

( ) ( ) ( )2

2

1 1 1, 1 exp 1 exp ,
2 1

iKs s i
s i s is

φ χ χ κχ<

 −
= + + + +  + Ω + Ω+ 

            (52) 

( ) ( )2

2

1 1, 1 exp 1 .
2 1

iKs s
s i s

φ χ χ>

 
= − − +  + Ω + 

                     (53) 
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Finally, we need to invert the Laplace transforms ( s τ→ ). We find in Laplace Transforms Tables [15] the 
following results valid for 0χ ≥ : 

( )
( ) ( ) ( )

2 1
1 2 2

02

e d e
1

s
i uu J u

s i s

χ
τ τ

χ
θ τ χ χ

− +
− Ω −−

 
  = − −
 + Ω + 

∫                  (54) 

( ) ( ) ( ) ( )2 2 2
1 11

2 2

e e d e
s

i i u
J u

u
s i u

χ
ττ χ τ

χ

χ
θ τ χ χ

χ

− +
− Ω − − Ω −−

 −     = − − + Ω  −    
∫                  (55) 

We have then the final solutions, for 0χ ≥ :  

( ) ( ) ( ) ( ) ( ) ( )
2 2

1 2 2
02 2

1, e d e
2

i i u
J u

u i J u
u

ττ χ τ

χ

χ
ψ χ τ θ τ χ χ κ χ

χ
− Ω − − Ω −

>

  −  = − − + −  −    

∫           (56) 

and for 0χ ≤  we get the incident and reflected wave:  

( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

1 2 2
02 2

1, e e d e
2

i i i u
J u

u i J u
u

τκχ τ χ τ τ

χ

χ
ψ χ τ θ τ χ χ κ χ

χ
−Ω − Ω + − Ω −

< −

  −  = − + + + −  −    

∫       (57) 

We claim that Equations (56) and (57) are the exact Klein-Gordon wave functions for the shutter problem. It’s  

no s urprising t o f ind t he B essel functions ( )2 2
0J u χ−  and ( )2 2 2 2

1J u uχ χ− − , t hey a re j ust t he  

Green’s function and its derivative respectively for the Klein-Gordon equation [16]. 
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Abstract 
Fundamental units of measurements are kilograms, meters, and seconds—in regards to mass 
length, and time. All other measurements in mechanical quantities including kinetic quantities 
and dynamic quantities are called derived units. These derived units can be expressed in terms of 
fundamental units, such as acceleration, area, energy, force, power, velocity and volume. Derived 
quantities will be referred to as time, length, and mass. In order to explain that fundamental units 
are not equivalent with fundamental quantities, we need to understand the contraction of time 
and length in Special Relativity. If we choose the velocity of light as fundamental quantity and 
length and time as derived quantities, then we are able to construct three-dimensional space-time 
frames. Three-dimensional space-time frames representing time with polar coordination, time 
contraction and length contraction can be shown graphically. 

 
Keywords 
Fundamental Units, Fundamental Quantities, Derived Units, Derived Quantities, Special Relativity, 
Constant Velocity of Light, Three-Dimensional Space-Time Frame 

 
 

1. Introduction 
The following s tatements were written in the paper “Time Dilation and Length Contraction Shown in Three- 
Dimensional Space-Time Frames” published in Concepts of Physics, Vol. VI, No. 2, 2009. “Since the concept of 
the movement phenomenon of an object is more fundamental than the concepts of space and time, its unit of ve-
locity is more fundamental than the units of space (length) and time, which are derivations. Furthermore, with-
out gravitational force, we would be unable to measure the gravitational mass of an object; without spring force, 
we would be unable to measure the inertial mass of an object. Since the concept of the force phenomenon ap-

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710108
http://dx.doi.org/10.4236/jmp.2016.710108
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plied to an object is more fundamental than the concept of mass, the unit of force is more fundamental that the 
unit of mass, which is also a derivation.”  

In this paper, we like to have a further discussion about this issue. In order to measure something, we need to 
define a unit of measurement. In this way, all measurements are multiples or fractions of that unit. The units of 
measurement are defined as standard. The International System of Units (SI) defined seven fundamental units of 
measure based on conventional and historical reasons from which all other SI units are derived [1]. For this pa-
per, the topic is limited to mechanics. These SI fundamental units are commonly called metric units. The defini-
tions of fundamental units are based on physical objects such as standard second clocks, standard meter sticks 
and standard kilogram bars. A day is divided in 24 hours, each hour divided in 60 minutes, each minute divided in 
60 seconds. A second clock is equal to 1⁄(24 × 60 × 60) of the day. A meter stick is equal to 1⁄10,000,000 of the 
distance from the Earth’s equator to the North Pole measured on the circumference through Paris. A kilogram bar 
is equal to the mass of one liter of water. A liter is one thousandth of a cubic meter. In classical physics, time and 
length are absolute and independent, so fundamental units match with fundamental quantities. In modern physics, 
time and length are relative and dependent; thus fundamental units are not equivalent to fundamental quantities.  

2. Special Relativity 
Einstein placed two guns at the middle of the train with moving velocity u, he fired a pair of photons from these 
two gun at the same time on Figure 1. The length of a car of the train is 2d.  

Light has a duality including wave and photon. The velocity of light is the limit velocity of particles in the 
universe. The velocity of light, 83 10 m secc = ×  which is the fixed value measured by any observers, no mat-
ter which direction of photons are fired.  

1) For observers on the train:  

The velocities of both photons are same. The time of a photon hitting the front wall is dt
v

= . The time of 

photon hitting the back wall is dt
v

= . Therefore, observers on the train will see the two photons hits both  

the front wall and back wall simultaneously. 
2) For the observers on the platform:  
The time for the photon hitting the front wall is ( )d u t c+ ×  which is longer. The time for the photon hitting 

the back wall is ( )d u t c− ×  which is shorter. This shows that one photon will hit the back wall earlier than 
the front wall. Thus, these two events are not happening simultaneously.  

Classical physics shows that two events happen simultaneously are absolute, so space and time are indepen-
dent. Einstein’s thought experiment shows that two events happening simultaneously are relative, so space and 
time are dependent.  

Now, let’s modify Einstein’s thought experiment by firing a photon from the floor to the ceiling on Figure 2. 
The platform with S frame, the train with S’ frame, and the train travels to the right with velocity u. Observers 

on the train see a photon moving from the floor to the ceiling vertically and the track of motion is h. Observers 
on the platform see a photon moving from the floor to the ceiling slantingly and the track of motion is r. The 
distance of train traveled from the time a photon leaving the floor to the time reaching the ceiling is x. Three 
lengths r, x, h form the right triangle, and we can derive the formula  

 

 
Figure 1. Einstein’s fa mous thought e xperiment: A  pa ir of ph otons 
are fired at middle of the train.                                             

u2d
c cc c

https://en.wikipedia.org/wiki/Day
https://en.wikipedia.org/wiki/Earth
https://en.wikipedia.org/wiki/Paris
https://en.wikipedia.org/wiki/Water
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Figure 2. Modified E instein’s t hought e xperiment b y fi ring a  
photon from the floor to the ceiling. The sides r, x, h of a trian-
gle form the right triangle.                                       

 
2 2 2h r x= −  

from the Pythagorean theorem. Replacing h by ct', r by ct, and x by ut and by simplifying the equation, we de-
rive the time contraction formula [2] 

2

1 ut t
c

   ′ = −     
.   

For example, the velocity of the train measured by observers on the platform is u = 0.6c, and the train traveled 
25 sec. When we input these data into the time contraction formula measured on the train, we get 

2 20.61 1 25 20 secu ct t
c c

         ′ = − = − =            
 

measured on the train which is shorter then t = 25 sec. Special Relativity shows that the time that light moves 
from the floor to the ceiling are not absolute. Because there are two different possible values of 25 sec or 20 sec 
for the same event, time cannot be treated as a fundamental quantity. 

From the time contraction formula of 
2

1 ut t
c

   ′ = −     
 

multiplying u on the equation of both sides, we get the formula of 
2

1 uut ut
c

   ′ = −     
 

ut' is the distance traveled by the train measured from observers on the train denoted by x', ut is the distance tra-
veled by the train measured from observers on the platform denoted by x on Figure 3. The length contraction 
formula can be expressed as 

2

1 ux x
c

   ′ = −     
.  

Using the formulas, the velocity of the train is u = 0.6c and travels 25 sec measured by the observers on the 
platform. The distance traveled by the train is 0.6 25 sec 15 lsec.x ut c= = × =  Input these data into the formula 
of length contraction, then we can calculate the distance traveled by the train measured from the train is 

2 20.61 1 15 lsec 12 lsecu cx x
c c

         ′ = − = − × =            
 

This result is the same as the result from another formula 
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Figure 3. Modified E instein’s thought e xperiment b y s hooting a  
photon from the floor to the ceiling. The distance, x, t raveled by 
the train is measured from the platform.                                                                             

 
0.6 20 sec 12 lsecx ut c′ ′= = × =  

It is shorter than x = 15 lsec. Special Relativity shows that the length (distance) of the train travels from the 
photon leaving the floor to reach the ceiling is not absolute. Because there are two different possible values of 
15 lsec or 12 lsec for the same travel event, so length cannot be treated as a fundamental quantity. 

3. Construct a New Space-Time Frame 
In The Trouble with Physics, the author mentions that: “Descartes and Galileo made a most wonderful discovery. 
In this way, time is represented as if it were another dimension of space. This ‘spatialization’ of time is useful 
but may be challenged as representing a static and unchanging world” [3]. 

We construct a new space-time frame by presenting time using polar coordinates. 
If the unit of time is sec, then the unit of radius for polar circle is chosen to be light second (lsec), then the 

unit of x-axis should be chosen as light second (lsec) on Figure 4. We construct this new space-time frame to 
make space and time dependent by using the unit of lsec. 

If the unit of time is year, then the unit of radius for polar circle is chosen to be light year (lyr), then the unit 
of x-axis should be chosen to be light year (lyr) on Figure 5. We construct this new space-time frame to make 
space and time dependent by using the unit of lyr. 

The advantage of this coordinate frame is that line OA not only represents the motion of the train observed 
from the platform, but also represents the tract of the photon traveling observed from the platform on Figure 6. 
From the figure on the new space-time frame, it shows that ( ) ( ) ( )2 2 2OA OO O A′ ′= +  because OO'A is right 
triangle. We are able to derive time contraction formula  

2

1 ut t
c

   ′ = −     
 

and length contraction formula  
2

1 ux x
c

   ′ = −     
 

replacing OA by ct, OO' by ut, and O'A by ct' which were discussed on the previous section [4]. 
The advantage is that the O'B can represent the motion of the platform, and O'A can represent the motion of 

the train from observer’s perspective on Figure 7. The point B and the point A are on the same circle with the 
radius of ct'. In order to find the direction of the line O'B, we should find the value of O'Q which is equal to x'. 
From these polar coordinate frames, the triangle O'BQ is proved to be similar to the triangle OAO' because  

the value of the fraction of 
u
c

 multiplied by t on the numerator and denominator is the same value as 
u
c

 mul 

tiplied by t'. Therefore 
ut ut
ct ct

′
=

′
 → x x

r r
′

=
′

. As long as x, r, r' are given, x' can be calculated.    
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Figure 4. Construct a new space-time frame by presenting time with unit of l 
sec using polar coordinates.                                                                             

 

 
Figure 5. Construct a new space-time frame by presenting time with unit of 
lyr using polar coordinates.                                                                             

 

The ratios of distance to time are proved to be same for both frames. From the previous result x x
r r

′
=

′
 →

x x
ct ct

′
=

′
 → x x

t t
′

=
′

 → u u′= . The velocity of train traveling measured from observers on the platform is  

same as the velocity of platform measured from observers on the train. It shows that the traveling train and the 
platform are a pair of inertial frames [5]. 

In order to describe the motion of an object in 3-dimensional space along the locations of x-axis, y-axis, and 
z-axis, we can construct a new space-time frame. Spheres with different radius representing different outgoing 
time, polar coordinates will be formed from circles of intersections between spheres and x-y plane, y-z plane,  



T. Chen, Z. Chen 
 

 
1197 

 
Figure 6. Red circles represent the polar coordinates on the platform. We are 
able to construct a new space-time frame by presenting time with polar coor-
dinates on the platform to describe the motion of the train using the line OA.                                       

 

 
Figure 7. Blue circles represent the polar coordinate on the train. We are able 
to construct a new space-time frame by presenting time with polar coordinate 
on the train to describe the motion of the platform using the line O'B.                                       

 
and z-x plane on Figure 8. We are able to use the red polar coordinates of x-y plane, the blue polar coordinates 
of y-z plane, and the gray polar coordinates of z-x plane to describe the locations of a moving object moving 
along x-axis, y-axis, and z-axis [6]. This kind of new coordinate frame embedding time axis into space axes is 
called three-dimensional space-time frame which saves one dimension. We won’t be puzzled by being not able 
to visualize four-dimensional space-time frame. 

4. Fundamental Units International System (SI) of Units 
The General Conference on Weights and Measures has replaced all but one of the definitions of its fundamental  



T. Chen, Z. Chen 
 

 
1198 

 
Figure 8. Three-dimensional space-time frame formed by three polar planes 
on three different planes.                                                           

 
units based on physical objects (such as standard time clocks, standard meter sticks, or standard kilogram bars) 
with physical descriptions of the units based on stable properties of the Universe. SI fundamental units are cur-
rent (2005) formal definition [1]. 

The meter is the length of the path traveled by light in vacuum during a time interval of 1/299,792,458 of a 
second. From d = ct and c = 299,792,485 m/sec in order to travel 1 meter distance, then the time taken by light 
is ( ) ( )1 m 299792458 m sec 1 299792458 sect d c= = = . We use the velocity of light to define the unit of 
length 1 meter (1 m).  

The second is the duration of 9,192,631,770 cycles of the radiation corresponding to the transition between 
the two hyperfine levels of the ground state of the caesium-133 atom. From the wave property of light,  

c f
T
λ λ= = × , then 1f

T
=  or 

1T
f

=  The light is emitted by a caesium atom, its frequency is 9,192,631,770  

cycles/sec. 1 1 1 sec
9192631770 cycles 9192631770 cycles

sec

T
f

= = =  then 9192631770 cycles 1 secT × = . 

We use velocity of light c f
T
λ λ= = ×  to define the unit of time, 1 second.  

These physical definitions allow scientists to reconstruct meter standards or standard clocks anywhere in the 
world, or even on other planets, without referring to a physical object kept in a vault somewhere. 

In fact, the kilogram is the only fundamental unit still defined by a physical object. The International Bureau 
of Weights and Measures (BIPM) keeps the world’s standard kilogram in Paris, and all other weight standards, 
such as those of Britain and the United States, are weighed against this standard kilogram. 

My opinion, about that the definition of kilogram defined by BIPM, is that they still use gravitational con-  

stant, G, as a hidden value, through the action of weighting 2

MmW G gm
R

= = , where 2

Mg G
R

=  (M is the  

mass of the earth, R is the distance from the scale to the center of the earth) is exactly same value for both mass 
on the scale at the same location. Under the balance of the scale, the weight of the standard mass on left side is 
equal to the weight of the prototype mass on the right side of scale. We can conclude that the standard mass is 
equal to the prototype mass. Without gravitational force, we are not able to check the balance of the standard 
mass with the prototype mass.  

5. Conclusions 
If we want to understand time and space, we cannot study them separately. It is our misconception to believe 
that time and space own innate properties. Actually without movement, we are not able to measure the elapsed 
time or the distance of traveled. The movement of an object helps us better understand the concept of time and 
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space.  
Since the concept of movement is more fundamental than the concept of space and time, then choosing the 

velocity of light as a fundamental quantity is reasonable. Since we are able to measure the mass of an object 
through gravitational force, then choosing force as a fundamental quantity is reasonable.  

Because of the constant velocity of light, we should treat velocity of light as fundamental quantity and time 
and length become derived quantities. In the International System of Units, the velocity of light is already used 
to define 1 sec and 1 meter, and gravitational force is also used to define 1 kg of mass by balancing with the 
prototype on scale. In modern physics, we should treat physical events as fundamental elements of thoughts in-
stead of individual objects.  

Here we have summarize the discussion in the conclusion of Contextual Principle: We are able to cognize the 
being of an individual through the existence of phenomena and are able to describe the properties of that indi-
vidual through the individual’s possession of contextual attributes. We are not able to cognize the being of an 
individual through the existence of individual itself and are not able to describe the properties of that individual 
through the individual’s possession of innate attributes. Physical events are much fundamental than individual 
objects. 
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Abstract 
When analyzing an Electron’s orbit’s and movements, a “classical” bare g-factor of “1” must be 
used, but when analyzing just the Electron itself, a bare g-factor and gyromagnetic ratio of twice 
the “classical” value is needed to fit reality. Nobody has fully explained this yet. By examining the 
electromagnetic wave nature of the electron, it is possible to show a simple reason why its bare 
g-factor must be 2, without resorting to superluminal velocities or dismissing it as mystically in-
trinsic. A simple charged electromagnetic wave loop (CEWL) model of the electron that maintains 
the same electromagnetic wave nature as the high-energy photons from which electron-positron 
pairs form, will have exactly half of its energy in the form of magnetic energy who’s field lines are 
perpendicular to the direction of the charge rotation, which leads to the conclusion that only half 
of the electron’s electromagnetic mass is rotational mass, from which it is easy to calculate a bare 
g-factor of 2 using Feynman’s equation for the electron’s g-factor. 

 
Keywords 
Electron g-Factor, Magnetic Moment, Spin, Angular Momentum, Magnetic Energy, Charged  
Electromagnetic Wave Loop, CEWL, Pair Production, General Relativity Mass, de Broglie Wave 

 
 

1. Introduction 
The g-factor for an electron [1] is actually composed of two elements. The first element is the “bare” g-factor of 
exactly 2 and then the second element is a small correction to this, the anomalous magnetic moment. Total elec-
tron g-factor = 2 × (1.00116) = 2.00232. The anomalous magnetic moment correction of 1.00116 [2] is best ex-
plained by the virtual photons of QED theory [3] (see section 5 of the discussion section). In this paper, only the 
roots of the “bare” g-factor are investigated since the anomalous corrections due to QED’s virtual photons rep-
resent a different entity, the value of which varies from particle to particle. The reason that the electron has a bare 

http://www.scirp.org/journal/jmp
http://dx.doi.org/10.4236/jmp.2016.710109
http://dx.doi.org/10.4236/jmp.2016.710109
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g-factor of exactly 2 rather than 1 has been a source of mystery ever since spin was discovered. This paper should 
help solve this mystery. 

What is the electron’s g-factor? The g-factor is a part of the calculation for the gyromagnetic ratio [4], which is 
the ratio of the magnetic moment of a particle to the angular momentum of the same particle. G-factors are used 
for example in equations to calculate the various Larmor frequencies for MRI imaging purposes. Feynman shows, 
with a very simple equation, that if the mass and charge of an electron are distributed equally about a given radius, 
then the “classical” g-factor for the electron must be exactly “1” [5], and in fact for calculations where the electron 
is orbiting a nucleus, the orbital g factor is indeed exactly one. 

2π
2π 2 2e

e e

qv q qIA r m vr L
r m m

µ = = × = × = ×  (Feynman) [5]                  (1) 

µ  = Magnetic moment (I = current, A = area enclosed by I, q = electron charge, em  = electron mass) 
L = angular momentum. 

Therefore, the Gyromagnetic rat
2

io e
e

qg
L m
µ  

= =  
 

 where t he g-factor 1eg =                       (2) 

1.1. History of the g-Factor 
A problem arose in the early days of trying to make quantum mechanical equations fit reality. It became apparent 
from experiments that the electron’s internal g-factor (as opposed to it’s orbital g-factor) needed to be 2 instead of 
1. 

i.e. the electron’s Gyromagnetic ratio = 
2e

e

qg
L m
µ  
=  

 
, Where eg  takes the value of 2 rather than 1. 

When Uhlenbeck and Goudsmit first discovered electron “spin”, they proposed that an electron has a magnetic 
moment due to a physically spinning sphere [6] but this led to two problems; First; a quick calculation based on the 
existing classical spherical model of the electron [7] showed that even if the charge were only on the surface of 
that sphere, it would need to exceed the speed of light in order to produce the correct magnetic moment [8]. The 
second problem was that the Fine-Structure and Zeeman spectral lines could not be accounted for correctly with a 
g-factor of one. i.e. only with a b are g-factor of “2”, (combined with a separate relativistic Thomas correction) 
could quantum mechanical equations reproduce the correct spectral lines [9]. 

Note: See section 3 of the Discussions at end of paper for Dirac’s later insight into the mathematical necessity 
for the g-factor of 2 as well as the Thomas correction. 

When Uhlenbeck and Goudsmit realized that the surface of their sphere would need to exceed the speed of light 
in order to produce the correct magnetic moment they had no explanation for how this could work, so they just 
submitted a note in their spin paper [6] explaining that there was a superluminal velocity issue. Note: The su-
perluminal velocity problem goes away if one uses the Charged Electromagnetic Wave Loop (CEWL) model for 
the electron [10], but first it is interesting to explore why Uhlenbeck and Goudsmit relied on a spherical model for 
the e lectron. T hey probably did s o f or t he simple r eason that a  s pherical model wa s a lready i n use by other 
physicists, i.e. the classical radius model of 152.818 1 m0−×  [7] that had been developed by Lorentz before spin 
was discovered. Another reason they used a spherical model was that they (incorrectly) thought that the necessary 
g-factor of 2 could be arrived at by using a surface charged spherical model. At the suggestion of their mentor 
Ehrenfest, they had used an existing g-factor calculation, previously done by another famous physicist [6], which 
suggested that the necessary g factor of 2 could be accounted for by assuming that the charge of an electron resides 
only on the surface of a solid sphere. This previous calculation, which they included in their famous spin paper, 
produced the correct g-factor of two, which seemed to support the spherical model. However, a correct calculation, 
as shown below, will show that their spherical model would actually produce a g-factor of 5/3 (too small). 

For a sphere of; M = mass, mp  = density, w = angular frequency, the angular momentum “J” is: 

( ),π,2π 2 2 2
0,0,0

sin sin d d d 52
R

mJ wp r r r w MRθ θ θ ϕ= =∫ ∫ ∫                        (3) 

For the same sphere, if charge Q resides only on the surface, the magnetic moment “u” is: 
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( )
π,2π4 2 3

2 0,0
sin sin d d 3

2 4π
w Qu R wQR

R
θ θ θ ϕ= =∫ ∫                         (4) 

Therefore ( ) ( ) ( )( )3 223 5 5 3 2u wQR w M QR M
J

γ = = =                                      (5) 

If the surface-charged-spherical model produces a g-factor of 5/3 instead of the necessary 2, then it can’t be 
correct. But in those early years of quantum mechanics this mistake was not known, and since it looked right, 
people moved on with the right answer of 2 for the wrong reason. The superluminal conflict was dismissed at the 
time by just saying the electron has an “intrinsic” spin that can’t be understood classically. 

Both the erroneous g-factor explanation and the superluminal velocity issues go away if the Charged-Elec- 
tromagnetic-Wave-Loop (CEWL) Model is used, i.e. the charge can now rotate within Einstein’s laws of relativity, 
and the g-factor of 2 can easily be derived from the model. It can also be demonstrated that no other shape or 
diameter besides the CEWL model can get rid of the superluminal violations of relativity. The CEWL model, as 
described in the paper “An Electron Model Consistent with Electron-Positron Pair Production from High Energy 
Photons” [10] will also exactly generate the correct de Broglie matter-wave base frequency to over 6 decimal 
places while matching t he known m agnetic moment o f the el ectron t o o ver 6  d ecimal p laces s imultaneously 
(Getting the de Broglie frequency to match was another problem with the original spherical superluminal model). 
Below is a quick summary of the CEWL model followed by some diagrams to help explain how it generates the 
correct g-factor of 2. 

1.2. The CEWL Model 
The CEWL model s tarts with the premise that s ince electron-positron pairs form from purely electromagnetic 
photons (of energy > 1.022 Mev [11]), and since the resulting pairs of electrons and positrons (of energy 0.511 
Mev each) have the same electromagnetic nature (as witnessed by their de Broglie wavelengths), then they must 
have the same electromagnetic wave nature as the photons from which they originated, except for one detail; The 
magnetic f ield l ines o f e lectrons and positrons c an c lose back on themselves a llowing matter t o exist a t r est, 
whereas the magnetic field lines of photons do not (and hence the magnetic and electric fields of photons chase 
each other forward at the speed of light).  

Note: Maxwell was the first to be able to calculate the speed of light “c” with his equation 2 1c
µ

=


, where    

and µ  are the electric and magnetic permittivity constants of free space. Where does the mass come from? One 
can combine Maxwell’s equation above with Einstein’s 2E mc=  to get m E µ=   where mass can be equated to 
the purely electromagnetic terms on the right. The electromagnetic energy tensor equations of general relativity 
theory are also shown to contribute to space time distortion exactly the same as mass does (see below). 

2. From Photon to Fermion 
2.1. From Photon 
Modern modelling of photons generally focuses on the “potential” E and B fields (Electric and Magnetic fields), 
but as Maxwell first envisioned a photon, it is actually composed of a charge separation spiralling through space at 
the speed of light [12] (the electric permittivity constant of free space ∈ describes the capacitance like ability to 
induce a charge separation in free space). Figure 2 “before” shows how Maxwell envisioned the charge separa-
tions of a photon (the spiral can be either right hand or left polarity). Note: The cross section perpendicular to the 
direction of travel is of the general form of an ellipse [13], with “circularly” polarized light having a circular el-
liptical cross section, and regular “polarized” photons having a more elongated elliptical cross section (circularly 
polarized p hotons can be c hanged i nto “ regular” e lliptically pol arized photons a nd “ regular” p hotons c an be  
changed to circularly polarized by sending the photon through non-linear optics such as “quarter wave plates” 
[14]) The right hand or left hand spiral “spin” rotation direction however stays constant unless the photon is re-
flected by a mirror etc.) 

2.2. To Fermion 
When high energy gamma ray photons (of at least 1.011 Mev energy) collide with matter, they produce elec-  
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tron-positron pairs [11] (see Figure 1).  
The CEWL model for electron positron pair production is shown below by the transition from a high energy 

photon in Figure 2 “before” to two charged loops in Figure 2 “after”. The positively charged loop is a Positron 
and the negatively charged loop is an Electron. Due to the original spin rotation of each at formation, the mag-
netic fields are opposed at the moment of formation, allowing the electron and positron to separate despite their 
enormous electrostatic attraction at that scale. The original paper [10] contains the math to show that the oppos-
ing magnetic field at initial formation of an electron-positron pair would exceed the electrostatic attraction be-
tween them. 

The simplest definition of the g-factor of an electron is that it represents the ratio between the radius of the 
rotating charge, and the radius of the rotating mass. For example if we look at an electron orbiting in a circle, we 
know that it will generate a bare g-factor of one because the mass and the charge are both orbiting at the same 
radius around the atom. The CEWL electron model may look similar, with a rotating charged component, but 
unlike the case where an  el ectron orbits a nuclei (where all t he mass o f the electron contributes to rotational 
mass), in the CEWL model only half the electron’s mass contributes to rotational mass. The electric energy, i.e. 
the rotating charge component, contributes to the rotational mass, but the magnetic energy, because the direction 
of i ts components only act in a  plane perpendicular to the di rection of the charge, as shown in Figure 3, the 
magnetic energy will not add “rotational” mass. (See the difference between electric energy mass and magnetic 
energy mass below). 

2.3. Electromagnetic Energy and Mass 
MIT Physics professors’ emeriti Slater & Frank have solved Maxwell’s Electromagnetic equations for the general 
case of plane wave propagation of photons to show that the total Electro-Magnetic Energy Density in free space, 
i.e. with no resistive component is: 

2 2
0

0

Total Electro-Magnetic Energy 1 1
2

Density U E B
µ

= +
 

=  
 
  [16]               (6) 

As further explained by Slater & Frank, the average magnetic component (the B half of this equation) is only 
greater than the average Electric component when a resistive component is present [16]. In any given rest frame, 
photons and e lectrons do not lose energy, i.e. internally they have no resistive component, so therefore if the 
electrons and positrons maintain the same electromagnetic wave nature as the photon from which they originated, 
then the average electric energy must exactly equal the average magnetic energy in both cases. 
Using 2E mc= , one can divide the above Energy density Equation (6) by 2c  to get Mass density:  

 

 
Figure 1. Electron-positron pair production in aluminum [15].                              
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Figure 2 “Before” and Figure 2 “After” show the transition from a 1.022 Mev photon to positive and negative loops that are closed and re-
pelling away from each other magnetically. The positive loop is a p ositron and the negative loop is an electron. Note: The wavelength in 
Figure 2.“Before” and the loop diameters in Figure 2. “After” are roughly in scale relative to each other, but the other dimensions such as 
the size, shape and distribution of the charged regions would differ from what is shown. Due to the compressive forces of the magnetic field 
lines inside and outside the loop, the thickness of this charged layer would most likely be a very thin in the same way that a barrel hoop is, 
with the charge most likely sinusoidally distributed as it rotates around the loop. 

Figure 2. “Before” Photon λ = 12.13 × 10−13 m. “After” Loop Diam = 7.723 × 10−13 m.                                          
 

 
Figure 3. The Magnetic “B” field lines which are due to the rotation of the charge inside an electron/positron have no com-
ponent in the di rection of  the “ I” current/charge rotation and hence can add no  rotational energy/mass. Note: t he positive 
charge in a positron would rotate as shown, but the negative charge of an electron would rotate in a direction opposite to that 
of t he “ I” arrow in order to conform to the North and South polarity shown. Due to i ts e lectromagnetic wave nature, the 
charge amount would most l ikely vary sinusoidally as i t progresses around the loop at the speed of l ight ( inside a loop of 
much smaller volume relative to radius than shown in this figure).                                                            

 

2 2
02 2

0

1 1
2

Mass density U E B
c c µ

 
= = 


+


                             (7) 

Note: Using Maxwell’s 2 1c
µ

=


 to get rid of µ , it is easy to show that this is exactly the same equation as the  

Electromagnetic Stress-Energy tensor form for mass used in Einstein’s General Relativity [17] 

Electromagnetic Tensor equation for Mass: 
2

20
22

ET B
c

 
= + 

 

  [17]                                (8) 

Since only half the electromagnetic mass contributes to angular momentum, then we can simply substitute L/2 
for L into Feynman’s electron gyromagnetic equation, Equation (2) above, and we get: 

Gyromagnetic ratio 2
2 2 e

q
L m
µ 

=


= × 
 

                             (9) 
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The electron g-factor eg  is now twice classical, i.e. 2eg =  instead of 1. 
Note: See the Conclusions section for a more detailed explanation. 
This is similar to the Faraday Paradox in which a magnet rotating inside a conductive loop can impart no rota-

tional energy out to the loop. [18]. 

3. No Other Model Can Match Reality without Violating either Einstein’s  
General Relativity or Maxwell’s Equations 
The fact that the Tensor equations of general relativity show that the space time distortions due to electromagnetic 
energy density are no different from the space time distortions of “mass” suggests that they are one and the same. 
Furthermore, if we invoke some mystical “other” form of mass such as a sphere or disk on which the charge rotates, 
we run into a problem; If there is another form of “mass” (besides the electromagnetic energy components), then 
by Einstein’s 2E mc= , that mass would come at the expense of the electromagnetic energy. We know that the 
base de Broglie frequency of an electron is exactly the same as the frequency of a purely electromagnetic photon 
of equal energy [10], so this by itself should rule out any subtraction from the original electromagnetic energy 
(with which to make this different form of matter). Additionally, the charge cannot rotate at any diameter except 
the CEWL diameter (see below), and since the magnetic energy of any loop of moving charge would, of necessity, 
be both inside and outside the loop (see Figure 3), then the total mass cannot be completely inside the loop di-
ameter. This rules out a charge on the edge of a disk of some hypothetical different form of mass for example. This 
also rules out any other exotic shape where all the mass is completely inside the CEWL diameter. 

No other diameter except a circular loop of exactly the CEWL diameter can fit reality. This is because unless the 
charge is rotating in a circular loop of diameter 137.723 10−×  Meter, at the speed of light, the correct magnetic 
moment and the correct de Broglie frequency will not be generated simultaneously. Only at precisely the correct 
CEWL diameter, will both match reality to over 6 decimal places [10]. Any smaller diameter requires superlu-
minal velocities to generate the correct magnetic moment, and any larger diameter requires superluminal veloci-
ties to generate the correct de Broglie frequency. For the same reason, any loop besides a ci rcle doesn’t work 
either; If for example we investigate an oval loop (instead of a circular loop), who’s transit frequency at the speed 
of light matches the de Broglie frequency, then the magnetic moment will be too small due to the fact that the 
magnetic moment depends on multiplying the amperage t imes the a rea enclosed inside the loop. It i s only a t 
precisely the CEWL diameter that all elements of reality can be met exactly and simultaneously [10]. 

4. Discussions 
1) When the Grand Master of Physics Lorentz first heard of Uhlenbeck’s and Goudsmit’s ground-breaking spin 

paper, he pointed out a possible problem; i.e. since the magnetic energy is roughly the magnetic moment squared  

divided by the radius cubed, i.e. 
2

3

U
r

 [6], then the radius would have to be roughly 1410−  meter i.e. too big. This  

had also reinforced the concept that the spin must be “intrinsic” and physics moved on. But apparently Lorentz’s 
only objection to that size was that it conflicted with the then current estimates of atomic nuclei cross sections, and 
since he was aware that electron’s can be emitted from nuclei (beta decay), hence the size didn’t make sense to him. 
But the original CEWL model paper shows that the Muon and Tau higher energy states of the electron have a 
much smaller size [10], and since the electron would most likely be in the form of a Muon while it still resides 
inside a neutron, Lorentz’s size estimate would not actually be the conflict he thought it to be. Lorentz’s rough 
estimate of s ize was not far from the Electron’s CEWL loop radius of 133.86 10−×  Meter. The CEWL model 
predicts that the Muon form of the electron would be about 207 times smaller than the electron [10], i.e. roughly 

151.86 10−×  Meter (much closer to what Lorentz was expecting). 
2) Two other distinguished physicists have suggested the same diameter as that of the CEWL model: Just before 

publishing the original paper, a book by Mac Gregor [19] was discovered, in which he had proposed a spherical 
model of exactly the same diameter as the CEWL model. Mac Gregor, (who studied under Uhlenbeck), suggests 
that a charge spins around the equator of this spherical model in order to produce the correct magnetic moment for 
an electron. The CEWL model differs in that it doesn’t use a spherical “scaffolding” to support the charge as it 
rotates since it has not been demonstrated what the spherical scaffolding would be made of or how it would form.  

Another paper [20], written in 1952 by the distinguished MIT professor emeritus Kerson Huang, has just come 
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to light as well. In his 1952 paper Professor Huang explores the same diameter within the context of quantum 
mechanical equations. Professor Huang uses the same diameter for the same reason, i.e. because it generates the 
correct magnetic moment for the electron, but his interpretation of the electron is different from the CEWL model 
in that by using the quantum mechanical approach, he does not address the internal structure of the electron itself, 
or what it might be made of, and suggests that the mysterious matter of the electron can be either physically lo-
calized or physically spread out over large regions of space depending on the measurement. The CEWL model by 
contrast addresses the internal structure of the electron itself and says that it is a charged electromagnetic wave 
internally. (See next section for a comparison to the quantum mechanical approach). 

3) A few years after Uhlenbeck’s and Goudsmit’s ground breaking spin paper, the famous physicist Dirac was 
able to derive an amazing 4 × 4 matrix version of quantum mechanics which included relativity corrections, and 
was able to show that both the g-factor of 2 as well as the Thomas correction of 2 could both be inferred as nec-
essary from his more advanced mathematical descriptions of the electron [21]. This is similar to the way that the 
speed o f l ight “ c” c an be i nferred f rom e ither M axwell’s e quations or E instein’s 2E mc=  equation). D irac 
however was working from a quantum-mechanical approach, which did not require presenting a physical model 
for the electron in the same way that Maxwell had put forth a rotating charge model of the photon in order to 
explain how Maxwell’s equations would generate the speed of light for a photon. The end result was that even 
decades after Uhlenbeck’s and Guoudsmit’s discovery of spin, the g-factor of 2 was still viewed as a mysterious 
mathematical necessity. As Einstein famously said towards the end of his life, “You know, it would be sufficient 
to really understand the electron.” [19]. 

The CEWL model matches all known values for the electron, so it is compatible with the amazing equations of 
quantum mechanics, but it goes a step further by proposing an internal structure for the electron itself. Quantum 
mechanical equations were developed to fit the known spectral line data generated by quantum energy jumps of 
electrons as they transition between orbital levels within the ecosystems of atoms (electrons have characteristic 
wavelengths as they move through space, and because of this, only atomic orbits whose circumferences are integer 
values o f these w avelengths a re s table). The quantum energy jump equations address the energy l evel j umps 
within the ecosystem of an atom, but do not address the internal structure of the electron itself. Richard Feynman, 
one of the founders of QED theory, (one of the most advanced forms of quantum mechanics), lamented at the end 
of his 1985 book on QED that there i s no theory that explains the masses of  particles [3]. Other versions of 
quantum mechanics are also silent on what the internal structure of the electron might be. The CEWL model by 
contrast addresses the internal structure of the electron itself, showing it to be an electromagnetic wave internally, 
just like the photon from which it originated (with the only difference between a fermion and a photon being that 
the magnetic field lines of a fermion can close back on themselves allowing a fermion to exist a rest). The elec-
tromagnetic wave nature of the CEWL model, in addition to showing why the g-factor must be 2, also shows how 
the rotating charge would add both a positive and negative speed of light component to the average velocity of a 
moving electron as predicted by Dirac [21], and also explains how the de Broglie wave nature of the electron can 
arise from the model [10]. (The de Broglie wave nature of the electron explains why quantum energy jumps are 
required within the ecosystem of atoms). 

4) The CEWL model addresses the previously mysterious g-factor of 2 needed to make quantum mechanical 
equations fit reality, but how does this fit with the mysterious Pauli’s exclusion principle of quantum mechanics? 
And is it compatible with the mysterious “superposition of spin” demonstrated by the Stern Gerlach experiment 
[22]? Here’s a quick and easy trick to show how everything fits together: Take two magnetic compasses as shown 
in Figure 4 “before” and then put one on top of the other as shown in Figure 4 “after”. Voila! One has spin up and 
the other has spin down! This is the nature of Pauli’s exclusion principle. Within the “ecosystem” of an atom, pairs 
of electrons within the same orbit interact with each other such that their magnetic field lines are minimized in the 
same way that the two compasses have done. This is a lower energy state than having both electrons “spin” in the 
same direction.  

The heavier neutrons and protons of the nuclei have magnetic moments too, they are just much heavier than an 
electron. Imagine strapping a pound of lead to the needle of one of the compasses (assuming the heavy compass 
could still rotate freely); the two compasses would still align themselves as before, except that the lighter “electron” 
would respond to a magnetic field quicker than the heavy “nuclei”. In any atom, the first electron in any orbital 
pair would align itself with the nuclei, and the second would align itself with the first, and each successive electron 
pair in an atomic “ecosystem” would do likewise. The Stern-Gerlach experiment consisted of shooting randomly 
oriented silver atoms (which have one unpaired electron in the outer shell) through a strong magnet [22]. The  



D. Bowen 
 

 
1207 

   
Figure 4. “Before” two isolated electrons. “After” electrons form pairs of one “Up” and one “Down”.                                          
 
result was that the stream of silver atoms split into two streams and this result was used to demonstrate that elec-
trons exist in a “superposition”. “Superposition” implies something mystical about an electron, but it’s not really 
that m ysterious; what was really h appening w as t hat t he heavy nuclei d idn’t h ave t ime t o r eact while g oing 
through the magnet, but the unpaired electron did. If the heavier nuclei were already somewhat aligned with the 
magnet, the electron flipped out of its normal state opposing the nuclei spin, and into a spin state closer to that of 
the nuclei (adding to the total magnetic moment). If on the other hand the nuclei happened to already be aligned 
somewhat opposite to the magnet, then the final orientation of the electron subtracted from the nuclei magnetic 
moment. The net effect is two magnetic states (of the atomic ecosystem) depending on whether the electron now 
adds to, or subtracts from, the original nuclei magnetic moment after going through the magnet (an electron by 
itself would not show a two state “superposition” since it would simply rotate into full alignment with the magnet). 

5) The circular loop of the CEWL electron model is similar to the nature of an inductive loop antenna [23] in 
that t he ci rcumference around a  loop antenna must match the wavelength o f the received/transmitted el ectro-
magnetic radio wave photons. Likewise, the circumference of the CEWL model exactly matches the Compton 
wavelength of a photon of energy equal to that of an electron. (in the CEWL model, the electron has exactly the 
same nature as the electromagnetic photon that generated it, with the only difference being that the magnetic field 
lines have closed back on themselves allowing it to exist “at rest” rather than travel at the speed of light). Antenna 
theory subdivides electromagnetic interactions into 3 regions [24]; 1) The “Near Field” where electromagnetic 
oscillations are induced near the antenna, but leads to no net loss of energy from the antenna (all “virtual photon” 
energy is reabsorbed by the antenna), 2) The “Fresnel” intermediate region, and 3) The “Far Field” where photons 
fully form and can propagate away (leading to net energy loss f rom the antenna). The “virtual photons” (and 
virtual particles) that s tart to form near the electron but then get immediately reabsorbed is the basis for how 
Feynman an d Shwinger cal culated t he a nomalous m agnetic moment co rrection of 1.00116 for t he electron’s 
g-factor [3]. The ability of electrons, positrons and other forms of matter to induce oscillations in the vacuum of 
free space is what distinguishes modern quantum type physics from the previous more “classical” interpretations 
of physics, i.e. interactions of particles with a pure vacuum cannot be calculated as simply “one-way” interactions, 
but rather the energy fluctuations of all the virtual photons (and virtual particles) induced near matter must also be 
calculated, both for their effect back on the original particle as well as for their effect on nearby photons and matter 
[3]. 

By investigating the antenna nature of the CEWL model it may be possible to investigate, among other things, 
the directionality and polarity of the “virtual” photons of QED theory that are emitted (and immediately reab-
sorbed) i n t he vi cinity of  e lectrons. As s emiconductors shrink down t o s izes w here ever s maller numbers o f 
electrons are channelled through ever smaller channels, CEWL modelling of the antenna and spin characteristics 
at scales close to the CEWL size of the electron may provide insight into how to further reduce resistance losses in 
semiconductors. 

6) The electron’s g-factor of 2 represents the highest gyromagnetic moment of any form of matter and this is 
most likely connected to the fact that the electron is an indivisible unit of matter and a building block for other 
forms of matter [10]. When for example the neutron’s g-factor is represented as −3.826, this does not mean that the 
gyromagnetic moment of a neutron is 3.826 times higher than an electron, i.e. it just represents an offset to an 
arbitrary gyromagnetic ratio equation. The g-factor equation for the heavier neutron looks similar to the electron’s 
equation, except that instead of using the charge and mass of the electron (which would require a g-factor cor-
rection 3 orders of magnitude smaller than the electrons g-factor), it instead arbitrarily uses the mass of one proton, 

pm  (while still using the charge of one electron).  
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This same arbitrary equation: 
2 p

eg I
m

µ
 

=   
 

 [4]                                             (10) 

Is used for neutrons and protons and all nuclei “For simplicity and consistency” [4]. In the same way that the 
electron’s g-factor gives a clue to its internal structure, the various g-factors of other nuclear components can most 
likely be investigated for information on how their internal building blocks are arranged.  

5. Conclusions 
By looking at how Feynman derived the electron’s gyromagnetic ratio in equation #2 from his equation #1, it is 
easy to see that when investigating an electron’s orbit around an atom, where both all the mass and all the charge 
of the electron orbit at  the same radius around the atom, the bare g-factor must be exactly 1,  so i t has been a 
mystery why a bare g-factor of 2 is needed to make quantum mechanical equations fit reality. This paper shows 
that if a simple Charged-Electromagnetic-Wave-Loop (CEWL) model is used for the electron itself, whereby the 
electron maintains the same electromagnetic characteristics as the photon from which it originated, then it follows 
that only half of the electron’s mass contributes to the angular momentum inside the electron. This is due to the 
fact that the magnetic field lines inside the electron are perpendicular to the direction of the charge rotation in-
ternally (see Figure 3), and hence the magnetic energy half of the mass cannot add to the angular momentum 
inside the electron, which leads to the conclusion that the angular momentum inside the electron is exactly half of 
what it would be if the entire electromagnetic energy contributed to angular momentum (see Equations (6)-(8) and 
reference [16]). This shows that inside the electron itself, the angular momentum as used by Feynman in Equation 
(2) would now need to take the value of L/2 instead of L, leading to a necessary correction to the other side of 
Feynman’s equation by increasing the g-factor to 2eg =  instead of 1 in order to keep the two halves of the 
equation equal. This explains the mystery of why quantum mechanical equations require an electron to have a bare 
g-factor of 2 rather than 1 in order to fit reality. 

The CEWL model, in addition to explaining why a bare g-factor of 2 is needed for calculations involving the 
electron’s internal spin, also explains all other known values for the electron as well as showing how electron- 
positron pairs can form from high energy photons. 
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Abstract 
This paper posits that we are living in a computer simulation to simulate physical reality which 
has the same computer simulation process as virtual reality (computer-simulated reality). The 
computer simulation process involves the digital representation of data, the mathematical com-
putation of the digitized data in geometric formation and transformation in space-time, and the 
selective retention of events in a narrative. Conventional physics cannot explain physical reality 
clearly, while computer-simulated physics can explain physical reality clearly by using the com-
puter simulation process consisting of the digital representation component, the mathematical 
computation component, and the selective retention component. For the digital representation 
component, the three intrinsic data (properties) are rest mass-kinetic energy, electric charge, and 
spin which are represented by the digital space structure, the digital spin, and the digital electric 
charge, respectively. The digital representations of rest mass and kinetic energy are 1 as attach-
ment space for the space of matter and 0 as detachment space for the zero-space of matter, re-
spectively, to explain the Higgs field, the reverse Higgs field, quantum mechanics, special relativity, 
force fields, dark matter, and baryonic matter. The digital representations of the exclusive and the 
inclusive occupations of positions are 1/2 spin fermion and integer spin boson, respectively, to 
explain spatial translation by supersymmetry transformation and dark energy. The digital repre-
sentations of the allowance and the disallowance of irreversible kinetic energy are integral elec-
tric charges and fractional electric charges, respectively, to explain the confinements of quarks 
and quasiparticles. For the mathematical computation component, the mathematical computation 
involves the reversible multiverse and oscillating M-theory as oscillating membrane-string-par- 
ticle whose space-time dimension (D) number oscillates between 11D and 10D and between 10D 
and 4D to explain cosmology. For the selective retention component, gravity, the strong force, 
electromagnetism, and the weak force are the retained events during the reversible four-stage 
evolution of our universe, and are unified by the common narrative of the evolution. 
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1. Introduction 
In t he s imulation hypothesis by Nick Bostrom [1], physical r eality is  actually a  computer s imulation. We are 
living in a computer simulation which is derived from the mathematical computation based on the fundamental 
laws of physics. In the future, the computer will be powerful enough to compute all details in physical reality, 
and will create a co mputer-simulated world. Currently, it is  possible to simulate virtual reality by digital com-
puter. Virtual r eality i s digital computer-simulated reality. Virtual reality is  used in  f light simulation to train 
people to  b e pilots. The model o f th e typical d igital c omputer is  o ften called the von Neumann computer as 
Figure 1. 

In a digital computer, input data from the input unit are converted into digitized data. For the computer simu-
lation process for virtual reality, the computation section of the Central Process Unit (CPU) computes digitized 
data in geometric formation and transformation in space-time, while the control section of the CPU handles the 
logistics o f d igitized d ata. Selective d igitized d ata ar e r etained i n memory. The co mputed d igitized d ata ar e 
converted into data which appear as output data in the output unit. As a result, the computer simulation process 
for virtual reality involves the three components consisting of the digital representation component, the mathe-
matical computation component, and the selective retention component. In the digital representation component, 
data are represented by digital representations. Both data and digital representations of data exist. The mathe-
matical computation component computes digitized data in geometric formation a nd transformation in space- 
time. The s elective retention component retains s electively ev ents i n a narrative. There is n o lo gical r elation 
among all retained events. The retained events are unified by the common narrative. 

This paper posits that we are living in a computer simulation to simulate physical reality which has the same 
computer simulation process as virtual reality (computer-simulated reality). Both computer simulation processes 
for physical reality and virtual reality involve the digital representation of data, the mathematical computation of 
the digitized data in geometric formation and transformation in space-time, and the selective retention of events 
in a narrative. For the digital representation component of physical reality, the three intrinsic data (properties) 
are rest mass-kinetic energy, electric charge, and spin which are represented by the digital space structure [2]-[4], 
the digital spin, and the digital el ectric charge [5], respectively. As described previously for the digital space 
structure [2]-[4], the digital representations of rest mass and kinetic energy are 1 as attachment space for the 
space of matter and 0 as detachment space for the zero-space of matter, respectively. In the digital space struc-
ture, attachment space attaches to matter permanently or reversibly. Detachment space detaches from the object 
at the speed of l ight. Attachment space relates to rest mass and reversible movement, while detachment space 
relates to irreversible kinetic energy. Attachment space and detachment space are the origins of the Higgs field 
and the reverse Higgs field, respectively. The combination of n units of attachment space as 1 and n units of de-
tachment space as 0 brings about the three digital structures: binary partition space (1)n(0)n, miscible space (1 + 
0)n, and binary lattice space (1 0)n to account for quantum mechanics, special relativity, and the force fields, re-
spectively. The digital representations of the exclusive and the inclusive occupations o f positions are 1/2 spin 
fermion and integer spin boson, respectively. Fermions, such as electrons and protons, follow the Pauli exclu-
sion principle which excludes fermions of the same quantum-mechanical state from being in the same position. 
Bosons, such as photons or helium atoms, follow the Bose-Einstein statistics which allows bosons of the same 
quantum-mechanical state being in the same position. The exclusion-inclusion brings about spatial translation by 
the supersymmetry transformations between fermion and boson. As described previously for the digital electric  

 

 
Figure 1. The model of the typical digital computer.                                                                    
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charge [5], the digital repre-sentations of the allowance and the disallowance of irreversible kinetic energy are 
integral electric charges and fractional electric charges, respectively. Quarks in hadrons and quasiparticles in the 
Fractional Quantum Hall Effect (FQHE) have fractional electric charges whose irreversible movement caused 
by irreversible kinetic energy is restricted within hadrons and within the confinement of two-dimensional sys-
tems, respectively. 

For the mathematical computation of physical reality, the mathematical computation involves geometric for-
mation and transformation in space-time, and as described before [3] [4], physical reality involves oscillating M- 
theory instead of conventional fixed M-theory. In oscillating M-theory as oscillating membrane-string-particle, 
space-time d imension (D) number o scillates be tween 11D and 10D and between 10D and 4D. Space-time d i-
mension number between 10 and 4 decreases with decreasing speed of light, decreasing vacuum energy, and in-
creasing rest mass.  

The selective retention component for physical reality is narrative. For physical reality, the unification of the 
four force fields (gravity, the strong force, electromagnetism, and the weak force) based on a symmetry group has 
not been successful. There is no logical relation among the four force fields. In the computer simulation process 
for virtual reality, it is possible to retain events at different times in a narrative in such way that different events are 
unified by the common narrative. As described before [6]-[9], the four force fields in our universe are the retained 
events during the four-stage evolution of our universe, and are unified by the common narrative of the evolution.  

Conventional physics cannot explain the reality o f quantum mechanics easily. Conventional physics cannot 
explain the origins of the confinement of quarks and the fractional charges of quasiparticles. The geometry in 
conventional physics is fixed M-theory which has no experimental proof. Conventional physics cannot unify the 
four force fields. Conventional physics cannot explain physical reality clearly, while computer-simulated phys-
ics can explain physical reality clearly [4] [5] by using the computer simulation process consisting of the digital 
representation co mponent, t he m athematical co mputation component, an d t he s elective r etention co mponent. 
We are living in a computer simulation. 

Section 2 describes the mathematic computation component for oscillating M-theory. Section 3 explains the 
digital representation component consisting of the digital space structure, the digital spin, and the digital electric 
charge. Section 4 describes the narrative of the evolution of our universe to unify the four force fields.  

2. The Mathematical Computation Component 
The g eometry i n th e mathematic c omputation c omponent for th e c omputer s imulation process is  o scillating 
M-theory. M-theory with e leven-dimensional membrane i s an extension o f s tring theory with t en-dimensional 
string, in contrast to the observed 4D. In conventional M-theory, space-time dimensional number (D) is fixed. As 
a result, the observed 4D results from the the compactization of the extra space dimensions in 11D M-theory, 
However, there is no experimental proof for compactized extra space dimensions, and there are numerous ways 
for the compactization of the extra space dimensions [10]. As described before [3] [4], the geometry for the ma-
thematical computation is oscillating M-theory derived from oscillating membrane-string-particle whose space-time 
dimension number oscillates between 11D and 10D and between 10D and 4D dimension by dimension reversibly. 
There is no compactization. Matters in oscillating M-theory include 11D membrane (211) as membrane (denoted 
as 2 for 2 space dimensions) in 11D, 10D string (110) as string (denoted as 1 for 1 space dimension) in 10D, and 
variable D particle (04 to 11) as particle (denoted as 0 for 0 space dimension) in 4D to 11D.  

As d escribed pr eviously [3] [4], the Q VSL ( quantum va rying s peed of l ight) t ransformation t ransforms b oth 
space-time dimension number (D) and mass dimension number (d). In the QVSL transformation, the decrease in the 
speed of light leads to the decrease in space-time dimension number and the increase of mass in terms of increasing 
mass dimension number from 4 to 10, 

D 4
D ,c c α −=                                        (1a) 

( )( )2 D 42
0E M c α −= ⋅                                    (1b) 

( )( )2 d 4 2
0 .M cα −= ⋅                                    (1c) 

2
D D ,n

nc c α−=                                       (1d) 
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2
0,D,d 0,D ,d ,n

n nM M α− +=                                   (1e) 

( ) ( )QVSLD, d D , dn n→ ±                                (1f) 

2
vacuum,D 0,D ,E E M c= −                                   (1g) 

where cD is the quantized varying speed of light in space-time dimension number, D, from 4 to 10, c is the observed 
speed of light in the 4D space-time, α is the fine structure constant for electromagnetism, E is energy, M0 is rest mass, 
D is the space-time dimension number from 4 to 10, d is the mass dimension number from 4 to 10, n is an integer, 
and Evacuum = vacuum energy. For example, in the QVSL transformation, a particle with 10D4d is transformed to a 
particle with 4D10d from Equation (1f). Calculated from Equation (1e), the rest mass of 4D10d is 1/α12 ≈ 13712 
times of  t he mass of  10D 4d. In t erms o f r est m ass, 1 0D s pace-time has 4d w ith th e l owest r est mass, a nd 4 D 
space-time has 10d with the highest rest mass. Rest mass decreases with increasing space-time dimension number. 
The decrease in rest mass means the increase in vacuum energy (Evacuum,D), so vacuum energy increases with in-
creasing space-time dimension number. The vacuum energy of 4D particle is zero from Equation (1g). The mass 
dimension number is limited from 4 to 10, because 4D is the minimum space-time, and 11D membrane and 10D 
string are equal in the speed of light, rest mass, and vacuum energy. Since the speed of light for > 4D particle is 
greater than the speed of light for 4D particle, the observation of > 4D superluminal particles by 4D particles vi-
olates casualty. Thus, > 4 D particles are hidden particles with respect to 4D particles. Particles with d ifferent 
space-time dimensions are transparent and oblivious to one another, and separate from one another if possible. 

As described p reviously [3] [4], an other p art o f t he m athematical co mputation co mponent i s t he r eversible 
multiverse. In the reversible multiverse, all physical laws and phenomena are permanently reversible, and tem-
porary irreversibility of entropy increase is allowed through reversibility breaking, symmetry violation, and low 
entropy b eginning. We liv e in th e universe with s uch te mporary ir reversible entropy increase. The reversible 
universe is shown in cosmology which is in Section 4. 

3. The Digital Representation Component 
In t he d igital r epresentation co mponent f or t he co mputer s imulation p rocess, d ata i n p hysical r eality ar e 
represented by digital representations. Both data and digital representations exist. In physical reality, the three 
intrinsic data (properties) are rest mass-kinetic energy, spin, and electric charge which have the three digital re-
presentations consisting of the digital space structure, the digital spin, and the digital electric charge for the in-
trinsic data (properties) of rest mass-kinetic energy, spin, and electric charge, respectively. 

3.1. Digital Space Structure 
The digital representations of rest mass and kinetic energy are 1 as attachment space for the space of matter and 0 
as detachment space for the zero-space of matter, respectively. In the digital space structure, attachment space 
attaches to matter permanently or reversibly. Detachment space detaches from the object at the speed of light. 
Attachment space relates to rest mass and reversible movement, while detachment space relates to irreversible 
kinetic energy. 

In co nventional p hysics, s pace d oes n ot co uple with p articles. In t he H iggs field, s pace i s t he passive z e-
ro-energy ground s tate space. Under spontaneous s ymmetry b reaking, the passive zero-energy ground state is 
converted into the active, permanent, and ubiquitous nonzero-energy Higgs field, which couples with massless 
particle to produce the transitional Higgs field-particle composite. Under spontaneous symmetry restoring, the 
transitional Higgs field-particle composite is converted into the massive particle with the longitudinal component 
on zero-energy ground state without the Higgs field as follows. 

[ ]

spontaneoussymmetry breaking

massless particle

spontaneoussymmetry restorin

zerro-energygroudstatespace nonzero-energyscalar Higgs field

the transitional nonzero-energy Higgs field-particlecomposite

→

→
g massive particle with the longitudinalcomponent

on zero-energygroundstatespace without the Higgs field
→

           (2) 

In conventional physics, the nonzero-energy scalar Higgs Field exists permanently in the universe. The problem 
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with s uch no nzero-energy f ield is  the cosmological co nstant p roblem from the huge g ravitational ef fect by t he 
nonzero-energy Higgs field in contrast to the observation [11].  

As described before [4], in the digital space structure, space as the zero-energy ground state space couples with 
particles, unlike passive space in conventional physics. Attachment space is the origin of the Higgs field. Under 
spontaneous symmetry breaking, attachment space as  the active zero-energy ground s tate space couples w ith 
massless p article to  f orm momentarily the tr ansitional n on-zero en ergy H iggs f ield-particle c omposite. The 
Higgs f ield is  m omentary a nd tr ansitional, a voiding the c osmological c onstant problem. Under s pontaneous 
symmetry r estoring, t he t ransitional nonzero-energy Higgs f ield-particle c omposite is  converted in to massive 
particle with the longitudinal component on zero-energy attachment space without the Higgs field as follows. 

[ ]

spontaneoussymmetry breaking

spontaneoussymmetry restoring

massless particle zero-energyattachment space
the transitional non-zeroenergy Higgs field-particlecomposite

massive particle with the lon

+ →

→ gitudinal
component on zero-energyattachment space without the Higgs field

              (3) 

Detachment space is the origin of the reverse Higgs field. Unlike the conventional model, detachment space 
actively couples to massive particle. Under spontaneous symmetry breaking, the coupling of massive particle to 
zero-energy detachment space produces the transitional nonzero-energy reverse Higgs field-particle composite 
which u nder s pontaneous symmetry r estoring p roduces massless p article o n zer o-energy d etachment s pace 
without the longitudinal component without the reverse Higgs field as follows. 

[ ]

spontaneoussymmetry breaking

spontaneoussymmetry restoring

massive particle zero-energy detachment space
the transitional nonzero-energy reverse Higgs field-particlecomposite

massless particle wit

+ →

→ hout the longitudinal
component on zero-energy detachment space without the reverse Higgs field

              (4) 

For the electroweak interaction in the Standard model where the electromagnetic interaction and the weak in-
teraction are combined into one symmetry group, under spontaneous symmetry breaking, the coupling of the 
massless weak W, weak Z, and electromagnetic A (photon) bosons to zero-energy at tachment space produces 
the transitional nonzero-energy Higgs fields-bosons composites which under partial spontaneous symmetry res-
toring pr oduce massive W  a nd Z bos ons on zer o-energy a ttachment space with t he l ongitudinal c omponent 
without the Higgs field, massless A (photon), and massive Higgs boson as follows. 

[ ]spontaneoussymmetry breaking

massless WZ zero-energy WZattachment space massless A zero-energy A attachment space A

the transitional nonzero-energy WZHiggs field -WZcomposite

nonzero-energy A Higgs field -A comp

+ + +

→

+[ ] partialspontaneoussymmetry restoringosite
massive WZ with the longitudinalcomponent on attachment space without the Higgs field

massless A the nonzeroenergy massive Higgs boson

→

+ +

    (5) 

From the periodic table of elementary particles, the theoretical calculated mass of the Higgs boson is 128.8 
GeV in good agreements with the observed 125 or 126 GeV [12]. In terms of mathematical expression, the con-
ventional permanent Higgs f ield model and the posited transitional Higgs field model are identical. The inter-
pretations of the mathematical expression are different for the permanent Higgs field model and the transitional 
Higgs field model. The transitional Higgs field model avoids the cosmological problem in the permanent Higgs 
field model. 

As shown in Section 4, our universe is the dual asymmetrical positive-energy-negative-energy universe where the 
positive-energy universe on attachment space absorbed the interuniversal void on detachment space to result in the 
combination of attachment space and detachment space, and the negative-energy universe did not absorb the interu-
niversal void. The combination of n units of attachment space as 1 and n units of detachment space as 0 brings about 
three different digital space structures: binary partition space, miscible space, or binary lattice space as below. 

( ) ( ) ( ) ( ) ( ) ( )combination1 0 1 0 , 1 0 , or 1 0

attachment space, detachment space, binary partition space,miscible space, binary lattice space
n n n n n n+ → +

    (6) 
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Binary partition space, (1)n(0)n, consists of two separated continuous phases of multiple quantized units of at-
tachment space and detachment space. In miscible space, (1 + 0)n, attachment space is miscible to detachment 
space, and there is no separation of attachment space and detachment space. Binary lattice space, (1 0)n, consists 
of repetitive units of alternative attachment space and detachment space. In conventional physics, space does not 
couple with particles, and does not contain detailed structure. In the digital space structure, space couples with 
particles, and contains the three different digital structures. 

Binary p artition space (1)n(0)n can b e described by the u ncertainty p rinciple. The uncertainty p rinciple for 
quantum mechanics is expressed as follows.   

2x pσ σ ≥
                                         (7) 

The position, x, and momentum, p, of a particle cannot be simultaneously measured with arbitrarily high pre-
cision. The uncertainty principle requires every physical system to have a zero-point energy (non-zero minimum 
momentum) and to have a non-zero minimum wavelength as the Planck length. In terms of the space structure, 
detachment space relating to kinetic energy as momentum is σp, and attachment space relating to space (wave-
length) for a particle is σx. In binary partition space, neither detachment space nor attachment space is zero in the 
uncertainty principle, and detachment space is inversely proportional to attachment space. Quantum mechanics 
for a particle follows the uncertainty principle defined by binary partition space. Binary partition space (1)n(0)n 
can also be described by the Schrodinger in quantum mechanics where total energy equals to kinetic energy re-
lated to (0)n plus potential energy related to (1)n. In binary partition space, an entity is both in constant motion as 
standing wave for detachment space and in stationary s tate as a  particle for a ttachment space, resulting in the 
wave-particle duality. 

Detachment space contains no matter that transmits information. Without transmitting information, detach-
ment space is outside of the realm of causality. Without causality, distance (space) and time do not matter to de-
tachment space, resulting in non-localizable and non-countable space-time. The requirement for the system (bi-
nary lattice space) containing non-localizable and non-countable detachment space is the absence of net infor-
mation by any change in the space-time of detachment space. All changes have to be coordinated to result in 
zero n et in formation. This c oordinated n on-localized b inary l attice s pace co rresponds t o n ilpotent s pace. A ll 
changes in energy, momentum, mass, time, space have to result in zero [13]. The non-local property of binary 
lattice space for wave function provides the violation of Bell inequalities [14] in quantum mechanics in terms of 
faster-than-light i nfluence a nd i ndefinite pr operty be fore m easurement. T he non-locality i n B ell inequalities 
does not result in net new information. Binary partition space explains the nonlocal pilot-wave theory (Bohmian 
mechanics) where the trajectories of particles are nonlocal and fully determined by the pilot wave [15]. 

In binary partition space, for every detachment space, there is its co rresponding ad jacent attachment s pace. 
Thus, no part of the mass-energy can be irreversibly separated from binary partition space, and no part of a dif-
ferent mass-energy can be incorporated in binary partition space. Binary partition space represents coherence as 
wavefunction. Binary partition space is for coherent system. Any destruction of the coherence by the addition of a 
different mass-energy to the mass-energy causes the collapse of binary partition space into miscible space. The 
collapse is a phase transition from binary partition space to miscible space.   

( ) ( ) ( )collapse0 1 0 1

binary partition space miscible space
nn n → +

                          (8) 

Another way to convert binary partition space into miscible space is gravity. Penrose [16] pointed out that the 
gravity of a small object is not strong enough to pull different states into one location. On the other hand, the 
gravity of large object pulls different quantum states into one location to become miscible space. Therefore, a 
small object without outside interference is always in binary partition space, while a large object is never in bi-
nary partition space.  

The information in miscible space is contributed by the miscible combination of both at tachment space and 
detachment space, so information can no longer be non-localized. Any value in miscible space is definite. All 
observations in terms of measurements bring about the collapse of wavefunction, resulting in miscible space that 
leads to eigenvalue as definite quantized value. Such collapse corresponds to the appearance of eigenvalue, E, 
by a measurement operator, H, on a wavefunction, Ψ. 
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H EΨ = Ψ                                         (9) 
In miscible space, attachment space is miscible to detachment space, and there is no separation of attachment 

space and detachment space. In miscible space, attachment space contributes zero speed, while detachment space 
contributes the speed of light. For a moving massive particle consisting of a rest massive part and a massless part, the 
massive part with rest mass, m0, is in attachment space, and the massless part with kinetic energy, K, is adjacent to 
detachment space. The combination of the massive part in attachment space and massless part in detachment leads to 
the propagation speed in between zero and the speed of light. To maintain the speed of light constant for a moving 
particle, the time (t) in moving particle has to be dilated, and the length (L) has to be contracted relative to the rest 
frame.   

2 2
0 0

0

2 2
0 0

1 ,
,

t t c t
L L

E K m c m c

υ γ
γ

γ

= − =

=

= + =

                                 (10) 

where ( )1 22 21 1 v cγ = −  is the Lorentz factor for time dilation, and length contraction, E is the total energy, and  

K is the kinetic energy. 
Bounias and Krasnoholovets [17] propose that the reduction of dimension can be done by slicing dimension, such 

as slicing 3 space dimension object (block) into infinite uni ts o f 2 space d imension objects (sheets). As shown in 
Section 4, the positive-energy 10D4d particle universe as our observable universe with high vacuum energy was 
transformed into the 4D10d universe with zero vacuum energy at once, resulting in the inflation. During the Big 
Bang following the inflation, the 10d (mass dimension) particle in attachment space denoted as 1 was sliced by de-
tachment space denoted as 0. For example, the slicing of 10d particle into 4d particle is as follows.  

( )
10

slicing
10 4 4 4 ,d

d 5
1 1 0 1

10d particle 4d core particle binary lattice space

n
=

→ ∑                    (11) 

where 110 is 10d particle, 14 is 4d particle, d is the mass dimension number of the dimension to be sliced, n as the 
number of slices for each dimension, and (04 14)n is binary lattice space with repetitive units of alternative 4d at-
tachment space and 4d detachment space. For 4d particle starting from 10d particle, the mass dimension number 
of the dimension to be sliced is from d = 5 to d = 10. Each mass dimension is sliced into infinite quantized units 
(n = ∞) of binary lattice space, (04 14)∞. For 4d particle, the 4d core particle is surrounded by 6 types (from d = 5 
to d = 10) of infinite quantized units of binary lattice space. Such infinite quantized units of binary lattice space 
represent the infinite units (n = ∞) of separate virtual orbitals in a gauge force field, while the dimension to be 
sliced is “dimensional orbital” (DO), representing a t ype of gauge force field. The mass-energy in each dimen-
sional orbital increases with the number of dimension number, and the lowest dimension orbital with d = 5 has 
the lowest mass-energy [9] [18]. 10d particle was sliced into six d ifferent particles: 9d , 8d, 7d , 6d , 5d, and 4d 
equally by mass. Baryonic matter is 4d, while dark matter consists of the other five types of particles (9d, 8d, 7d, 
6d, and 5d).  

( ) ( )

the inflation the Big Bang10D4d 4D10d
baryonic matter( 4D4d dark matter 4D5d, 4D6d, 4D7d, 4D8d, 4D9d kinetic energy

→ →

+ +
     (12) 

The mass ratio of dark matter to baryonic matter is 5 to 1. At 72.8% dark energy, the calculated values for 
baryonic matter and dark matter (with the 1:5 ratio) are 4.53% (= (100 – 72.8)/6) and 22.7% (= 4.53 × 5), re-
spectively, in excellent agreement with observed 4.56% and 22.7%, respectively [9] [19] [20]. The dimensional 
orbitals of baryonic matter provide the base for the periodic table of elementary particles to calculate accurately 
the masses o f al l elementary p articles, in cluding q uarks, leptons, gauge bos ons, t he Higgs bos on, a nd t he 
knees-ankles-toe in cosmic rays [12] [18] [21]. The calculated masses of all elementary particles are in good 
agreement with the observed values. For examples, the calculated mass of top quark and the Higgs boson are 
176.5 GeV and 128.8 GeV in good agreement with the observed 173.34 GeV and 125 or 126 GeV, respectively. 

As shown in the periodic table of elementary particles described previously [18], the lowest dimensional or-
bital is for electromagnetism. Baryonic matter with maximum number of gauge force fields (dimensional orbit-
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als) is the only one with the lowest dimensional orbital for electromagnetism. With higher dimensional orbitals, 
dark matter does not have this lowest dimensional orbital [6] [18]. Without electromagnetism, dark matter cannot 
emit light, and is incompatible to baryonic matter with electromagnetism, like the incompatibility between oil and 
water. Derived from the incompatibility between dark matter and baryonic matter, the modified interfacial gravity 
(MIG) b etween h omogeneous b aryonic m atter r egion an d h omogeneous dark m atter region t o separate b aryonic 
matter region and dark matter region explains ga laxy evolution and uni fies the CDM (Cold Dark Matter) model, 
MOG (Modified Gravity), and MOND (Modified Newtonian Dynamics) [22] [23]. The digital space structure based 
on the combination of binary partition space and binary lattice space explains superconductivity [24] and superstar 
without singularity to replace black hole with singularity [25] [26]. Singularity is permanently irreversible by 
losing information permanently, forbidden in the reversible multiverse. 

3.2. The Digital Spin 
The digital representations of the exclusive and the inclusive occupations of positions are 1/2 spin fermion and 
integer spin boson, respectively. Fermions, such as electrons and protons, follow the Pauli exclusion principle 
which excludes fermions of the same quantum-mechanical state from being in the same position. Bosons, such as 
photons or  h elium a toms, follow t he B ose-Einstein s tatistics which a llows bos ons of  t he s ame q uantum-me- 
chanical state being in the same position. As a result, the digital representations of the exclusive and the inclusive 
occupations of positions are 1/2 spin fermion and integer spin boson, respectively. The symmetry between fer-
mion and boson is supersymmetry. Two supersymmetry transformations from boson to fermion and from fermion 
to boson yield a spatial translation. In physical reality, supersymmetry is varying supersymmetry [3] [4]. In va-
rying supersymmetry, the repetitive transformation between fermion and boson brings about a spatial translation 
and the transformation into the adjacent mass dimension number. Varying supersymmetry transformation is one 
of the two steps in transformation involving the oscillation between 10D particle and 4D particle. The transfor-
mation during the oscillation between 10D particle and 4D particle involves the stepwise two-step transformation 
consisting of the QVSL transformation and the varying supersymmetry transformation. As described in Section 2, 
the QVSL transformation involves the t ransformation o f space-time d imension, D whose mass increases with 
decreasing D for the decrease in vacuum energy. The varying supersymmetry transformation involves the trans-
formation of the mass dimension number, d whose mass decreases with decreasing d for the fractionalization of 
particle, as follows. 

( ) ( )

( )

QVSL

varying supersymmetry

stepwise two-step varying transformation

(1)   D, d D 1 , d 1

(2)   D, d D, d 1

←→ ±

←→ ±

                              (13) 

The repetitive stepwise two-step transformation between 10D4d and 4D4d as follows. 
10D4d 9D5d 9D4d 8D5d 4D5d 4D4d↔ ↔ ↔ ↔ ↔ ↔                      (14) 

In this two-step transformation, the transformation from 10D4d to 9D5d involves the QVSL transformation as 
in Equation (1d). Calculated from Equation (1e), the mass of 9D5d is 1/α2 ≈ 1372 times of the mass of 10D4d. 
The transformation of 9D5d to 9D4d involves the varying supersymmetry transformation. In the normal super-
symmetry transformation, the repeated application of the fermion-boson supersymmetry transformation carries 
over a boson (or fermion) from one point to the same boson (or fermion) at another point at the same mass. In 
the varying s upersymmetry t ransformation, the repeated application of the fermion-boson supersymmetry trans-
formation carries over a boson from one point to the boson at another point at different mass dimension number in 
the same space-time number. The repeated varying supersymmetry t ransformation car ries over a boson B d into a  
fermion Fd and a fermion Fd to a boson Bd−1, which can be expressed as follows 

d,F d,B d,B ,M M α=                                       (15a) 

d 1,B d,F d,F ,M M α− =                                      (15b) 

where Md, B and Md,F are the masses for a boson and a fermion, respectively, d is the mass dimension number, and 
αd,B or αd,F is the fine structure constant that is the ratio between the masses of a b oson and its fermionic partner. 
Assuming α’s are the same, it can be expressed as  
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2
d,B d 1,B d 1M M α+ += .                                   (15c) 

The mass of 9D4d is α2 ≈ (1/137)2 times of the mass of 9D5d through the varying supersymmetry transforma-
tion. The transformation from a higher mass dimensional particle to the adjacent lower mass dimensional particle 
is the fractionalization of the higher dimensional particle to the many lower dimensional particles in such way that 
the number of lower dimensional particles becomes 

( )22
d 1 d 137dN N Nα− = ≈                                (15d) 

The fractionalization also applies to D for 10D4d to 9D4d, so 
2

D 1 DN N α− =                                      (15e) 

Since the supersymmetry transformation involves translation, this stepwise varying supersymmetry transfor-
mation leads to a translational fractionalization, resulting in the cosmic expansion. Afterward, the QVSL trans-
formation transforms 9D4d into 8D5d with a higher mass. The two-step transformation repeats until 4D4d, and 
then reverses stepwise back to 10D4d for the cosmic contraction. The oscillation between 10D and 4D results in 
the reversible cyclic fractionalization-contraction for the reversible cyclic expansion-contraction of the universe 
which does not involve irreversible kinetic energy.  

3.3. The Digital Electric Charge 
As described before [5], the digital representations of the allowance and the disallowance of irreversible kinetic 
energy are integral electric charges and fractional electric charges, respectively. Individual integral charge with 
irreversible kinetic energy to cause irreversible movement is allowed, while individual fractional charge with ir-
reversible kinetic energy is disallowed. The disallowance of irreversible kinetic energy for individual fractional 
charge brings about the confinement o f individual fractional charges to restrict the irreversible movement re-
sulted from kinetic energy. Collective fractional charges are confined by the short-distance confinement force 
field where the sum of the co llective fractional charges is integer. As a r esult, fractional charges are confined 
and collective. The confinement force field includes gluons in QCD (quantum chromodynamics) for collective 
fractional charge quarks in hadrons and the magnetic flux quanta for collective fractional charge quasiparticles 
in the fractional quantum Hall effect (FQHE) [27]-[29].  

The co llectivity o f f ractional ch arges r equires t he at tachment o f en ergy as  f lux q uanta t o bind f ractional 
charges. As a result, the integer-fraction transformation from integral charges to fractional charges involves the 
integer-fraction transformation to incorporate flux quanta similar to the composite fermion theory for the FQHE 
[30] [31]. There are two steps in the composite fermion theory for the FQHE. The first step is the formation of 
composite fermion b y the at tachment o f an even number of magnetic flux quanta to el ectron. Composite fer-
mions in the Landau levels are the “true particles” to produce the FQHE, while electrons in the Landau level are 
the true particles to produce the integral quantum Hall effect (IQHE). The IQHE is a manifestation of the Lan-
dau level quantization of the electron kinetic energy. The second step is the conversion of integral charges to 
fractional charges in the collective mode of composite fermions. The IQHE in the collective mode of composite 
fermions is the FQHE as expressed by the filling factors υ’s related to electric charges. 

even numbers of magnetic flux quanta

*

*

*

the composite fermion theory
the first step :

electrons composite fermions
thesecondstep for thecollective modeof composite fermions :

for the IQHE

for the FQHE
2 12 1

m
m

mnn

ν

νν
ν

→

=

= =
±±

* 1for 1, for the Laughlin wavefunction of the FQHE
2 1n

ν ν= =
+

                   (16) 

where m and n are integers, and υ and υ* are the filling factors for electrons and composite fermions, respective-
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ly in the Landau levels. The composite fermion theory is used to compute precisely a number of measurable 
quantities, such as the excitation gaps and exciton d ispersions, the phase d iagram of composite fermions with 
spin, the composite fermion mass, etc. 

The integer-fraction transformation from integral charges to fractional charges consists of the three steps: 1) 
the a ttachment o f a n e ven number o f flux q uanta t o i ndividual i ntegral c harge f ermions t o f orm individual 
integral charge composite fermions, 2 ) the a ttachment o f an odd n umber of  flux quanta to individual integral 
charge composite fermions to form transitional collective integral charge composite bosons, and 3) the conver-
sion of flux quanta into the confinement force field to confine collective fractional charge composite fermions 
converted from composite bosons. The first s tep of the integer-fraction transformation from integral charge to  
fractional charge is same as the first step in the composite fermion theory. The first step is the attachment of an 
even number of flux quanta to individual integral charge fermions to form individual integral charge composite 
fermions [28]. Flux quanta are the elementary units which interact with a system of integral charge fermions. 
The attachment of flux quanta to the fermions transforms them to composite particles. The attached flux quanta 
change the character of the composite particles from fermions to bosons and back to fermions. Composite par-
ticles can be either fermions or bosons, depending on the number of  attached flux quanta. A fermion with an 
even number of flux quanta becomes a composite fermion, while a fermion with an odd number of flux quanta 
becomes a composite boson. Fermions, such as electrons and protons, follow the Pauli exclusion principle which 
excludes fermions of the same quantum-mechanical state from being in the same position. Bosons, such as pho-
tons or helium atoms, follow the Bose-Einstein statistics which allows bosons of the same quantum-mechanical 
state being in the same position. As a result, fermions are individualistic, while bosons are collectivistic. Com-
posite fermions are individualistic, while composite bosons are collectivistic. In the first step, the attachment of 
an ev en n umber o f f lux q uanta t o each  i ntegral ch arge f ermion p rovides t hese f ermions i ndividual i ntegral 
charge composite fermions which follow the Pauli exclusion principle. 

The second step involves the traditional composite bosons. The second step explains the origin of 1/(2n + 1) 
in Equation (16) in the second step of the composite fermion theory which does not explain the origin of 1/(2n + 
1). The second step is the attachment of an odd number of flux quanta to individual integral charge composite 
fermions to form transitional collective integral charge composite bosons [28]. Individual integral charge com-
posite fermions with an odd number (2n + 1) of flux quanta provide collective integral charge composite bosons 
which allow bosons of the same quantum-mechanical state being in the same position. The collective integral 
charge composite bosons allow the connection of collective flux quanta from collective integral charge compo-
site bosons. Each flux quantum represents an energy level. In individual integral charge composited fermions, 
the degenerate energy levels are separated. In collective integral charge composite bosons, the 2n +1 degenerate 
energy levels are connected into 2n + 1 sites in the same energy level.  

The third step is the conversion of collective flux quanta into the confinement force field to confine collective 
fractional charge composite fermions converted from the collective integral charge composite bosons. In collec-
tive fractional charge fermions, each site in the same energy level has ±1/(2n + 1) fractional charge.   

1fractional charge per site in the same energy level
2 1n
±

=
+

                     (17) 

Fractional charges are the integer multiples of ±1/(2n + 1) fractional charge to explain the origin of 1/(2n +1) 
in Equation (16) for the composite fermion theory. The products in the third step also include individual integral 
charge fermions to conserve electric charge. The sum of all collective fractional charges and individual integral 
charges i s i nteger. The i nteger-fraction t ransformation f rom i ndividual i ntegral c harge fermions to  c ollective 
fractional charge fermions is as follows.  

even number of flux quanta

odd number of flux quanta

confinement force field

individual ICfermions individual IC composite fermions

tramsitional collective IC composite bosons

collective FC compos

→

→

→ ite fermions individual IC fermions+

            (18) 

where IC is integral charge and FC is fractional charge. From the integer-fraction transformation from integral 
charge electrons to fractional charge quarks, the calculated masses of pion, muon and constituent quarks are in 
excellent agreement with the observed values [5]. 
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4. The Selective Retention Component 
The selective retention component retains selectively events in a narrative. The retained events are unified by the 
common narrative. The narrative of physical reality is the four-stage evolution of our cyclic dual universe. The 
four force fields are unified by the four-stage evolution. For the narrative of our universe, our universe is in the 
reversible multiverse where all physical laws and phenomena are permanently reversible, and temporary irrever-
sibility of entropy increase is allowed through reversibility breaking, symmetry violation, and low entropy be-
ginning. The multiverse has been studied extensively. For example, Brian Greene [32] described the nine types 
of the multiverse which produce complicated collections of universes. The reversible multiverse model is a sim-
ple and neat version of the multiverse to exclude all permanently irreversible phenomena and physical laws. One 
irreversible phenomenon which is not allowed is the collision of expanding universes. The collision of expand-
ing universes which have the inexhaustible resource of space-time to expand is permanently irreversible due to 
the impossibility to reverse the collision of expanding universes. To prevent the collision of expanding universes, 
every universe is surrounded by the interuniversal void that is functioned as the permanent gap among universes. 
The space in the interuniversal void is detachment space [6] which detaches matter and relates to kinetic energy. 
The interuniversal void has zero-energy, zero space-time, and zero vacuum energy, and detachment space only, 
while universe h as nonzero-energy, the inexhaustible resource of space-time to expand, zero or/and non-zero 
vacuum energy, and attachment space with or without detachment space. Attachment space attaches matter and 
relates to rest mass. The detachment space of the interuniversal void has no space-time, so it c annot couple to 
particles with space-time in universes, but it prevents the advance of expanding universes to the interuniversal 
void to avoid the collision of expanding universes.  

A zero-sum energy dual universe of positive-energy universe and negative-energy universe can be created in 
the zero-energy interuniversal void, and the new dual universe is again surrounded by the interuniversal void to 
avoid the c ollision o f universes. Under s ymmetry, t he new p ositive-energy uni verse a nd t he ne w nega-
tive-energy universe undergo mutual annihilation to reverse to the interuniversal void immediately. Our universe 
is th e d ual a symmetrical p ositive-energy-negative-energy universe where t he p ositive-energy u niverse o n a t-
tachment space absorbed the interuniversal void on detachment space to result in the combination of attachment 
space and detachment space, and the negative-energy universe did not absorb the interuniversal void. Within the 
positive-energy universe, the absorbed detachment s pace with space-time can  co uple t o particles i n the posi-
tive-energy universe t o result in massless particles with irreversible kinetic energy. The formation of our un-
iverse involves symmetry violation between the positive-energy universe and the negative energy universe. Ir-
reversible k inetic e nergy from d etachment s pace i s t he s ource o f i rreversible en tropy i ncrease, s o t he p osi-
tive-energy universe i s l ocally i rreversible, while t he n egative-energy u niverse w ithout ir reversible k inetic 
energy from detachment space is locally reversible. The locally reversible negative-energy universe guides the 
reversible process of the dual universe. As a result, our whole dual universe is globally reversible. Our dual un-
iverse is the globally reversible cyclic dual universe as shown in Figure 2 for the evolution of our universe as  
described previously [6]-[9]. 

The f our r eversible s tages i n t he g lobally r eversible c yclic d ual u niverse a re 1) t he f ormation of  t he 11D  
membrane dual universe, 2) the formation of the 10D string dual universe, 3) the formation of the 10D particle 
dual universe, and 4) the formation of the asymmetrical dual universe.  

1) The formation of the 11D membrane dual universe 
As described previously [6]-[9], the reversible cyclic universe starts in the zero-energy interuniversal void, which 

produces the dual universe of the positive-energy 11D membrane universe and the negative-energy 11D mem-
brane universe as in Figure 2. In some dual 11D membrane universes, the 11D positive-energy membrane un-
iverse and the negative-energy 11D membrane universe coalesce to undergo annihilation and to return to the in-
teruniversal void as in Figure 2.  

2) The formation of the 10D string dual universe 
Under the reversible oscillation between 11D and 10D, the positive-energy11D membrane universe and the 

negative-energy 11D membrane universe are transformed into the positive-energy 10D string universe and the 
negative-energy 10D string universe, respectively, as in Figure 2. The positive-energy 11D membrane universe is 
transformed into the positive-energy 10D string universe as in Equations (19a) and (19b). 

( )
from11D membrane to 10Dstring

11 10
the closestring vibration

10 10 10 10

The RS1 MembraneTransformation
step1: 2 1 in the 11D AdSspace
step 2 : 2 1 1 0 1 in the 11D AdS spaceeg

→
→ =

               (19a) 
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Figure 2. The globally reversible cyclic dual universe.                                                

 

( ) ( )the closestring and theopen string vibrations
11 102 2 1 es g←→                     (19b) 

where 211 is membrane (denoted as 2) in 11D, s is the pre-strong force, 110 is string (denoted as 1) in 10D, 010is 
particle (denoted as 0) in 10D, AdS is anti-de Sitter, and ge is the external graviton.  

According Randall and Sundrum, the RS1 (Randall-Sundrum model 1) in an anti-de Sitter (AdS) space con-
sists of one brane with extremely low graviton’s probability function and another brane with extreme high gra-
viton’s pr obability f unction [33] [34]. The f ormation o f the 1 0D s tring d ual universe involves t he R S1. As 
shown in Equation (19a), one of  the possible membrane t ransformations from the 11D membrane to the 10D 
string is the RS1 membrane transformation which involves two steps. In the Step 1, the extra spatial dimension 
of the 11D membrane in the transformation from the 11D membrane to the 10D string becomes the spatial di-
mension transverse to the string brane in the bulk 11D anti-de Sitter space [33]. This transformation is derived 
from the transformation from membrane to string. In the transformation from the two-dimensional membrane to 
the one-dimensional string, the extra spatial dimension of the two-dimensional membrane on the x-y plane be-
comes the x-axis transverse to the one-dimensional string on the y-axis in the two-dimensional x-y space. In the 
Step 2, for the RS1 membrane transformation, two string branes are combined into the combined string brane. 
The external 10D particles generated by the close string vibration of the combined string brane are the 10D ex-
ternal gravitons which form t he external graviton b rane a s the Gravitybrane (Planck P lane) in t he RS1 o f the 
Randall-Sundrum model [33] [34]. As in the RS1 of the Randall-Sundrum model, the two branes with equal 
mass- energy i n the 11D anti-de Sitter space are the s tring b rane with weak gravity and the external graviton 
brane with strong gravity. The weak gravity in the string brane is the predecessor of the observed weak gravity 
generated during the Big Bang [6] [17]. The external graviton in the external graviton brane is the predecessor of 
a part of the observed dark energy [3] [4]. The 10D string brane and the 10D external graviton brane correspond 
to the predecessors of the observed universe (without dark energy) and a p art of observed dark energy, respec-
tively [6] [17]. The reverse transformation from 10D to 11D is the RS1 string transformation.  

In Equation (19b), the particles generated from the 10D o pen s tring v ibration are the 1 0D particles for the 
pre-strong force (denoted as s) in addition to the external graviton from the close string vibration in the 11D AdS. 
According to Maldacena, the AdS/CFT correspondence is a correspondence between quantum gravity in AdS 
space and quantum field theory of conformal field theory (CFT) in  one d imension lo wer [35]. The AdS/CFT 
correspondence describes Equation (19b) as the correspondence between the external graviton in the 11D AdS 
and the pre-strong force of 10D CFT in one dimension lower. The pre-strong force is the same for a ll st rings 
without positive or negative sign. This pre-strong force is the prototype of the observed strong force generated 
during the Big Bang [6] [17]. Kinetic energy emerged in the universe after the emergence of the pre-strong force, 
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so the strong force becomes the confinement force for fractionally charge quarks which do not allow irreversible 
kinetic energy [5]. 

In the negative universe through symmetry, the 11D anti-membrane (2−11) is transformed into 10D antistring 
(1−10) with external anti-graviton eg  and the pre-strong force s as follows.  

( ) ( )11 102 2 1 es g− −←→                                 (20) 

The dual universe of the positive-energy 10D string universe with n units of (110)n and the negative-energy 10D 
string universe with n units of (1−10)n is as follows.  

( )( ) ( )( )10 101 1e en n
s g g s −                                (21) 

There are four equal regions: the positive-energy 10D string universe, the external graviton, the external an-
ti-graviton, and the negative-energy 10D string universe.  

Some dual 10D string universes return to the dual 11D membrane universes under the reversible oscillation 
between 11D and 10D. Alternatively, under symmetry violation as in the case of our universe, the positive-energy 
10D string universe absorbs the interuniversal void, while the negative-energy 10D string universe does not ab-
sorb the interuniversal void. The interuniversal void has zero vacuum energy. In our universe, the absorption of 
the interuniversal void by the positive-energy 10D string universe forced the positive-energy 10D universe with 
high vacuum energy to be transformed into the universe with zero vacuum energy that was the vacuum energy of 
the 4D universe. However, the transformation from 10D to 4D was not immediate, because the strings had to be 
10D, and it could not be transformed into 4D, therefore, strings had to be transformed into particles that allowed 
the change of its dimension number freely to accommodate the transformation from the 10D universe to the 4D 
universe driven by the absorption of the interuniversal void.  

3) The formation of the 10D particle dual universe 
As described previously [9] [17], the transformation of strings into particles came from the emergence of posi-

tive charge and negative charge that allowed the mutual annihilation of positively charged 10D strings and nega-
tively charged 10D antistrings in the 10D string universes to produce positively charged 10D particles and nega-
tively pre-charged 10D antiparticles in the 10D particle universes as follows.  

( )( ) ( )( )10 10 10 100 0 0 0 ,e en n
s e e s g g s e e s+ − + −

− −                      (22) 

where s and e are the pre-strong force and the pre-charged force in the flat space, ge is the external graviton, eg  
is the external gr aviton, a nd 0 100−10 is the p article-antiparticle. There a re four equal r egions: the 10 D po si-
tive-energy p article universe, the external graviton, the 10D negative-energy particle universe, and the external 
anti-graviton. The emergence of positive charge and negative charge provides the prototype of the observed elec-
tromagnetic force with charge generated during the Big Bang [6] [17]. 

4) The formation of the asymmetrical dual universe 
The formation of our current universe follows immediately after the formation of the 10D particle dual un-

iverse through the asymmetrical d imensional oscillations, leading to  the asymmetrical dual universe. The 10D 
positive-energy universe was transformed immediately into the 4D positive-energy particle universe with zero 
vacuum energy. The 10D negative-energy particle universe undergoes the stepwise dimension number oscilla-
tion between 10D and 4D. Without absorbing the interuniversal void, the external graviton and the anti-graviton 
also undergo the stepwise dimension number oscillation between 10D and 4D. The result is the asymmetrical dual 
universe consisting of the four equal regions of the 4D positive-energy particle universe, the variable D external 
graviton, the variable D negative-energy particle universe, and the variable D external anti-graviton. The asym-
metrical dual universe is manifested as the asymmetry in the weak interaction in our observable universe as fol-
lows. 

( )( )

( )( )

_
4 4

_
4 to 10 4 to 10

the 4D positive-energy particle universe and theexternalgraviton

0 0

the variable D negative-energy particle universe and theexternalanti-graviton

0 0

e n

e n

s e w e w s g

g s e w e w s

+ + −
−

+ + −
− −

          (23) 
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where s, ge, eg  e, a nd w are the strong force, external graviton, external anti-graviton, electromagnetism, and 
weak i nteraction, respectively f or t he observable uni verse, a nd w here 040−4 and 0 4 t o 10 0−4 t o −10 are 4D p ar-
ticle-antiparticle for the 4D positive-energy particle universe and variable D particle-antiparticle for the variable 
D negative-energy particle universe, respectively. For our asymmetrical dual universe, the stage 3 for the trans-
formation of 10D string into 10D particle had to be followed by the s tage 4, so the electromagnetic interaction 
from the stage 3 was unified with the weak interaction from the stage 4 to become the electroweak interaction, 
which was generated during the Big Bang [6] [17]. 

4a) the formation of the 4D positive-energy particle universe 
The formation of 4D positive-energy particle universe involved the two-step transformation: 1) the inflation 

and 2) the B ig Bang. In the first step, the inflation is the transformation from 10D4d to 4D10d immediately. 
Calculated from Equation (1e), the rest mass of 4D10d is ( )2 10 4 12

0,10 0,4 137M M α −= ≈  times of the rest mass of 
10D4d, resulting in the first step of the inflation as the rapid expansion of space from the high vacuum energy 
10D4d to the zero vacuum energy 4D10d as follows [8]. 

quick QVSL transformation

1. the inflation

10D4d 4D10d→
                             (24) 

In the second step of the transformation, the Big Bang is a two-step process. The first step is the coupling of 
detachment space and the the massive particles on attachment space in the positive-energy universe that absorbed 
the interuniversal void on detachment space. The result is the total conversion to generate massless particles on 
detachment s pace i n t he p ositive-energy u niverse a nd t he ex ternal at tachment s pace s urrounded t he p osi-
tive-energy universe as described in Equation (4). In the second step, the coupling of attachment space and the 
massless particles in the positive-energy universe that absorbed the external attachment space surrounded the 
positive-energy universe. The partial conversion resulted in massive particles such as weak bosons, leptons, the 
Higgs boson, and massless particles such as photon. The second step is described in Equation (5) through the 
Higgs m echanism. The irreversible k inetic energy resulted from detachment space started the positive-energy 
universal expansion. The positive-energy universe has the combination of attachment space and detachment as 
follows.   

totalconversion

2. The Big Bang

1. massive particles on attachment space detachment space
massless particles on detachment space theexternal attachment space

2. massless particles on detachment space the externalattachm

+ →
+
+

partialconversion

ent space

massless particles massive particles
detachment space attachment space the Higgs boson

→ +
+ + +

             (25) 

In the second law of thermodynamics, the entropy (a measure of the disorder of a system) of an isolated sys-
tem can increase, but not decrease. In other words, the entropy of a closed system will never decrease into the 
future. There are two mysteries about this irreversible entropy increase as described in “From Eternity to Here: 
The Quest for the Ultimate Theory of Time” by Sean Carroll [36]. Firstly, this irreversible entropy increase of a 
macroscopic collection of p articles i s different from a ll microscopic reversible processes where for every al-
lowed process there exists a t ime-reversed process that is also allowed. Secondly, the universe started with the 
very low entropy state as the inflation-Big Bang in a very small space, not with the high entropy state near equi-
librium state in a large space. Such low entropy beginning is a mystery. In this paper, the mysteries of the irre-
versible entropy increase are explained by the presence of irreversible kinetic energy which induces irreversible 
entropy i ncrease. In t he Boltzmann formula of  t hermodynamic, t he a bsolute e ntropy S of a n i deal g as to  th e 
quantity W, which is the number of the arrangements of particles corresponding to a given macroscopic collec-
tion of particles:    

lnBS k W=                                          (26) 

where kB is the Boltzmann’s constant. The Boltzmann formula shows the relationship between entropy and the 
number of ways the atoms or molecules of a thermodynamic system can be arranged. The various atoms or mo-
lecules have different positions and momenta for irreversible entropy increase, because the increase in the num-
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ber of different arrangements of particles in a macroscopic collection of particles requires the movements of in-
dividual particles in a macroscopic collection of particles. (There is no entropy increase in a s ingle microscopic 
particle.) Individual momenta from kinetic energy are required for irreversible entropy increase in a macroscopic 
collection of particles. In other words, kinetic energy transforms a macroscopic collection of particles from one 
way of the arrangement of particles (order) into many ways of the arrangements of particles (disorder), and the 
process from order to disorder is irreversible in an isolated macroscopic collection of moving particles.  

In our universe, the interuniversal void on detachment space was by the 10D positive-energy string universe 
which was very small. (The rest mass of 4D10d is 1/α12 ≈ 13712 times of the mass of 10D4d.) To have exactly 
reversible absorption-desorption of the interuniversal void for the reversible dual universe, the absorption and 
desorption have to be uniform. The space of the universe where the absorption-desorption occurs has to be small 
enough for the uniform absorption-desorption. The 10D string was small mass to allow the uniform absorption- 
desorption for reversible absorption-desorption of the interuniversal void, resulting in low entropy beginning. 
(The s ubsequent i rreversible a bsorption of  t he i nteruniversal v oid i s f orbidden.) In t he r eversible multiverse 
postulate, all physical laws and phenomena are permanently reversible, and temporary irreversibility of entropy 
increase is allowed through reversibility breaking, symmetry violation, and low entropy beginning. Our 4D pos-
itive-energy particle universe is an example of irreversibility of entropy increase through reversibility breaking, 
symmetry violation, and low entropy beginning.  

4b) the formation of the variable D negative-energy particle universe 
The the formation of the variable D negative-energy particle universe involves the stepwise two-step transfor-

mation: the QVSL transformation and the varying supersymmetry transformation from 10D4d to 4D4d. (The par-
ticles in the 10D dual particle universe are 10 D4d.) The QVSL t ransformation i nvolves t he t ransformation of 
space-time dimension, D. The repetitive stepwise two-step transformation from 10D4d to 4D10d as follows. 

10D4d 9D5d 9D4d 8D5d 4D5d 4D4d
hidden dark universe dark energy

→ → → → → →
← ←


 

                   (27) 

The variable D negative-energy particle universe consists of two periods: the hidden variable D negative-energy 
particle universe and the dark energy universe. The hidden variable D negative-energy particle universe composes 
of the > 4 D particles. As mentioned before, particles with different space-time dimensions are transparent and 
oblivious to one another, and separate from one another if possible. Thus, > 4D particles are hidden and separated 
particles with respect to 4D particles in the 4D positive-energy particle universe (our observable universe). The 
hidden variable D negative-energy particle universe with D > 4 and the observable universe with D = 4 are the 
“parallel universes”. The 4D particles transformed from hidden > 4D particles in the variable D negative-energy 
particle universe are observable dark energy for the 4D positive-energy particle universe, resulting in the acce-
lerated expanding universe. Since the variable D negative-energy particle universe does not have detachment 
space, the presence of dark energy is not different from the presence of the cosmological constant. According to the 
theoretical calculation based o n the as ymmetrical dual uni verse, da rk e nergy s tarted i n 4.47 billion y ears a go i n 
agreement with the observed 4.71 ± 0.98 billion years ago [9]. Our asymmetrical dual universe consists of the four 
equal regions of the 4D positive-energy p article u niverse, t he variable D  external g raviton, the variable D n ega-
tive-energy particle universe, and the variable D external anti-graviton, so the percentage the variable D area is 75%, 
three out of four regions, as the maximum percentage of dark energy. In terms of quintessence, such dark energy can 
be considered the tracking quintessence [37] from the variable D area with the space-time dimension number as the 
tracker. 

After the maximally connected universe, 4D dark energy transforms back to > 4D particles that are not ob-
servable. The removal of dark energy in the observable universe results in the stop of accelerated expansion and 
the start of contraction of the observable universe. The end of dark energy starts another “parallel universe period”. 
Both hidden universe and observable universe contract synchronically and equally. Eventually, the Big Crush and 
the two-step deflation occur in the 4D positive-energy particle universe. In the first step of the deflation, the 4D 
positive-energy particle universe loses al l detachment space, k inetic energy, l ight, cosmic radiation, and force 
fields as dimensional orbitals, resulting in returning to 4D10d. In the second step of the deflation, without irre-
versible kinetic energy, the reversible direct dimension number oscillation resumes to transform the low vacuum 
energy 4D10d into the high vacuum energy 10D4d for the rapid contraction of space. Meanwhile, hidden > 4D 
particles-antiparticles in the hidden universe transform into 10D4d particles-antiparticles. The dual universe can 
undergo another cycle o f the cyclic dual universe. On the o ther hand, both universes can undergo the r everse  
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Table 1. The computer simulation process of physical reality.                                                              

Components Parts Descriptions Account for 

Digital  
representation 

Digital space 
structure 

The digital representations of rest mass and kinetic  
energy are 1 as attachment space for the space of matter 
and 0 as detachment space for the zero-space of matter, 

respectively 

Higgs field, reverse Higgs field,  
quantum mechanics, special  

relativity, force fields, dark matter,  
baryonic matter 

 Digital spin 
The digital representations of the exclusive and the  

inclusive occupations of positions are 1/2 spin  
fermion and integer spin boson, respectively 

The expanding universe by spatial  
translation from supersymmetry  

transformation, dark energy 

 Digital  
electric charge 

The digital representations of the allowance and the  
disallowance of irreversible kinetic energy are  
integral electric charges and fractional electric  

charges, respectively 

The confinements of fractional 
charge quarks and quasiparticles 

Mathematical 
computation 

Oscillating 
M-theory 

Oscillations between 11D and 10D and  
between 10D and 4D Cosmology 

 Reversible 
multiverse 

All physical laws and phenomena are permanently  
reversible, and temporary irreversibility of  

entropy increase is allowed 
Cosmology 

Selective  
retention 

Selective  
retention of 

events 

Selective retention of events in the narrative of the  
reversible four-stage evolution 

Gravity, the strong force,  
electromagnetism, and the weak 

force as the retained events in the  
common narrative 

 
charge transformation to become the 10D dual string universe, which in turn can return to the 11D dual membrane 
universe that in turn can return to the zero-energy universe as Figure 2. 

5. Summary 
This paper posits that we are living in a computer simulation to simulate physical reality which has the same 
computer simulation process as virtual reality (computer-simulated reality). Both computer simulation processes 
for physical reality and virtual reality involve the digital representation of data, the mathematical computation of 
the digitized data in geometric formation and transformation in space-time, and the selective retention of events 
in a narrative. We a re liv ing in a  computer s imulation consisting o f t he d igital r epresentation component, t he 
mathematical computation component, and the selective retention component. 

For the digital representation component of physical reality, the three intrinsic data (properties) are rest mass- 
kinetic energy, electric charge, and spin which are represented by the digital space structure, the digital electric 
charge, and the digital spin, respectively. For the digital space structure, the digital representations of rest mass 
and kinetic energy are 1  as  a ttachment space for the space o f matter and 0  as detachment space for the zero- 
space of matter, respectively. Attachment space and detachment space are the origins of the Higgs field and the 
reverse Higgs field, respectively. The combination of n units of attachment space as 1 and n units of detachment 
space as 0 brings about the three digital structures: binary partition space (1)n(0)n, miscible space (1 + 0)n, and 
binary lattice space (1 0)n to account for quantum mechanics, special relativity, and the force fields, respectively.  

For the digital spin, the digital representations of the exclusive and the inclusive occupations of positions are 
1/2 spin fermion and integer spin boson, respectively. The exclusion-inclusion brings about spatial translation by 
the supersymmetry t ransformations between fermion and b oson. For the d igital e lectric charge, t he d igital r e-
presentations of the al lowance and the disallowance o f i rreversible kinetic energy are integral electric charges 
and fractional electric charges, respectively. The disallowance of irreversible kinetic energy of fractional electric 
charges brings about the confinement of fractional electric charges for quarks and quasiparticles in hadrons and 
two dimensional systems, respectively. 

Without the digital space structure, physical reality would have been like cl assical ( Newtonian) mechanics 
without the Higgs field, quantum mechanics, special relativity, force fields, and dark matter. Without the digital 
spin, dark energy would have not existed through the expansion of the negative-energy universe by supersym-

 
1225 



D.-Y. Chung 
 

metry tr ansformation. Without t he d igital el ectric charge, fractional ch arge quarks would h ave not existed t o 
constitute nucleus in atom. 

The m athematical co mputation i nvolves t he r eversible multiverse an d o scillating M -theory a s o scillating 
membrane-string-particle whose s pace-time di mension ( D) n umber os cillates be tween 11D a nd 10D  a nd b e-
tween 10D and 4D. Space-time dimension number between 10 and 4 decreases with decreasing speed of light, 
decreasing vacuum energy, and increasing rest mass. The mathematical computation component explains cos-
mology. Gravity, the strong force, electromagnetism, and the weak force in our universe are the retained events 
during the four-stage evolution of our universe, and are unified by the common narrative of the evolution in the 
selective retention component. 

Conventional physics cannot explain the reality o f quantum mechanics eas ily. Conventional physics cannot 
explain the origins of the confinement of quarks and the fractional charges of quasiparticles. The geometry in 
conventional physics is fixed M-theory which has no experimental proof. Conventional physics cannot unify the 
four force fields. Conventional physics cannot explain physical reality clearly, while computer-simulated phys-
ics can explain physical reality clearly by using the computer simulation process consisting of the digital repre-
sentation component, the mathematical computation component, and the selective retention component. We are 
living in a computer simulation. Table 1 is the summary of the computer simulation process of physical reality 
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Abstract 
Analysis of WMAP and Planck spacecraft data has proved that we live in an invisible Multiverse, 
referred to as hidden, that has a quaternion structure. It explains the reason for the mutual invisi-
bility of parallel universes contained in the hidden Multiverse. It is shown that the hidden Multi-
verse includes most likely twenty parallel universes from different dimensions, six of which are 
adjacent to our universe. Besides, edges of the hidden Multiverse are connected to other (from one 
to four) Multiverses, which are observable neither by electromagnetic nor by gravitational ma-
nifestations. The Multiverse described contains four matter-antimatter pairs, annihilation of 
which is prevented by relative spatial position of the universes. The experimental proof of exis-
tence of the hidden Multiverse is explained to be the phenomenon of dark matter and dark energy 
that correspond to other invisible parallel universes, except ours, included in the hidden Multi-
verse. General scientific principle of physical reality of imaginary numbers, refuting some of the 
statements of the existing version of the special theory of relativity, is a physical and mathematical 
foundation of the outlined conception of the hidden Multiverse. The article presents relativistic 
formulas of the theory of special relativity adjusted in accordance with the principle. It also offers 
appropriate interpretation of multidimensional space of the hidden Multiverse. 

 
Keywords 
Multiverse, Imaginary Numbers, Dark Matter, Dark Energy, Special Theory of Relativity 

 
 

1. Introduction 
In what kind of world do we live in: In Monoverse or Multiverse? And what are dark matter and dark energy 
like in this world? These are main questions of astrophysics, which are attempted to be answered in this article. 

In modern physics there are two main theories: the theory of relativity and the quantum mechanics, which are 
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absolutely contradictive, since they use different mathematics, different axioms and different physical pictures 
of the world. There is also a string theory, which attempts to unite quantum mechanics and theory of relativity, 
but so far without success. 

To date, numerous hypotheses of Multiverse [1]-[11] have been proposed according to these theories. How-
ever, according to many scientists, they are not scientific [12] [13], because they do not comply1 with the falsi-
fication criterion proposed by Popper [14]. In other words, these hypotheses are such that they can neither be 
confirmed nor denied. Given this circumstance, the majority of scientists believe that we live in a single universe, 
i.e., in a Monoverse. 

But s till t here is  n o a nswer2 for t he s econd q uestion. T herefore, t he p henomenon of d ark matter an d d ark 
energy [15] [16] remains unexplained. 

These theories either give no answers for many other fundamental questions of astrophysics:  
• Why is there no antimatter in our universe [17]?  
• Where do tachyons locate [18] [19]?  
• Are imaginary numbers physically real [20] [21]?, etc. 

So, starting with answering the latter question (whether imaginary numbers3 are physically real), which seems 
to have nothing to do with direct content of the article, we proceed to description of a new proposed conception 
of the Multiverse, which gives answers to the remaining questions mentioned above. 

2. Physical Reality of Imaginary Numbers 
Imaginary numbers in mathematics were discovered about five hundred years ago by Scipionedel Ferro, Niccolò 
Fontana Tartaglia, Gerolamo Cardano, Lodovico Ferrari and Rafael Bombelli [22]. However, unlike other num-
bers, such as integer, fractional, positive and negative, etc., the meaning of which becomes immediately clear as 
they are appearing, physical sense of imaginary numbers has remained unclear following their discovery. And it 
is still unclear, despite the fact that: 
• To date, the theory of functions of complex variables [22] was developed by Abraham de Moivre, Leonhard 

Euler, J ean L e R ond D’Alembert, Caspar W essel, P ierre-Simon d e L aplace, J ean-Robert A rgand, J ohann 
Carl Friedrich Gauss, Augustin Louis Cauchy, Karl Theodor Wilhelm Weierstrass, William Rowan Hamil-
ton, Pierre Alphonse Laurent, Georg Friedrich Bernhard Riemann, Oliver Heaviside, Jan Mikusiński and 
many others; 

• Currently, complex numbers are widely used in all the exact sciences. 
It is  s till unclear a lso despite the fact that a t the beginning of the 20th century Joseph Larmor, Nobel Prize 

winner Hendrik Antoon Lorentz, Jules Henri Poincaré, Nobel Prize winner Albert Einstein and others developed 
the special theory of relativity (STR) [23] [24], which actually postulated the absence of any physical sense in 
imaginary numbers. 

However, this STR statement seems unconvincing [25], as, firstly, it was proposed on the basis of the obvious 
fact that imaginary mass, imaginary time and other imaginary physical quantities, which were beyond explana-
tion, appeared in relativistic formulas at superluminal speeds. Without explanation of their physical sense, STR 
turned out to be incomplete. Therefore, in order to avoid the necessity to explain them, the original formulation 
of the second postulate proposed by Albert Einstein [26], which is now referred to as the principle of light speed 
constancy, has been, de facto, extended4 by two more formulations which are actually non-identical to the orig-
inal one: 
• The principle of light speed non-exceedance; 
• The statement on lack of physical sense in imaginary numbers. 

And secondly, explanation of inability to overcome the light speed barrier was so unconvincing that it could 
be refuted even at the mundane level. For example, inability to get from one into another room of an apartment 
through a wall separating them does not mean the inability: 
• to get into adjacent room through a door; 
• absence of the adjacent room. 

 

 

1Unlike the conception of the hidden Multiverse considered in the article (see below). 
2Except that proposed in the article (see below) 
3We’ll actually hereinafter discuss concrete numbers, i.e. numbers provided with references to corresponding physical units. 
4However, it is not customary in science to provide several d ifferent formulations for axioms, postulates, theorems and laws, especially i f 
they are non-identical 
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Therefore, extended interpretation of the second STR postulate did not seem convincing to all physicists. And 
in the 21st century MINOS [27] and OPERA [28] experiments were conducted at the American Tevatron Col-
lider and the European Large Hadron Collider, respectively. They aimed to refute extended interpretation of the 
second postulate in the current version of the STR by detecting superluminal neutrinos and thus prove physical 
reality of imaginary numbers. However, physical community considered the experiments to be not enough relia-
ble and refuted them by ICARUS [29] experiment. 

Results of other experiments, which did prove physical reality of imaginary numbers, were published [20] [21] 
[30] [31] almost at  the same time. And since these experiments were conducted using oscillation processes in 
the linear electric circuits, they could b e verified in any electronic laboratory, and therefore be considered as 
absolutely reliable. These al ternative experiments cannot be ever refuted. And they actually have not been re-
futed by physical community. 

We give a brief description of theoretical and experimental studies. They are very important, because they al-
low using experimentally based approach to invention of theories, which is more consistent with the subject of 
the study, instead of the axiomatic approach5 so popular in modern physics. Therefore, the principle of physical 
reality of imaginary numbers, which is basic due to the conception of the Multiverse described below, has been 
rather experimentally proved, than postulated. Moreover, it has been proved many times in different ways, so as 
not to leave the slightest doubt about its reality. 

2.1. The First Proof of the Principle of Physical Reality of Imaginary Numbers 
The first proof [30] [31] uses Ohm’s law6 [32] known to all educated people in the interpretation proposed by 
Charles Proteus Steinmetz [33] for electric AC circuits. According to this interpretation, electrical reactance of 
capacitors and inductors are measured by heteropolar imaginary numbers, unlike the electric resistance of resis-
tors measured by real numbers. Therefore, total reactance of any electric LCR-circuit is measured by complex 
numbers. In accordance with this i nterpretation of Ohm’s l aw, when electric LCR-circuit is affected b y sinu-
soidal v oltage, s inusoidal e lectric c urrent with a mplitude equal to th e r atio of a pplied voltage a mplitude a nd 
complex impedance modulus flows through it. 

This is open information contained in any textbook on the theory of electric circuits. However, none of text-
books admits that this information is the evidence of physical reality of imaginary numbers, as well as there is 
no any reference that the principle of physical reality of imaginary numbers is a scientific discovery. 

Instead, the authors of textbooks, when wondering how they could answer these inevitable questions asked by 
students, chose not to develop this topic. Especially, they could refer to the STR, which asserts that there is no 
physical sense in imaginary numbers. Therefore, students are still told that capacitive and inductive imaginary 
resistances measured by imaginary numbers are imaginary, i.e., nonexistent. 

Nevertheless, t his is a misconception. Should cap acitive and inductive imaginary resistances b e physically 
nonexistent, amplitude of current flowing through LCR-circuits should not have been changed at change in ap-
plied voltage frequency. However, electrical and radio frequency engineers have long known that it does change. 
Therefore, despite its name “imaginary”, capacitive and inductive imaginary resistances are quite real. They are 
just as real as the resistance of resistors.  

Moreover, should inductive and capacitive imaginary resistances be physically nonexistent, there would be no 
resonance in electric LCR-circuits discovered by Galileo di Vincento Bonaiutide’ Galilei in 1602 [34]. And even 
such science as radiotechnics also wouldn’t have existed. 

However, they do exist. Their existence proves physical reality of complex ( including imaginary) numbers, 
and thus refutes extended interpretation of the second STR postulate [25]. 

2.2. The Second Proof of the Principle of Physical Reality of Imaginary Numbers 
For decades students have been explained that imaginary resistances of capacitors and inductors are imaginary 
and, therefore, physically nonexistent, readers have some doubts about correctness of the given evidence. 

Therefore, we provide the second proof [20], which is also very simple. It is so simple, that it should eliminate 
any suspicion of errors in it. 

 

 

5Still being more appropriate in mathematics. However, due to Oliver Heaviside even mathematics is an experimental science. 
6Discovered by Ohm in 1826 for electric DC-circuits. 
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This p roof i s based on the undeniable fact o f e xistence of shock oscillations in na ture, including tsunami, 
sound of church bells and even a kid’s swing being pushed by parents to ge t a  swinging motion. Existence of 
shock oscillations turns out to be possible only if imaginary numbers are physically real7. Let us prove this. 

Any processes in l inear electric ci rcuits, including shock oscillations, are described by d ifferential equation 
(usually second-order) 

1 1

1 1 01 1

d d d d
d d d d

n n m m

n n o m mn n m m

y y x xa a a y b b b x
t t t t

− −

− −− −+ + + = + + +                   (1) 

where ( )x t  is the input action (or the input signal); 
( )y t  is the response to the action (or the output signal);  

1 0 1 0, , , , , , ,n n m ma a a b b b− −   are constant coefficients; 
, 1, ,0, , 1, ,0n n m m− −   are the order of derivatives; 

Solution of the differential Equation (1) contains two terms 

( ) ( ) ( )free forcy t y t y t= +                                  (2) 

where ( )freey t  is the free (or transient) component of response; 
( )forcy t  is the forced component of response. 

Moreover, relative duration of these processes is different in different cases. In case of shock oscillations8 du-
ration of the component ( )forcy t  is a lways much less than duration of the component ( )freey t . Therefore, it 
does no t p revent observation of t ransients in experiments. The particular type of the t ransient ( )freey t  in the 
form of a certain function of time is found in the result of solving the so-called algebraic characteristic equation 
(usually second-order) correspondent to the original differential Equation (1)  

1
1 0 = 0n n

n na p a p a−
−+ + +                                (3) 

where 1, , ,n n oa a a−   are the same constant coefficients as in Equation (1); 
, 1, ,0n n −   are exponents with value equal to the order of the corresponding derivatives in the differential 

Equation (1); 
p is the variable that, in case it takes on values in the form of complex numbers iσ ω− ±  is often referred to 

as complex frequency; 
Certain type of transient processes that always exists (aperiodic, critical or oscillatory) is determined on the 

basis of the result of Equation (3). And for oscillatory transient solution of the algebraic Equation (3) is a pair of 
complex c onjugate num bers. Besides, t he s olution of  a lgebraic Equation (3) f or oscillatory tr ansient p rocess 
would be a pair of complex conjugate numbers. Therefore, in the case of solution of the characteristic Equation 
(3) on the set of real numbers, the result iσ ω− ±  could not be obtained. In this case it would have to be con-
cluded that shock oscillations should be nonexistent9. 

However, they do exist. Their existence proves physical reality of complex ( including imaginary) numbers, 
and thus refutes extended interpretation of the second STR postulate [25]. 

2.3. The Third Proof of the Principle of Physical Reality of Imaginary Numbers 
Finally, to definitively dispel any doubts as to the validity of the principle of physical reality of imaginary num-
bers, which is the base for the new conception of the Multiverse, we provide another proof [21]. This time, we 
analyze resonance process which (in contrast to the shock oscillations) is characterized by the fact that a forced 
component ( )forcy t  of the oscillation process far exceeds the transient process ( )freey t  in duration. Therefore, 
the component ( )freey t  does not interfere with the observations of the forced component ( )forcy t  in the rele-
vant experiments. 

Textbooks on the theory of linear electric circuits state that resonance is characterized by the following fea-
tures: 
• at resonant frequency the forced component of response ( )forcy t  takes on extreme absolute value; 
• at resonant frequency phase shift between force and forced component of response ( )forcy t  becomes zero; 

 

 

7Consequently, if the current version of STR was true, there would be no tsunami and kid’s swing would not be swinging after been pushed 
by parents. 
8Occurring under impulse action. 
9Therefore, characteristic algebraic equations are solved only on the set of complex numbers. 
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• resonant frequencies corresponding to the previous two features are equal to each other and to the frequency 
of free oscillations. 

Indeed, such features are peculiar to resonance only in LC-circuits. In LCR-circuits such result is only due to 
their approximate analysis. Accurate analysis of resonance in LCR-circuits reveals numerous unexplained oddi-
ties10 contradicting the common sense. 

For example, accurate formulas for electric LCR-circuit depicted in Figure 1 corresponding to the first fea-
ture of resonance would be as follows 

1

2
2 2

1 0 0 0

0

1
4

res

res
Q

Q

ω

ω ω σ ω

′ =


− ′′ = − =


                               (4) 

Accurate formulas corresponding to the second feature of resonance would have the following form 

2

2
2 2 2
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0
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Q Q
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ω

ω ω ω σ σ ω

′ =

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′′ = + − =


                      (5) 

And accurate formula corresponding to the third feature of resonance would be as follows 
2

2 2
0 0 0

4 1
2free
Q

Q
ω ω σ ω

−
= − =                                 (6) 

where 2πfω = ; 02 R
L

σ = ; 0
1
LC

ω = ; 0

0

1
2

LQ
R C

ω
σ

= = . 

As can be seen, there are, for some reason, many resonant frequencies, though according to the definition re-
sonant frequency should be single. And different features of resonance correspond to different formulas. Some 
of resonant frequencies even equal zero. Formulas for determining resonant frequencies when applying to dif-
ferent electric LCR-circuits a re a lso d ifferent11. Frequency of free oscillations is never equal to any of the re-
soant frequencies12. S uch a l ist o f u nexplained o ddities o f t he ex isting r esonance i nterpretation i s, p erhaps, 
enough to prove its imperfection. 

The difference b etween the a ccurate formulas for 1resω′′ , 2resω′′  and approximate f ormula given in all text-
books 1res LCω ≈  is very small and does not exceed the experimental error. 

On t he o ne hand, p ractical u se o f a simpler, b ut ap proximate, formula 1res LCω ≈  is justified. On t he 
other hand, since there is still a d ifference between the accurate and approximate formulas, it requires explana-
tion. 

It sometimes happens in physics that a s light discrepancy between obtained and expected results can lead to 
discoveries. For example, Cherenkov radiation was found in this way. In 1958 Pavel Alekseyevich Cherenkov,  

 

 
Figure 1. Electric LCR-circuit concerned.                                

 

 

10Which a re not admitted in t extbooks. Therefore, resonance in LCR-circuits is explained in t extbooks only on t he basis of  approximate 
formulas, masking the real situation. 
11It can be easily showed. 
12However, the attempt [36] to explain this circumstance was unsuccessful. 
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Igor Evgenyevich Tamm and I lya Mikhaylovich Frank received the Nobel Prize [35] for its discovery and ex-
planation. 

The situation concerned is also the case of discovery, as it has been proved that resonance actually exists at 
complex frequencies, rather than at real ones, as is commonly believed. As for the real frequencies, only some 
near-resonance oscillation processes are observed. Moreover, as it t urned out, r eal resonance can o ccur even 
when affected by exponential radio and video pulses. 

Physical reality of resonance at complex frequencies is confirmed by numerous experiments. Let us describe 
one of them, which can be repeated by any interested reader. It is all the more convincing because it is inexplic-
able within the existing theory of electric circuits. 

Figure 2 shows two similar, but slightly different, electric diagrams the inputs of which are supplied by the 
same signals. T hese signals inpU  can be represented as a sum of rectangular 1U  and exponential 2U  radio  

 

 
Figure 2. The proof of resonance at complex frequencies.                                               
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pulses that cannot be separated by existing filters because their spectra substantially interfere with each other. 
However, since their complex frequencies p iω= ±  and p iσ ω= − ±  are different, they are easily separated 
by filters of complex frequencies, which are actually electric diagrams depicted. The diagram in Figure 2(a) de-
picts electric LC-circuit in the input, complex resonant frequencies of which iω±  coincide with complex fre-
quencies of rectangular radio pulses 1U . Therefore, rectangular radio pulses are not supplied13 to the output of 
such a diagram, whereas exponential radio pulses 2outU U= −  are. The diagram in Figure 2(b) presents electric 
LCR-circuit in the input, complex resonant frequencies of which iσ ω− ±  coincide with complex frequencies 
of exponential radio pulses 2U . Therefore, exponential radio pulses are not supplied to the output of such a dia-
gram, whereas rectangular radio pulses 1outU U= −  are. 

Similarly, rectangular and exponential video pulses corresponding to different complex frequencies 0p =
and p σ= −  can be separated. 

Similar resonant p rocesses take p lace in d ifferent electric circuits at  co mplex frequencies. The existence o f 
such a resonance proves, in turn, physical reality of complex frequencies, and, thus, physical reality of any oth-
er14 complex ( and t herefore i maginary) n umbers. And, t herefore, d enies t he ex tended i nterpretation o f t he 
second postulate of STR [25]. 

Resonance at complex frequencies is even patented [37]. 

3. Physical Nature of Imaginary Numbers 
If t he pr oofs of  r eality of  i maginary numbers mentioned a bove were k nown t o a  ph ysical co mmunity, t here 
would be no need in such extremely difficult experiments as MINOS, OPERA and ICARUS, as the alternative 
radio-electronic experiments which are much simpler would comprehensively solve the problem. 

To understand the problem more deeply it would be also appropriate to explain what physical entities imagi-
nary numbers correspond to in nature. As people do not have senses allowing them to register imaginary15 phys-
ical entities, to believe that imaginary numbers are physically real they should somehow ascertain their existence 
experimentally. This requires at least a small number of situations to be provided as examples where imaginary 
numbers are proved to be physically real. 

Processes in electric LCR-circuits, analyzed given the actual physical existence of the so-called ‘imaginary’ 
capacitive an d i nductive imaginary r esistances, ar e o ne o f t he ex amples o f s uch s ituations, as  s hown ab ove. 
These imaginary resistances are measured by instruments available in any electronic laboratory, just as the re-
sistance of resistors, physical reality of which has never been in doubt. Consequently, capacitive and inductive 
imaginary resistances16 in the theory of electric circuits are an example of actually existing imaginary physical 
entities, known to everyone. 

Another popular example, confirming physical reality of imaginary numbers is shock oscillations in the form 
of tsunami, sound of church bells, kid’s swing being pushed by parents to get a swinging motion, etc., existing 
in nature only because their complex frequencies are physically real. 

One more example that confirms physical reality of imaginary numbers is a well-known phenomenon of re-
sonance, which turns out to exist at physically real complex frequencies. 

Since the Nature is unified and consistent, the Science, striving to cognize It, should also be consistent, even 
being divided into many different scientific disciplines because of limited intellectual capacity of people. Con-
sequently, the principle of physical reality of imaginary numbers proved in the theory of electric circuits is gen-
erally scientific. All exact sciences, such as theory of relativity, quantum mechanics optics, radioelectronics and 
others, should be adjusted in accordance with this principle. 

Let us provide an example of how it can be done in the STR. Adjusted version of the STR will serve as one 
more proof of actual existence of imaginary physical entities. 

4. Adjustment of the STR  
Imaginary mass, imaginary time and other imaginary physical quantities appearing at superluminal speeds in re-

 

 

13As the filter is band-stop. 
14Let us remember that resonance can be also in oscillation systems of other physical nature. 
15And not only imaginary. People cannot hear infra and ultrasounds, see dark matter and dark energy, feel magnetic field and X-ray radiation 
and touch elementary particles, stars and many other physical entities, the parameters of which are measured by real numbers. 
16As well as values derived from them: electric currents, voltages, capacities and energies. 
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lativistic formulas of the STR [38] adjusted due to the principle of physical reality of imaginary numbers should 
be recognized as actually existing. They also should be considered as imaginary quantities that have a cer tain 
physical sense, which is now to be explained. For example, with respect to the Lorentz-Einstein formula 

( )
0

21

m
m

v c
=

−
                                      (7) 

where 0m  is the rest mass of a moving entity; 
m  is the relativistic mass of a moving entity; 
v  is the velocity of a physical entity; 
c  is the speed of light. 
The explanation is as follows. As can be seen from the formula (7), relativistic mass of moving entities, e.g. 

tachyons [18] [19], becomes imaginary at v c> . Since, according to the principle of physical reality of imagi-
nary numbers, the moving entities really exist, they are in some another p lace. Owing to the condition v c>  
this another place is beyond the event horizon and is therefore invisible to us. For clarity we should call it a  ta-
chyon universe. Subsequently, o ur uni verse s hould b e called “tardyon” by the n ame o f el ementary p articles, 
moving with sub-light speed. 

It should be logically concluded that we live in a Multiverse [39], which includes at least tardyon and tachyon 
universes. And since the Multiverse is invisible, it should be referred to as hidden [40]. 

In this regard it is appropriate to note that the MINOS and OPERA experiments could be successful only if 
mass o f neutrinos was zer o, s ince at  v c>  it would r emain t o b e a  r eal nu mber. O therwise, ne utrinos with 
non-zero mass at v c>  would have imaginary mass and be invisible to us just as other tachyons. Therefore, a 
negative result o f the OPERA and MINOS experiments, as mentioned in [41] [42], can be considered as  evi-
dence of non-zero neutrino mass. 

The Nobel P rize in Physics 2 015 was awarded jointly to Takaaki Kajita and Arthur B. McDonald “for t he 
discovery of neutrino oscillations, which shows that neutrinos have mass”, which has been proved as a result of 
similar arguments, but with the use of the results of previously conducted experiment [43]. 

However, let’s return to the hidden Multiverse. According to the first postulate of the STR tachyon universe is 
an inertial reference system, i.e., it has the same physical and other laws of nature that operate in our universe. 
Consequently, inhabitants of tachyon universe perceive their universe just as people of the Earth perceive their 
tardyon universe. 

However, the formula (7) does not correspond to this condition and should, therefore, be adjusted as follows: 

( )
( )

( )
( )

0 0

2 2

exp π 2 exp π 2

1 1

m iq m iq
m

v c q w c
= =

− − −
                            (8) 

where q v c=     is the discreet ‘floor’ function of argument v c ; 
w v qc= −  is the local velocity for each universe, which can take values only in the range 0 w c≤ ≤ ; 
v  is the velocity measured from our tardyon universe, which, therefore, can be called a tardyon velocity. 
Other relativistic formulas of the STR can be adjusted in a similar manner. 

5. The Hidden Multiverse 
As follows from the formula (8), tardyon universe corresponds to the parameter 0q = , and tachyon universe17 
corresponds t o t he p arameter 1q = . H owever, t he hidden M ultiverse c an c ontain more t han t wo u niverses. 
Tardyon antiverse18 corresponds to 2q = , tachyon antiverse19 corresponds to 3q = , another tardyon universe 
corresponds to 4q =  and another tachyon universe corresponds to 5q =  and so on20. There can be muchof 
the universes. They can be called parallel, because universes never intersect despite their infinity. Annihilation 
of universes and antiverses, both tardyon and tachyon, is certainly excluded, as they al ternate in a strictly de-
fined order in the Multiverse. Besides, the order is that the structure of the hidden Multiverse can be called heli-

 

 

17In which time flows in perpendicular direction in relation to the time in our tardyon universe, i.e. for us it “stands still”. 
18In which time flows in opposite direction in relation to the time in our tardyon universe. 
19In which time also flows in perpendicular direction in relation to the time in our tardyon universe, but in opposite direction in relation to 
time in tachyon universe, i.e. for us it “stands still”. 
20Here we got an answer for the question about the location of antimatter and tachyons. 
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cal (see Figure 3, Figure 4 and Figure 7). 
The structure may be either closed or open. If the structure is closed, as shown in Figure 3, our Multiverse 

would be the only one. If the structure is open, as shown in Figure 4 and Figure 7, the Multiverse would proba-
bly be connected by its edges to other Multiverses21, together forming Supermultiverse. Other Multiverses of the 
Supermultiverse are unavailable to us not only by electromagnetic, but also by gravitational manifestations. 

If the parameter q in the formula (8) is assumed to be independent variable22, universes of the hidden Mul-
tiverse could be assumed to exist in different dimensions. These dimensions are, in a way, always beside us, 
wherever we ar e. Therefore, ap propriate te chnologies, which a re s till unavailable to  us, will a llow tr ansiting 
from one dimension to another23. 

Relative spatial position of parallel universes in such multidimensional space is stabilized by some automatic 
regulation process still unknown to us, without which the hidden Multiverse would have ceased to exist long ago. 

 

 
Figure 3. Possible structure of the hidden Multiverse corresponding to the prin-
ciple of physical reality of complex numbers.                                               

 

 

21If existence of other Multiverses is not recognized, it would be very difficult to explain what is behind open edges of our Multiverse. 
22As t he v alue q under t he i nfluence o f u nknown f actors c hanges i n a ccordance w ith t he f unction ( )exp π 2iq  in p ortals ( see b elow), 
through which transition from one parallel universe to another is available. 
23Or, equivalently, from one parallel universe to another. 
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Figure 4. Another possible structure of the hidden Multiverse corresponding 
to the principle of physical reality of complex numbers.                                               

 
In the course of such process, as well as other processes of automatic regulation, the regulated objects, i.e. par-
allel universes, s lightly move relative to each o ther and sometimes even partially penetrate into each o ther in 
some sp ots. Such p enetration g enerates cer tain transition zo nes, which ar e al so r eferred t o as  p ortals or s tar 
gates24 [44]. Relatively small physical bodies, such as elementary particles and inhabitants of universes, can pass 
from one universe to another through the portals. Exception is stars, planets and galaxies, as otherwise universes 
could be destabilized.  

On the other hand, transition of material objects from one universe to another allows averaging mass-energy 
of different universes to some extent. Transitions through portals are likely to be relatively safe25, since accord-
ing to the law of communicating vessels characteristics of pre-portal and after-portal areas of space should be 
almost identical26. In the examples of possible structures of the hidden Multiverse given in Figures 3-7 portals 
between adjacent universes are denoted by single bidirectional arrows. Indeed, there are a lot of such portals. 

 

 

24Which have nothing to do with molehills and wormholes. 
25As, for instance, mains are relatively safe, if no one touches them. 
26Therefore, should at least one portal between the Earth and space be opened, the Earth would have remained without its atmosphere and 
hydrosphere. This might supposedly have once happened on Mars. 



A. A. Antonov 
 

 
1238 

 
Figure 5. Possible structure of the hidden Multiverse, corresponding to the 
principle of physical reality of hypercomplex numbers.                                               

6. Explanation of Dark Matter and Dark Energy 
Description of the structure of the actually existing hidden Multiverse will be incomplete without explanation of  
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Figure 6. The most pr obable s tructure of  t he h idden M ultiverse, corres-
ponding to the principle of physical reality of hypercomplex numbers.                                               

 
the phenomenon of dark matter and dark energy [15] [16]. Dark matter has become known as a result of re-
search carried out by Jan Hendrik Oort and Fritz Zwikky in 1932-33, and dark energy has been discovered by 
Nobel Prize winners Saul Perlmutter, Brian P. Schmidt and Adam G. Riess in 1998-99. However, th is astro-
physical phenomenon is still incomprehensible. It is absolutely invisible. Therefore, it could be detected only  
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Figure 7. Structure of the hidden Multiverse, corresponding to WMAP and Planck 
spacecraft data.                                                                   

 
indirectly b y t he e ffect o f gravitational l ensing. D ark matter an d d ark en ergy co ntain n o ch emical el ements 
known to us. I t would seem to even destroy the modern understanding o f the term “matter”. Although a very 
large number of research results have been published over the past few years, scientists have failed to get closer 
to understanding its nature. 

Given the situation it c an be assumed that the current formulation of the problem concerning explanation of 
the phenomenon of dark matter and dark energy within the conception of Monoverse, corresponding to the ex-
isting version of the STR, is wrong, as wrong is this version of STR itself.  

Alternative explanation of dark matter and dark energy is as follows. They are the other parallel universes of 
the hidden Multiverse [45]-[47] unobservable from our universe. That is why dark matter and dark energy are 
invisible. As they are in other parallel universe, rather than in ours, their chemical composition cannot be deter-
mined. Whereas, the Earth, having available al l tools for chemical analysis, contains no chemical elements of 
other universes. 

7. Analysis of WMAP and Planck Spacecraft Data 
Explanation of dark matter and dark energy given above based on WMAP [48] and Planck [49] spacecraft ob-
servations allows us to determine basic parameters of the hidden Multiverse, and thus clarify its structure. 
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Since according to Planck data total mass-energy of the whole Multiverse consists of 4.9% ordinary (baryonic) 
matter (earlier WMAP estimate-4.6%), 26.8% dark matter (according to WMAP-22.4%) and 68.3% dark energy 
(according to WMAP-73%), 
• the hi dden M ultiverse c onsists o f 100% 4.9% 20.4=  parallel u niverses a ccording t o P lanck an d o f 

100% 4.6% 21.7=  parallel universes according to WMAP; 
• dark matter consists of 26.8% 4.9% 5.5=  parallel universes according to Planck and of  
• 22.4% 4.6% 4.9=  parallel universes according to WMAP; 
• dark energy consists of 68.3% 4.9% 13.9=  parallel universes according to Planck and of  

73.9% 4.6% 15.9=  parallel universes according to WMAP. 
Therefore, taking into account possible measurement errors and some inequality of mass-energy of different 

parallel universes, it is permissible to assume that the hidden Multiverse contains twenty parallel universes, six 
of which are adjacent to our universe. 

However, the structure of the hidden Multiverse shown in Figure 3 and Figure 4 does not correspond to the 
results of calculations. Besides that it is unclear why the hidden Multiverse contains twenty parallel universes, it 
is even more unclear why six parallel universes turned out to be adjacent to ours, rather than two.  

Thus, the principle of physical reality of imaginary numbers within the STR wouldn’t seem to justify our ex-
pectations, because the experimental data obtained from WMAP and Planck spacecrafts, do not correspond to 
the possible structure of the hidden Multiverse given in Figure 3 and Figure 4. 

8. Quaternion Structure of the Hidden Multiverse 
Let us try, however, to find solution to the situation. Why there are six adjacent universes? This means that three 
parallel tachyon universes and three parallel tachyon antiverses are adjacent. However, several parallel universes 
presented in Figure 3 and Figure 4 cannot be parallel in one and the same dimension, because the structure of 
such parallel dimensions is determined by complex numbers, including a single imaginary unit. 

In other words, WMAP and Planck data actually refute compliance of the structure of the hidden Multiverse 
with the principle of physical reality of complex numbers, rather than the principle of physical reality of imagi-
nary numbers. 

However, imaginary units are part of not only complex, but also hypercomplex numbers [50]. Besides, qua-
ternions 1 2 3a bi ci di+ + +  include exactly three imaginary units 1 2 3, ,i i i  connected by the following relations 

2 2 2
1 2 3 1i i i= = = −                                      (9a) 

1 2 3 2 3 1 3 1 2 1i i i i i i i i i= = = −                                   (9b) 

1 3 2 2 1 3 3 2 1 1i i i i i i i i i= = =                                    (9c) 

As can be seen, the relation (9a) is the same as for the imaginary units in complex numbers. Relations (9b) 
and (9c) are possible o nly with respect t o quaternions. Consequently, they allow t achyon universes a nd a nti-
verses operate in parallel. In other words, WMAP and Planck data actually correspond to the assertion, that the 
structure of the hidden Multiverse is based on the principle of physical reality of quaternions. 

The structure of such hidden Multiverse is determined by the formula of Lorentz-Einstein, adjusted once more 

( ) ( ) ( )
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                        (10) 

where q is the total number of parallel universes, penetration into which was made through bidirectional portals, 
corresponding to the imaginary unit 1i , with increasing distance from our tardyon universe;  

r  is the total number of parallel universes, penetration into which was made through bidirectional portals, 
corresponding to the imaginary unit 2i , with increasing distance from our tardyon universe;  

s  is the total number of parallel universes, penetration into which was made through bidirectional portals, 
corresponding to the imaginary unit 3i , with increasing distance from our tardyon universe;  
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v  is the velocity measured from our tardyon universe, which, therefore, can be called tardyon velocity; 
с  is the speed of light;  

( )w v q r s c= − + +  is the local velocity for corresponding universe, which can take values only in the range
0 w c≤ < .  

Other relativistic formulas of the STR can be adjusted in a similar manner.  
Consequently, the structure of multidimensional space containing parallel universes of the hidden Multiverse 

is determined by three independent variables q, r and s. Therefore, the total number of parallel universes given 
the helical structure of the Multiverse should be a multiple of eight. According to the WMAP and Planck date it 
is likely equaled to twenty-four for a closed helical structure, as shown in Figure 5. In this figure, as in Figure 3, 
our tardyon universe is denoted by a dashed line in the form of a screw collar. In the structure of the Multiverse 
it serves as the beginning and the end, so it is depicted twice. 

The structure of the hidden Multiverse in Figure 6 and Figure 4 is depicted as partially closed. Therefore, it 
can be connected by its unclosed edges with other Multiverses, collectively forming Supermultiverse. However, 
while, as noted above, other Multiverses, external to our Multiverse, are unobservable not only by electromag-
netic, but a lso gravitational manifestations, WMAP and Plank data enables determination of their number. As 
shown in Figure 6 it equals the difference between the theoretically expected twenty-four and the experimen-
tally observed twenty universes, i.e., four Multiverses. Therefore, information obtained by WMAP and Plank 
devices corresponds to the block diagram27 depicted in Figure 7. 

Thus, WMAP and Plank data conclusively demonstrates not only that our hidden Multiverse contains exactly 
twenty parallel universes, six o f which are adjacent to our universe, but also the fact that one to four28 other 
Multiverses are al so ad jacent to our hidden Mu ltiverse. B esides, these d ata prove quaternion structure o f t he 
hidden Multiverse and, thus, physical reality of quaternions. 

A peculiarity of quaternion structure of the hidden Multiverse is that in addition to bidirectional portals based 
on the relation (9a), which are denoted by bidirectional black arrows, it c ontains unidirectional portals29 based 
on the r elations (9b) and ( 9c), which are denoted b y unidirectional b lue arrows. Location o f these p ortals i n 
Figure 6 and Figure 7 are consistent with the principles of their operation discussed below in relation to one of 
the links of the hidden Multiverse (see Figure 8), including tardyon and tachyon universes and tardyon anti-
verses. 

To explain these principles of operation, corresponding to  the relation (9b), we should rewrite it a s a  set of 
non-commutative products 

1 2 3

2 3 1

3 1 2

i i i
i i i
i i i

=

=

=

                                           (11) 

The first product 1 2 3i i i=  means that penetration from the tachyon universe 1i  into the tachyon universe 3i
is possible through the unidirectional portal 2i . The second product 2 3 1i i i=  means that penetration from the 
tachyon u niverse 2i  into t he tachyon u niverse 1i  is p ossible t hrough t he u nidirectional p ortal 3i . T he third 
product 3 1 2i i i=  means t hat t hat p enetration from t he t achyon u niverse 3i  into t he t achyon un iverse 2i  is 
possible through the unidirectional portal 1i .  

The algorithm of operation of unidirectional portals is shown in Figure 8(b). Besides, penetration from tar-
dyon u niverseinto t achyon u niverses 1 2 3, ,i i i , a nd f rom t achyon uni verses 1 2 3, ,i i i  into t ardyon a ntiverse i s 
possible through the respective bidirectional portals 1 2 3, ,i i i . The algorithm of operation of bidirectional portals 

1 2 3, ,i i i  is shown separately in Figure 8(a) and jointly with the algorithm of operation of unidirectional portals 
1 2 3, ,i i i  in Figure 8(b) and Figure 8(c). 

Relation (9c) can also be rewritten in the form of a set of non-commutative products 

( )
( )
( )

1 3 2

2 1 3

3 2 1

i i i

i i i

i i i

− =

− =

− =

                                         (12) 

 

 

27Which does not depict other Multiverses, as they have not been detected by WMAP and Plank devices. 
28Since our hidden Multiverse can touch the same Multiverses by its edges several times. 
29From and through which one cannot return to its universe. 
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Figure 8. The algorithm of operation of hidden Multiverse’s portals.                               
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It would seem that products of imaginary units included in the set (12) differ from the products of imaginary 
units included in the previous set. However, they actually don’t (see Figure 8(c)). Indeed, according to the rea-
soning given above the product 1 3 2i i i=  can mean that penetration from the tachyon universe 1i  into the ta-
chyon universe 2i  is possible through the unidirectional portal 3i . But then the first product ( )1 3 2i i i− =  in the 
set (12) means t hat movement is  a lso possible in  the opposite d irection, i.e. penetration from the tachyon un-
iverse 2i  into the tachyon universe 1i  may be done through the unidirectional portal 3i . Such transition cor-
responds to the non-commutative product 2 3 1i i i= . And this is the second product in the set (11). Similarly, the 
product 2 1 3i i i=  can mean t hat p enetration f rom t he t achyon universe 2i  into t he t achyon u niverse 3i  is 
possible through the unidirectional portal 1i . But then the second product ( )2 1 3i i i− =  in the set (12) means that 
movement is possible in the opposite direction, i.e. penetration from the tachyon universe 3i  into the tachyon 
universe 2i  may b e d one t hrough t he unidirectional p ortal 1i . S uch t ransition c orresponds t o t he pr oduct 

3 1 2i i i= . And this is the t hird product in the set (11). Finally, the product 3 2 1i i i=  can mean that penetration 
from the tachyon universe 3i  into the tachyon universe 1i  is possible through the unidirectional portal 2i . But 
then the third product ( )3 2 1i i i− =  in the set (12) means that movement is possible in the opposite direction, i.e. 
penetration from the tachyon universe 1i  into the tachyon universe 3i  may be done through the unidirectional 
portal 2i . Such transition corresponds to the product 1 2 3i i i= . And this is the first product in the set (11). Con-
sequently, the algorithm corresponding to the set of non-commutative products of imaginary units (12) shown in 
Figure 8(c) is actually equivalent to the previous algorithm corresponding to the set of non-commutative prod-
ucts of imaginary units (11) shown in Figure 8(b). 

The remaining links of the hidden Multiverse operate in a similar manner, as is easy to show. 
Thus, the foregoing allows us to give the following answer for a  question about existence of antimatter and 

tachyons, p ut in t he b eginning of t he ar ticle: Q uaternion Multiverse co ntains four p airs o f d ifferent t ypes of 
matters and antimatters, as well as tachyons in six different types of tachyon universes and antiverses. 

9. Review of the Conception of the Hidden Multiverse for Compliance with  
Popper’s Falsification Criterion  

So, presentation of the conception of hidden Multiverse is completed. 
There is the last question, whether this conception complies with Popper’s falsification criterion, or, in other 

words, whether this conception can be confirmed or refuted experimentally. 
It turns out that it can, for example, as follows. 
Existence of the hidden Multiverse has been allegedly confirmed by those experiments a t the Large Hadron 

Collider, which showed that there was a mass defect near the point of singularity when v c→ . i.e., there were 
situations, when total mass of elementary particles at the beginning of the experiment turned out to be greater 
than total mass of elementary particles at the end of the experiment30. In such situations mass defect can be ex-
plained by formation of tachyons that, having overcome the light speed barrier, disappeared in tachyon universes 
and/or tachyon antiverses, e.g., as a result of formation of short-term micro and mini portals, similar to forma-
tion of macro portal in the episode with the Eldridge destroyer. Therefore, such situations can be interpreted as 
experimental confirmation of tachyon existence, and, thus, the existence of the hidden Multiverse containing ta-
chyon universes and antiverses. 

10. Conclusions 
So, the article provides answers to all the questions raised therein: 
• physical reality of imaginary, complex and hypercomplex numbers has been proved theoretically and expe-

rimentally; 
• resonance has been proved to exist at complex frequencies, rather than real ones; 
• extended interpretation of the second postulate of the current version of the STR has been thereby refuted; 
• it ha s b een shown t hat failure o f a ttempts t o e xplain the phenomenon o f dark matter and d ark e nergy i s 

caused by incorrect formulation of task aimed at searching for explanation within the conception of Mono-
verse, corresponding to the current incorrect version of the STR; 

• the adjusted formulation of the task aimed at  searching for explanation of the phenomenon of dark matter 

 

 

30For example, with frequent disappearance of elementary particles before their collision. 
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and dark energy within the conception of Multiverse has been suggested; 
• relativistic formulas of the STR ha ve been s uggested gi ven the principle of p hysical reality of imaginary 

numbers; 
• conception of quaternion structure of the hidden Multiverse, which, according to the WMAP and Planck data, 

contains twenty mutually invisible universes existing in different dimensions, has been suggested on the ba-
sis of the adjusted relativistic formulas of the STR; 

• according to the WMAP and Planck data six parallel universes among those twenty mutually invisible un-
iverses existing in different dimensions are adjacent to our universe; 

• it has been shown that dark matter and dark energy correspond both to other invisible parallel universes of 
the hidden Multiverse, except ours; 

• it has been shown that dark matter corresponds to the adjacent invisible parallel universes and dark energy 
corresponds to the rest of the parallel universes, shielded from us by parallel universes of dark matter; 

• it has been explained how portals sometimes appear between adjacent parallel universes of the hidden Mul-
tiverse, enabling inhabitants of one universe to penetrate into another; 

• since t ime in d ifferent parallel universes of the hidden Multiverse flows in d ifferent d irections, movement 
through portals make it possible to travel not only through space, but also through time; 

• it has been shown that quaternion structure of the hidden Multiverse contains four pairs of different matters- 
antimatters, and that their annihilation is prevented; 

• it has been shown that tachyons locate in tachyon universes and antiverses of six different types; 
• and, finally, it has been shown how the outlined hypothesis of the hidden Multiverse can be subjected to re-

view for compliance with Popper’s falsification criterion. 
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Abstract 
This paper explains how a model of the universe can be constructed by incorporating time and 
space into geometry in a unique way to produce a 4-space dimension/1-time dimension model. 
The model can then show how dark matter can be the gravity that is produced by real matter that 
exists throughout our entire universe. The model can also show how dark energy is not an in-
crease in energy that is causing the accelerated expansion of the universe, but is an accelerating 
decrease in matter throughout the universe as the stars and galaxies in the universe continue to 
convert matter into energy during their life cycles. And then the model can show how a fourth 
space dimension must exist in our universe to locate a point in space. 

 
Keywords 
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1. Introduction 
Dark matter and dark energy continue to be the subjects of many articles written in scientific papers and journals. 
Dark matter was proposed in the 1970’s to account for the gravity that had to exist in a h alo effect around ga-
laxies to account for the faster than expected motion of stars in the outer orbits of the galaxies. It was called dark 
matter because it was not visible. It did not absorb, reflect, or emit light. It was estimated that the amount of dark 
matter had to  be over 6  times the amount of visible matter that existed in the galaxies. Dark energy was pro-
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posed by astronomers in 1998 to account for the accelerating expansion of the universe that had become evident 
from their observations of the motions of supernovae and galaxies. 

Most of the research that is done to try to explain dark matter involves the search for some kind of exotic par-
ticle that is not visible, but does produce a gravitational effect. There is an alternative way to try to explain dark 
matter. Dark matter does not have to be matter; it can just be gravity. 

Dark energy is still a mystery. It is thought to be some kind of energy that is spread throughout the universe 
and i s increasing at  an  accelerating rate. There i s an  al ternative way to explain dark energy. The accelerating 
expansion of the universe does not have to be caused by an increase in energy that we call dark energy; it can be 
caused by a decrease in gravity due to a decrease in the amount of matter in the universe. 

Both of these explanations involve gravity, and it is not surprising that gravity is still a little bit of a mystery. 
Is it a force that acts between objects as described by Sir Isaac Newton, or is it a warping of space-time as de-
scribed by Albert Einstein? Regardless of its true nature, the effects of gravity in our universe are well known, 
and they can be shown most effectively b y the use o f equations, graphs, and geometric models. We can con-
struct a model of the universe that will show the relationships between gravity, dark matter, and dark energy. 
The model will also show that a fourth space dimension must exist in our universe to locate a point in space. 

2. The Model 
A model of the universe can be constructed that can explain the true nature of dark matter and dark energy. Cur-
rent models of the universe do not incorporate time into space in a way that shows the whole universe as it really 
exists on a grand scale. Some of the models show how the universe developed over time since the beginning of 
time at the big bang. Some show time as a timeline and show the development of the parts of the universe, such 
as protons, molecules, forces, stars, and galaxies, along this timeline. Some present a model in two or three di-
mensions upon which accurate measurements involving space and time can be made, such as the Lambda CDM 
cosmological model. But they do not present a 5-dimensional model of our entire universe upon which accurate 
measurements involving space and time can be made. 

In our real world, we know that when we look out into space, we are also simultaneously looking back in time. 
And no matter in which direction we look, we are looking back in time about 13.8 billion years to the beginning 
of the universe at the big bang. We know that the Hubble telescope will give us a similar picture of the begin-
nings of our universe no matter in which direction it is pointed. It does not give us a picture of our nearest ga-
laxies as they exist now. It gives us a picture of them as they existed millions and billions of years ago, since it 
has taken millions and billions of years for their emitted light to reach the telescope. 

Time and space can be incorporated into geometry to construct a model that reflects the reality that the Hub-
ble space telescope reveals. When mathematicians and scientists need to include time in their calculations about 
the physical world, they generally represent it a s another dimension along a straight line equivalent to the x, y, 
or z-axis i n the Cartesian co ordinate system. Most of t he current models of t he universe also treat t ime as a 
straight line in one direction; i.e., as the arrow of time. However, if we consider the nature of time, we realize 
that it b egan at the creation of the universe, and it d id not travel in a straight l ine in one direction in space. I t 
progressed outward from the big bang in all directions. So, we can make a unique shift in incorporating time and 
space into geometry by treating time as a radius of a sphere in a coordinate system where time is the radius, and 
the three space coordinates, x, y, and z are on the surface of the sphere. As time proceeds forward and outward 
on the radii of the sphere, all matter in the universe moves outward and expands on the surface of the sphere. 
Measurements are made on this model by, first of all, placing the observer at a point in time on the radius, and 
then secondly, establishing his space coordinate system on the surface o f the sphere which represents t he un-
iverse, to make physical measurements in the usual manner. When time is involved in the measurement, the ob-
server moves to the next point in time on the radius, and then on the surface of the sphere, which will now be a 
larger or smaller sphere (the universe), t he space coordinate system is established to make the physical mea-
surements. 

We can visualize this model of the universe and how it works if we place some measurements and objects on 
it. Along the radii, t ime would be measured in years. Along the surface o f the sphere, which represents al l of 
space, distances are measured in light years. In this way, the model is scaled so that a unit of distance along the 
time line, say one inch representing one billion years, is equivalent to the same unit of distance along the surface 
of the sphere, which would be one inch representing one billion light years. This model is based on this equiva-
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lency, which recognizes the fact that the speed of light is one of the fundamental building blocks of our universe. 
When Albert Einstein developed his theory of relativity and produced his famous equation, E = mc2, he showed 
how fundamentally important the speed of light is in our universe. It is not light itself, or electromagnetic waves 
in general, but it is the speed at which they travel through space that is so important. The speed of light is a limit 
to which nothing can travel faster. It actually presents a boundary to our universe. Speed is measured in units of 
distance divided by time, such as kilometers per second, or miles per hour. Thus the speed of light gives us a  
way of making measurements of distance, equivalent to measurements of time; i.e. one year of time is equiva-
lent to one l ight year of distance in our universe. In our model, a  length along the radius of the sphere, which 
represents time, is the same length along the radius that represents a measurement of one light year, and is also 
the same length along the surface of the sphere, which represents a distance in space. Because our model of the un-
iverse is based on this real equivalence, it will give us accurate measurements of space and time in our universe. 

In our model, the beginning of time at t = 0 at the center of the sphere, occurs at the time of the big bang after 
an assumed period of super inflation (proposed by Alan Guth in the early 1980’s) where the universe suddenly 
jumped in size by an enormous factor such as 1025 times, implying, according to Paul Davies in his book, The 
Goldilocks Enigma, that “ the entire observable universe leapt f rom about the s ize o f a p roton to the s ize o f a  
grapefruit virtually instantaneously. The actual magnification factor was unimportant so long as it was very big” 
[1]. He goes on to say, that after this initial instant of time and inflation of size, “inflation shuddered to a halt 
and normal expansion resumed” [1]. Our beginning model assumes that this normal expansion of the universe 
(outward along the radii of the sphere) takes place at the speed of light beginning when the universe was about 
the size of a grapefruit. Thus, a unit of measurement of time, say 1 billion years, is equal to a unit of distance, 
say 1 billion light years, along both the time axes and the space/distance axes along the surface of the sphere.   

In our model, the radius of the sphere is increasing at the speed of light. This is because light travels outward 
from the beginning of time at the speed of light, so if the age of the universe is about 13.8 billion years old, the 
radius is at least 13.8 billion light years. We will show later how and why it is much greater than that. It is im-
portant to note that t he surface o f the sphere, which represents the universe, i s not expanding at  t he speed o f 
light. Actually, it is  expanding currently by about 7 percent every billion years as indicated by recent observa-
tions. We will make calculations on our model later that will produce this same rate of expansion. It is also im-
portant to note that the entire universe is on the surface of the sphere in this model. All three space dimensions 
exist on the surface of the sphere. The x and y dimensions extend laterally, and the z dimension extends perpen-
dicularly to these through the thickness of the sphere, and this will be discussed in more detail later. However, it 
should be emphasized at this point, that in this model, only time exists inside and outside of the sphere. Past time 
is inside the sphere, and future time is outside the sphere. 

It is important to realize that the orientation of the 3 space directions on the surface of the sphere will depend 
on the orientation of the observer and local conditions, such as whether the observer, for example, is standing on 
the earth or floating in space. Thus, all 3 space directions are treated equally, although the thickness direction 
appears to be much smaller than the other 2 directions. It also appears in the model that we are overlapping the 
time and space dimensions in the thickness region on the surface of the sphere. This is true, but what does it re-
ally mean? Here i s where the value o f t he model becomes evident. Everything inside the sphere i s t ime, past 
time or history, to be exact. Everything outside of the sphere is also time, which is the future. When someone 
asks, “What is  o utside o f our universe; i.e., what is outside of the sphere?”, the model shows that the simple 
correct answer is, “It is our future, just as everything inside the sphere is our past.” In other words, nothing real 
exists outside of the sphere, since the outside of the sphere is where the universe (the surface of the sphere) will 
be in the future. The inside of the universe, so to speak, i s where the universe was in the past. The inside is 
nothing but the past. Everything on the surface of the sphere, including the thickness, is the present time. What 
this basically says is that space exists in time, and time exists in space. If one asks, “How thick is the thickness 
of the sphere?”, one is also asking, “How long does present time last?” This is a q uestion for the philosophers, 
but in our everyday lives, the present time does seem to last for some, although small, period of time before it 
becomes the past. We will return to this subject later, including a discussion of how thick the thickness is when 
measurements of height, width or depth are to be made. 

We can now place some objects on the model. To keep the size of the model on a s ingle sheet of paper, we 
can place galaxies spaced one billion light years apart on the surface of the sphere. We can construct the model 
to show our universe at the present time, which is now widely accepted as approximately 13.8 billion years. For 
simplicity, we will use 14 billion years as the age of the universe and show the spherical model in cross-section.  
When time, t, is equal to 14 billion years, the circumference of the sphere can be calculated to be approximately 
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88 billion light years, (C = 2πr, or C = 2π(14), or C = 87.96). Thus there will be 88 galaxies spaced 1 billion 
light years apart along the circumference of the sphere, which represents the universe. This is not the actual size 
of our universe at the present time, as we will explain later. We do know that the universe is at least this size, 
though, since light has been traveling in all directions since shortly after the big bang, at the speed of light, for 
13.8 billion years over a distance of at least 13.8 billion light years. The size of the model is now based on the 
universe expanding at a constant rate (which we will adjust later to show the actual expansion rates), but we will 
continue to use this simplified version to show how the model works. 

The model, as developed so far, is represented in Figure 1. The entire universe is shown on the surface of the 
sphere. There are 88 galaxies spaced 1 billion light years apart along the surface of the sphere. We will locate 
our galaxy at the north pole of the sphere. As time proceeds forward, the radius of the sphere increases. 

 

 
Figure 1. The model.                                                                                         
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3. The Expanding Universe 
Now that we have es tablished the size o f the model representing the universe, we can answer the question of 
how the model shows how the universe is expanding. The model shows the expansion every billion years by the 
ever increasing circles in the model that represent the universe as it expands every billion years. For example, if 
we use the circumference (in cross-section) of our model universe at a time of 14 billion years and compare it to 
the expanded circumference at a time of say, 15 billion years, the circumference of the sphere (our universe) will 
have expanded by approximately 7.1 percent. This number is obtained as follows: at t = 14 billion years, C = 2πr, 
or C = 2π(14), or C = 87.9; at t = 15 billion years, C = 2π(15) or C = 94.2; therefore, the percent of expansion of 
the universe along the surface of the sphere is (94.2 - 87.9) divided by 87.9, which is equal to 0.071 or 7.1 per-
cent. It is interesting to note that Stephen Hawking in his book, A Brief History of Time, states that the universe 
is expanding by 5 t o 10 pe rcent every 1 bi llion years, based on measurements of the velocities at which other 
galaxies are moving away from us, using the Doppler effect [2]. What is even more interesting is that the Hubble 
constant, which is the current value used to determine the universes’ expansion, agrees almost exactly with the 
above number. In a paper titled “Is the universe expanding faster than the speed of light?”, Dave Rothstein from 
the Astronomy Department at Cornell University states that the Hubble constant “is approximately equal to 71, 
measured in the technically useful but conceptually confusing units of ‘kilometers per second per megaparsec’. 
In more sensible units, the Hubble constant is approximately equal to 0.007% per million years-what it means is 
that every million years, all the distances in the universe stretch by 0.007%” [3]. This value is the same as 7% 
every billion years. His paper was written in September 2003. The present value for the Hubble constant, as de-
termined by the Planck space mission and reported in March 2013, is now just under 68. 

It should be noted that if, for example, our universe were twice as big and its circumference were 176 billion 
light years instead of 88 billion light years, the circumference would have to expand by approximately 12.3 bil-
lion light years over 1 billion years ( instead of 6.3 billion light years) to equal 0.070 or 7 percent. This shows 
that the model can be easily adjusted to reflect actual experimental data.   

Our model clearly shows how the size of the universe is expanding outwardly at the speed of light into the 
future (i.e., 14 billion years of time is equivalent to 14 billion light years of distance), while the galaxies along 
the surface of the sphere (circumference in cross-section) are moving away from each other by approximately 7 
percent over 1 billion years as we observe today. The model reflects reality in that, as we look out into space, we 
are looking back in time 14 billion years to the time of the big bang. As we do this, we are also looking out into 
space a distance of 14 billion light years. It is logical then, that the size of the universe (determined by the radius) 
can be expanding at  approximately the speed of l ight while the galaxies are moving apart from each other by 
only 7 pe rcent over 1 bi llion years as we observe today. Since this value corresponds with the actual value of 
approximately 7 per cent over 1 billion years, the model appears to be an accurate model. 

The model shows, that if we choose a galaxy, galaxy G-7, that is now 7 billion light years away from our ga-
laxy, located in our model on the surface of the sphere at a time of 14 billion years, it would have been 3.5 bil-
lion light years away from our galaxy 7 billion years ago at time t equals 7 billion years. The light emitted from 
that galaxy 7 billion years ago will travel toward our galaxy at the speed of light through an expanding universe 
presented by the expanding spheres in the model. We can calculate the distance light will have traveled every 1 
billion years on the expanding spheres and show it on the model. 

We first have to show how much the universe has expanded every billion years in the model. At time, t = 7 
billion years, the circumference of the universe would be 2πr, or 2π(7), which equals 43.96 billion light years. 
At time, t = 8 billion years, the circumference would be 2π(8) which equals 50.24 billion light years. The expan-
sion is thus, 50.24 minus 43.96, or 6.28 billion light years. The distance increase in expansion per billion light 
years at time, t = 8 billion years, is 6.28 billion light years divided by 43.96 billion light years, or 0.1429 billion 
light years. We can make similar calculations for each year as the universe expands from 8 billion years old to 
14 billion years old. While we are doing this, we can also make the similar calculations during the first 7 billion 
years of the universe’s expansion. We are assuming that the expansion occurs at a constant rate during this time 
period; i.e., the size of the universe, as determined by the radius, increases by 1 billion light years every 1 billion 
years. We will show later how the model can depict the expansion at  t he rates determined b y current experi-
mental data. 

Now that we have calculated how much the universe has expanded from a time of 7 billion years to 8 billion 
years, we can determine how far the emitted light has traveled during this 1 billion year time period. 
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4. Light Traveling through Expanding Space 
To do this, we need to know how light travels through expanding space. For example, if 2 galaxies are 1 billion 
light years apart, and after 1 billion years, they are now 1.1 billion years apart due to the expansion of space, 
how far did light travel when it was emitted from one of the galaxies 1 billion years ago? We can show by anal-
ogy presented in Appendix A, that light would have traveled the 1 billion light years (the speed of light is 1 bil-
lion light years per billion years) plus 1/2 the expanded distance. It thus would have traveled 1.05 billion light 
years and still be 0.05 billion light years away from the other galaxy. 

We can now return to our previous example and determine how far the emitted light has traveled during this 1 
billion year time period from time, t =  7 to time, t =  8. It is simply 1 billion light years plus 1/2 the expanded 
distance, or 1 billion light years plus 1/2 of 0.1429 light years or 1.0714 billion light years. We can again make 
similar calculations for the remainder of the time from 8 billion years to 14 billion years, and also, all the way 
back to the beginning of the universe. We will begin the calculations at a time of 380 thousand years after the 
big bang, which is now considered to be the time at which light was first emitted from the early universe. To be 
consistent, we started our calculations for the expansion of the universe at the same time, 0.00038 billion years, 
which is practically zero on the scale of our model. If the universe expanded at a constant rate of 1 billion light 
years per 1 billion years during its first billion years, the expansion per billion years is approximately 1 billion 
light years. T he d istance li ght tr aveled during t his time period is  the d istance it traveled a t the speed o f li ght 
from the time light was first emitted to 1 billion years, or approximately 1 billion light years, plus 1/2 the ex-
panded distance (1/2 of 1 billion light years), or a total of 1.5 billion light years. These calculations are shown in 
Table 1. 

Using Table 1, we can now show how the light emitted from galaxy, G-7, at a time of 7 billion years travels 
toward our galaxy. We have plotted the light beginning at time, t = 7, and calculated what the remaining distance  

 
Table 1. Expansion at a constant rate.                                                                                         

Time, t 
(BY) 

Radius, r 
(BLY) 

Circumference, C 
(BLY) & diff. 

Expansion per BLY, 
(BLY)* 

Distance light 
traveled (BLY) % Expansion** 

14 14 87.90 6.28 0.0769 1.0385 7.7 

13 13 81.64 6.28 0.0833 1.0417 8.3 

12 12 75.36 6.28 0.0909 1.0455 9.1 

11 11 69.08 6.28 0.1000 1.0500 10.0 

10 10 62.80 6.28 0.1111 1.0555 11.1 

9 9 56.52 6.28 0.1250 1.0625 12.5 

8 8 50.24 6.28 0.1429 1.0714 14.3 

7 7 43.96 6.28 0.1667 1.0833 16.7 

6 6 37.68 6.28 0.2000 1.1000 20.0 

5 5 31.40 6.28 0.2500 1.1250 25.0 

4 4 25.12 6.28 0.3333 1.1667 33.3 

3 3 18.84 6.28 0.5000 1.2500 50.0 

2 2 12.56 6.28 1.0000 1.5000 100 

1 1 6.28 6.28 1.0000 1.5000 100 

0+ 0.00038 0.002 N/A N/A N/A N/A 

    16.0901 total  

BY = billion years. BLY = billion light years. *Increase in circumference divided by the previous circumference. **Increase in circumference divided 
by the previous circumference in percent. 



D. J. Koterwas 
 

 
1253 

is to our galaxy as it travels through expanding space. For example, as the emitted light travels from time, t = 7 to 
t = 8, we calculate the total distance the universe expanded between our galaxy and the place at which the light 
was emitted during this time, which is 3.5 billion light years, plus (0.1429 times 3.5 billion light years), and then 
subtract the distance light traveled, 1.0714 billion light years, during this t ime period. The result is 2.9288 bil-
lion light years remaining to our galaxy. Similar calculations can be performed as the light continues to travel 
toward our galaxy each billion years. These calculations are shown in Table 2. The table shows that the emitted 
light will have reached our galaxy after traveling through expanding space for 4.52 billion years, at a  t ime of 
11.52 billion years. This is also shown in Figure 2. 

5. Our Visible Universe 
Now that we know how the stage 1 model represents the universe and know how calculations are made with it, 
we can show how the model describes our visible universe. Remember, our entire universe, as it exists now, is 
shown on the surface (circumference in cross-section) of the sphere at a time of t = 14 billion years. Our visible 
universe will be shown on the model as a shape determined by the light beams now reaching our galaxy from all 
the galaxies in  the u niverse f rom the time they first emitted light. Just as in th e previous example where w e 
plotted the light emitted 7 billion years ago from galaxy, G-7, to where it reached our galaxy a l ittle over 2 bil-
lion years ago, we can begin plotting the light which we are now receiving at our galaxy at a time of 14 billion 
years, and trace it backwards in space and time on the model. We can use the calculations presented in Table 1 
to plot the light back to a time of 380 thousand years after the big bang. This is shown in Figure 3. The shape of 
the visible universe appears as a t ear drop shaped figure in cross section, with a slightly indented bottom, in 3 
dimensions (2 space and 1 time). 

When we look far out into space with our telescopes, we are seeing galaxies as they existed billions of years 
ago. We can, for example, select galaxy G-28, which is now 28 billion light years away from our galaxy, and 
determine by our model that i t is now in our visible universe, and we are just now seeing it a s it e xisted when 
our universe was about 2 billion years old. We can also determine that our galaxy and galaxy G-28 were about 4 
billion light years apart when the light which we are seeing was emitted from galaxy G-28. (This is the distance 
between the 2  galaxies measured along the circumference at  a r adius of 2  billion l ight years). The visible un-
iverse in the model is a tear drop shaped globe that extends from our galaxy out in all directions along the sur-
face of the globe for a distance of 16.09 billion light years. 

Now that we have created our basic stage 1 model, we can make some adjustments to it. We mentioned earlier 
that we developed the model based on our universe expanding at a constant rate. Data obtained recently by tele-
scope shows that the expansion of the universe was actually decelerating for its first 8 billion years, and then the 
expansion b egan to accel erate. Z osia R ostomian, Lawrence B erkeley National L aboratory, a nd N ick Ross, 
BOSS Lyman-alpha team, Berkeley Lab, have developed a graph based on data from a spectroscopic survey  

 
Table 2. Light emitted from G-7 at time, t = 7 billion years.                                                                                         

Time, t 
(BY) 

Radius, r 
(BLY) 

Circumference, C 
&diff. (BLY) 

Expansion per 
BLY, (BLY)* 

Distance light 
traveled (BLY) 

Distance 
remaining (BLY) 

14 14 87.90 6.28 0.0769 1.0385  

13 13 81.64 6.28 0.0833 1.0417  

12 12 75.36 6.28 0.0909 1.0455 −0.4811 

11 11 69.08 6.28 0.1000 1.0500 0.5174 

10 10 62.80 6.28 0.1111 1.0555 1.4249 

9 9 56.52 6.28 0.1250 1.0625 2.2324 

8 8 50.24 6.28 0.1429 1.0714 2.9288 

7 7 43.96 6.28 0.1667 start 3.5 

BY = billion years. BLY = billion light years. *Increase in circumference divided by the previous circumference. 
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Figure 2. Light emitted from galaxy G-7.                                                                                         

 
(Boss S loan D igital S ky S urvey-III, November, 2012)  that depicts this changing expansion [4]. This graph i s 
shown in Figure 4. 

We can change our model to mirror the data in this graph by increasing or decreasing the size of our model 
(circumference in cross-section) each billion years to match the deceleration and acceleration shown in the graph. 
For example, to show the rapid decrease in expansion during the first billion years, the size of the universe, as 
determined by the radius of the model, had to be expanding by billions of light years during the first billion 
years. Then, as the deceleration slowed down and leveled out at about a time of 8 billion years, the radius was 
expanding at a r ate considerably slower than its current rate of about 6.9% every billion years. The expansion 
then began to slowly accelerate. The radius of the expanded model has to be large enough to mirror this expansion.  
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Figure 3. The visible universe.                                                                                         
 
It also has to reflect current consensus about the size of our visible universe. The most important for our model 
is the general agreement in the literature that the galaxies that we can observe when the universe was less than a 
billion years old, and their light has taken over 17 billion years to reach us, are now about 46 billion light years 
away from us. This is shown as galaxy, G-46 on the model. To reflect this result, the radius of the model has to 
be about 40 billion light years. This is all shown in Table 3, in column 2 (change in radius), and in column 6 (% 
Expansion). It is also shown in Figure 5. It should be noted that at a time of 14 billion years (now), the model 
shows that the universe i s expanding at  a r ate o f 6 .9%, which relates very closely to the current value o f t he 
Hubble constant. 

The model in Figure 5 shows both the new time and corresponding radius measurement on the vertical axes.  
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Figure 4. Expansion of the universe (Credit: Zosia Rostomian, LBNL; Nic ross, Boss lyman-alpha team, LBNL).                                             

 

 
Figure 5. Expansion of the universe at observed rate.                                                                                         
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Table 3. Expansion at observed rate.                                                                                         

Time, t 
(BY) 

Radius, r 
(BLY) 

Circumference, C 
(BLY) & diff. 

Expansion per 
BLY, (BLY)* 

Distance light 
traveled (BLY) 

% 
Expansion** 

14 40.0 251.2 16.3 0.0694 1.0347 6.9 

13 37.4 234.9 12.6 0.0567 1.0284 5.7 

12 35.4 222.3 9.4 0.0442 1.0221 4.4 

11 33.9 212.9 7.5 0.0365 1.0183 3.7 

10 32.7 205.4 6.3 0.0316 1.0158 3.2 

9 31.7 199.1 5.7 0.0295 1.0148 3.0 

8 30.8 193.4 5.3 0.0282 1.0141 2.8 

7 29.95 188.1 5.4 0.0296 1.0148 3.0 

6 29.1 182.7 6.2 0.0351 1.0176 3.6 

5 28.1 176.5 6.9 0.0407 1.0204 4.1 

4 27.0 169.6 8.8 0.0547 1.0274 5.5 

3 25.6 160.8 11.3 0.0756 1.0378 7.6 

2 23.8 149.5 15.7 0.1173 1.0587 11.7 

1 21.3 133.8 102.4 3.2611 1.3153 326 

0.5 5.0 31.4 28.6 10.20 3.0500 1020 

0.00038 0.45 2.8 2.8 N/A N/A N/A 

0 0 0 0 N/A N/A N/A 

     17.6902  

BY = billion years. BLY = billion light year. *Increase in circumference divided by previous circumference. **Increase in circumference divided by 
the previous circumference in percent per BLY. 
 
Note that at a  t ime of  380,000 years when l ight was first emitted throughout our universe, i ts radius was 450 
million light years. The galaxies that were just being formed at that time are now about 46 b illion light years 
away from our galaxy. They are represented by galaxy G-46 on the model. Galaxies that are more distant than 
that, such as galaxy G-63, are not in our visible universe. We have also shown galaxy G-5 that was in our visible 
universe at a time of 10 billion years, galaxy G-10 at a time of 6.5 billion years, and galaxy G-22 at a time of 0.5 
billion years. These will be used later when timelines are needed. 

6. The Fourth Space Dimension  
The next adjustment we can make on the model presents us with a paradigm shift in how we view our universe. 
Earlier, when we first developed our model, we described how all 3 space dimensions exist on the surface of the 
sphere and how the height dimension (thickness of the sphere) also represents the present time. To develop the 
true height dimension at any point on the sphere, we can rotate the sphere at that point. 

If we look at Figure 1, which we will now call stage 1 of the model, and locate ourselves at the north pole of 
the sphere at t = 1 4 billion years, we can visualize the universe as the surface of the sphere in 2 lateral dimen-
sions. To obtain the third dimension; i.e., the height dimension, we can rotate the sphere 90 degrees about the 
north pole, and now the 2 lateral dimensions include the height dimension. As we rotate the sphere, it is  impor-
tant that we maintain our true distances along the surface of the sphere, which means, for example, that the dis-
tance of 17.69 billion light years from our galaxy to the most distant galaxy in our visible universe (and actually, 
back to the time light was first emitted in our universe about 380,000 years after the big bang) will become the 
new radius of our rotated sphere. We are changing the orientation of the sphere so that the original “up” direc-
tion is now pointing in the left horizontal direction in Figure 6. The important point is that this 4-space dimen-
sion universe is now experiencing the two different orientations at the same time. As 3 dimensional beings, we 
cannot do the same. We should also note that as the orientation of “up” changed, the center of the universe at t =  
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Figure 6. The universe rotated 90 degrees.                                                                                         
 
0; i.e., the big bang, changed so that it i s now also located in a horizontal direction to the right from the north 
pole as in Figure 6. 

In Figure 6, w e a re n ot r otating th e e ntire o riginal u niverse m odel. W e a re r otating the s pheres, which 
represent distances and space, into the radii which represent time, at the location of the observer at a single time 
of 13.8 billion years. We are rotating the surface of the sphere representing the entire universe which will have a 
radius of 125 billion light years, and the surface of the visible universe as it exists now, which will have a radius 
of 46 billion light years. Each will have the same timeline, as shown on the vertical axis in Figure 5, on its ra-
dius which we will show after its complete rotation in Figure 7. The rotation of the original visible universe is 
more complicated b ecause i t includes both distance a nd time, n ot just d istance. T he original v isible universe 
represents the distances light traveled during 14 time periods from the observer back to 380,000 years. It is a re-
presentation of the distances light traveled over time which is speed, or velocity. The actual distances light tra-
veled are the arrows on the 14 different circumferences in Figure 5 that add up to a total distance of 17.69 bil-
lion lig ht years. T his is  what is  b eing r otated a nd s hown in  Figure 6. I t w ill have it s o wn ti meline which 
stretches back to 380,000 years. 

If we now change the “up” direction to all possible directions by rotating the spheres about the north pole in 
all possible directions, and the universe experiences all these different orientations at the same time, the model 
will now represent the entire universe with its center at the north pole. In addition, the surface of the initial un-
iverse will n ow h ave co mpletely p opulated t he volume o f t he l arge s phere, s hown as  t he en tire u niverse, as 
shown i n cross-section in Figure 7. B y c hanging the orientation o f t he surface o f t he s phere t o al l p ossible 
orientations, we have picked up all the galaxies that exist throughout the universe. By rotating the surface of the 
sphere (space) in all possible directions (time), we have merged space with time and developed 4-dimensional 
space-time which we experience in our real world today. 

By using orientation a s a  4 th space dimension, our model, which we can now cal l stage 2 , now reflects our 
3-space dimension world as we know it. We are 3-dimensional beings who can experience only one orientation 
(or “up” direction) at a t ime. We cannot experience all possible orientations at the same moment in time; whe-
reas the universe does “experience” all possible orientations at the same time as shown in Figure 7. We are 3- 
space d imensional b eings liv ing i n a  4 -space d imensional uni verse. T his i s a nalogous t o t he 2 -dimensional  
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Figure 7. The stage 2 model with 4 space dimensions.                                                                                         
 
being l iving on a h orizontal plane at  one arbitrary height level who cannot experience the third d imension o f 
height since there is  no “up” d irection in his f lat 2 -dimensional world. There are only 2  horizontal d irections.  
In other words, in a 2-dimensional world, an intelligent square cannot become, or even conceptualize becoming 
a cube since t he flat square can ex perience o nly one height level at a time. Being 2-dimensional, t he s quare 
cannot experience many height levels at the same time, even though they may exist all around the square, or else 
the square could then become a 3-dimensional cube and no longer be 2-dimensional. 

The model shown in Figure 7 includes 4 space dimensions (width, height, depth, and orientation) and the 
time dimension. The timeline for the rotated distances of the entire universe, and the rotated distances of the 
visible universe as it exists now, are shown on the right side of the top of the vertical axis. They are based on the 
distances to galaxies G-5, G-10, G-22, and G-46 at the times at which they appeared in our visible universe as 
presented in Figure 5. For example, i n Figure 5, the d istance to galaxy G-10 along the ci rcumference o f t he 
sphere at a time of 14 billion years (now) is 10 billion light years. When we track it back in time to where it in-
tersects the line representing our visible universe, it appears in our visible universe at a time of 6.5 billion years 
(on the far left vertical axis). Thus, in Figure 7, a time of 6.5 billion years corresponds to a distance from the 
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observer (our galaxy) of 10 billion light years. Likewise, the d istance of 46 b illion l ight years to ga laxy G -46 
corresponds to a time of 380,000 years after the big bang, and the farthest distance to galaxy G-125 corresponds 
to a time of zero at the big bang. These last two distances and times are the numbers that will be used in the cal-
culations to explain dark matter and dark energy. Another version of the model is shown in Figure 8, again in 
cross-section. 

In Figure 8, the volume of the outer sphere represents our entire universe. It has a radius of 125 billion light 
years. The surface of the outer sphere represents the time of the creation of the universe, the big bang, at a time 
of 13.8 billion years ago. The volume of the middle sphere (The visible universe as it e xists now, in Figure 8) 
represents all the galaxies in our visible universe as they exist now. It has a radius of 46 billion light years. This 
shows that the galaxies which were being formed, and we now observe just after the time of recombination at a 
time of 380,000 years, (and it has taken 17.7 billion years for their light to reach us), are now about 46 billion 
light years a way from us. T he v olume o f t he s mallest s phere ( The v isible u niverse rotated, i n Figure 8) 
represents our visible universe which we can observe in our telescopes. It has a radius of 17.7 billion light years. 
The surface of this sphere also represents the time of recombination when light was first emitted in the universe,  

 

 
Figure 8. The simplified version of the stage 2 model.                                                                                         
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at a time of 380,000 years after the big bang.   
We can now make some calculations. We can compare the volume of the visible universe as it exists now (not 

as it existed in the past represented by the smaller visible universe), to the volume of the entire universe as it ex-
ists now. This will then give us the percentage of visible matter (baryonic) that we can now detect in our visible  

universe, compared to the amount of baryonic matter in the entire universe. Using the formula, 34 π
3

V r= , the  

volume of the visible universe as it exists now, with a radius of r = 46 billion light years, is 407,513 cubic billion 
light years. The volume of the entire universe, with a radius of r = 125 billion light years, is 8,177,083 cubic bil-
lion light years. The ratio is thus, 20.7. This is almost exactly the same as the ratio of visible matter in the visible 
universe determined by the Planck space mission, compared to the total of all matter, including dark matter and 
dark energy, i n the universe. Recent NASA P lanck space mission data reported in March 2013 show that t he 
early universe was 4.9 percent real (visible) matter in the form of atoms, 26.8 percent unseen dark matter and 
68.3 percent unseen dark energy. Thus, the ratio o f v isible matter to al l matter in the universe including dark 
matter and dark energy is 100 divided by 4.9, or 20.4. The model explains what the dark matter and dark energy 
is. It is the rest of the normal matter in the entire universe that is not visible to us because it is not in our visible 
universe. 

We can now d iscuss dark matter and dark energy, but before we do, we should look again at  the model in 
Figure 8. The dark area between the visible universe as it exists now, and the entire universe, contains the real 
matter (baryonic) that exists in the dark area that produces the gravity in our visible universe that we refer to as 
dark matter and dark energy. Dark matter and dark energy are in our visible universe simply as gravity, not as 
matter. This will be discussed in detail later. We know they are there because of their gravitational effects upon 
the stars in our galaxies and the accelerated expansion of the universe. They make up 20.7 times the amount of 
visible matter in our visible universe. The model also shows how time (on the top half of the vertical axis) ex-
tends from zero at the time of the big bang at a distance of 125 billion light years away from our galaxy, to a 
time of 0.00038 billion years at the beginning of our visible universe as it exists now at a distance of 46 billion 
light years away from our galaxy, to a time of 13.8 billion years after the big bang at our galaxy. 

This s tage 2  model reflects t he reality of our world in several striking ways. Have you wondered why, for 
example, when the Hubble space telescope sends us a p icture of galaxies in the universe many billions of light 
years distant from us and many billions of years back in time as they existed maybe only a billion years after the 
big bang, that the telescope can send us a similar picture when it is pointed in the opposite direction? In fact, it 
would send us a similar picture no matter in what direction it is pointed. In our real world, the big bang appears 
to be located out in space in all directions. The center of the universe where it all began appears to be located all 
around us in a sphere far, far away. This model explains why. Actually, our 3 space dimension model, stage 1, in 
Figure 1 shows that the center of the universe began at a  single point which is at t ime t  = 0, just as our logic 
would tell us. If we are at the north pole in Figure 1 and look out into space at a galaxy, say, 7 billion light years 
away, we are not looking out along the surface of the sphere that represents the universe as i t exists now. As 
mentioned earlier, we are actually looking back in time 7 billion years, due to the fact that it took light from the 
galaxy 7 billion years to reach us, and see the galaxy as it existed in a  smaller universe; i.e., a s maller sphere 
with a radius equal to t = 7  billion years where all the galaxies are much closer together. If we look out farther 
and farther into space, we are looking back into time billions of years more to a much smaller sphere where all 
the galaxies are much closer together until eventually, at 14 billion years, and over 16 billion light years away 
(based on expansion at a constant rate), the sphere becomes a point no matter in what direction we look from the 
north pole. 

There i s another way to visualize this. We mentioned ear lier when we were explaining how the model can  
represent the changing rates of expansion of the universe, that light was first emitted in the early universe about 
380 thousand years after the big bang. This time is commonly referred to as the time of recombination. We are 
now receiving this light as radiation, detecting it in telescopes, and calling it the Cosmic Microwave Background 
(CMB) radiation. It is coming from hot clumps of gas and atoms, which would become stars and galaxies, which 
are spread throughout a s ea of hot plasma. We are receiving it from all directions from outer space. When we 
look at a map of the CMB, we are looking at a flat projection of the radiation coming from the inside surface of 
a giant sphere, where we are at the center and located many billions of light years away from the surface. The 
CMB was first detected over 50 years ago. What we need to realize is that the CMB we are receiving now is not 
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the same CMB we received 50 years ago. The CMB we are receiving now is from matter in the early universe 
that was about 50 l ight years c loser to the point a t which the universe began, and 50 l ight years farther away 
from us than the CMB from 50 years ago. 

We on earth, in the Milky Way galaxy, had our beginning in one of these hot clumps of gas and atoms located 
somewhere within this giant blob of extremely hot plasma. At the time of recombination, the universe had al-
ready expanded at such a rate that the clumps were moving apart from each other so fast that it is just now after 
more than 13 billion years, that light from some of these clumps is reaching us. We can visualize ourselves in 
this expanding blob where everything is moving away from us in all directions. The galaxies that are now closer 
to us were the clumps that were closer to us, and we received their first light, their CMB, billions of years ago. 
The CMB we are now receiving is from clumps so far away, or moving away so fast, that it has taken over 13 
billion years for us to receive it. As the years go by, we will be receiving the CMB from the clumps that were 
even farther away from us at the time of recombination. As we go back deeper in space and farther in time, we 
encounter the rest of the universe that is not yet visible to us, back to the time of the big bang. Depending upon 
how fast the universe is expanding, we may never receive the CMB from the most distant clumps that are now 
galaxies 125 billion light years away from us in our model. This visualization shows how the model represents 
our perception of the universe as we look out into space. It shows how the big bang and the CMB can actually 
appear to exist in a sphere all around us, and come from all directions in space. 

This 5-dimensional model (4 space dimensions and the time dimension) can be used to show another very in-
teresting result. In Figure 8, if we look at the surface of the sphere at time, t = 0, the big bang, the model shows 
us that time is proceeding inward in the universe. In the model, this means that the sphere at time, t = 0, becomes 
larger as time progresses inward, and the time radius ends at the observer. In real life, this reflects the fact that 
time progresses from the past to the present where the observer exists. As the observer looks out into space in 
any direction, the observer is looking back in time and sees things as they were in the past. As the future devel-
ops into the present from the point of the observer, the timeline of the past increases, as shown in the model as 
the t = 0  sphere becomes larger. As the size of the entire universe increases, all the visible matter expands out-
ward from the observer, just as current experimental data confirms. To be more exact, this shows that the ob-
server is moving away at an increasing rate from all the matter observed all the way back to the big bang. For 
example, when current data using the Doppler effect shows that a galaxy 10 billion light years away from our 
galaxy is moving away at a faster rate than one that is 5 billion light years away, it s hows that the distance be-
tween our galaxy and a galaxy that we now observe where it was 10 billion years ago, is increasing faster than 
the distance between our galaxy and a g alaxy we now observe where it was 5 billion years ago. If these other 
two galaxies still exist now, it means that the galaxies are mutually moving away from each other in a universe 
that is expanding at an accelerating rate. This is what our model shows. 

Another co mment should be made regarding the model. Can “orientation” really be a 4 th space d imension? 
Included in the Appendices to this paper are two examples of how and why orientation needs to be considered as 
a 4th space dimension. The examples are presented as stories, similar to thought experiments that a teacher in a 
space dimension class delivers to his students. The first one is titled, “The Space Dimension Class”, a nd the 
second one is titled, “Lost in Space”.  

Also, in his book, The Elegant Universe, Brian Greene tells the story of how, in 1919, a mathematician named 
Theodore Kaluza suggested that there may be more than 3 s pace dimensions. His theory involved using equa-
tions analogous to those Albert Einstein used in his general theory of relativity, but included a 4th space dimen-
sion and the t ime dimension instead of Einstein’s 3 s pace dimensions and the t ime d imension. As a  result, he  
found extra equations. He realized that the extra equations “were none other than Maxwell had written down in 
the 1 880’s f or d escribing t he el ectromagnetic f orce! B y ad ding an other s pace d imension, K aluza h ad u nited 
Einstein’s theory of gravity with Maxwell’s theory of light” [5]. 

Brian Greene continues to relate how further detailed study of Kaluza’s proposal showed that it conflicted 
with e xperimental d ata. “ The s implest a ttempts to  in corporate the e lectron in to th e theory p redicted r elations 
between i ts mass and i ts charge that were vastly different f rom their measured values” [6]. As a  result, many 
physicists lost interest in Kaluza’s idea. In the 1970’s and 1980’s, interest began again to focus on extra space 
dimensions as s tring theory e volved. S tring t heory a ttempts to uni fy t he fundamental forces o f na ture and r e-
quires up to 10 space dimensions and one time dimension. All the extra space dimensions are considered to be 
“curled-up” d imensions a t every point in our familiar 3-dimensional space. They are required to be so micro-
scopic that we cannot observe them. These are completely different than the proposed extra space dimension 
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called orientation. As discussed thus far, orientation is a large space dimension that is equivalent to height, width, 
and depth, and is a dimension we observe in our daily lives. We just cannot experience more than one particular 
orientation at a time, whereas the 4-dimensional universe does. It would be interesting if the physicists and ma-
thematicians could formulate equations to represent orientation as the 4th space dimension, and see if this would 
correct the experimental data problems experienced by Kaluza when he had united Einstein’s theory of relativity 
with M axwell’s theory o f lig ht. It s hould b e noted t hat o rientation can not b e represented mathematically nor 
graphically as some combination of the 3 familiar space dimensions. There has to be an additional framework 
upon which the 3 space dimensions of height, width, and depth are oriented to show which way is “up”. It is a 
completely different space dimension that is required to represent or describe an object in space. 

Before we discuss dark matter, it is  important to emphasize that this stage 2 model was developed from the 
perspective of the observer, which is how we view and study our universe. We are not at the center of our un-
iverse. All the galaxies 125 billion light years away from us at the surface of the larger sphere in the model are 
not at the edge of the universe any more than our galaxy is at the edge of the universe from the perspective of an 
observer in one of those galaxies who has developed a similar model. Again, everything on the outside of the 
model, which represents our universe, is the future.  

7. Dark Matter 
What is dark matter? Dark matter is commonly defined as a hypothetical form of matter that is believed to make 
up over 90 percent of the matter in the universe but is invisible in that it does not absorb or emit light, and does 
not collide with atomic particles but exerts gravitational force. Originally it w as the so-called “missing matter” 
in the universe that was needed to account for the motions of the stars in numerous galaxies observed by astro-
nomers. Once it was discovered that all observed galaxies had up to ten times more invisible or dark matter than 
visible matter, it was no longer called “missing” because it had then been discovered. 

There is  another form of dark matter that must exist if  the b ig bang inflation theory is  correct. This theory, 
among ot her things, i s used t o e xplain how matter i n ga laxies now very d istant from e ach other could ha ve 
communicated w ith other m atter before, d uring, o r i mmediately af ter t he b ig b ang. T his has r eintroduced a 
“missing matter” form of dark matter in addition to that in and around the galaxies. The inflation theory implies 
that there must be up to another ten times more dark matter than visible matter in the universe, which means that 
very little of the universe is composed of visible matter. Much of this “missing matter” may also be in the form 
of dark energy, which was postulated in the late 1990’s to necessarily exist to cause the acceleration of the ex-
pansion of the universe and is d etectable only t hrough i ts gravitational effects. As mentioned earlier, NASA 
Planck space mission data show that the early universe was 4.9 percent real visible matter, 26.8 percent unseen 
dark matter and 68.3 percent unseen dark energy. 

When we compared the volume of the entire universe to the volume of the visible universe in our model, the 
ratio came out to be 20.7 to 1. This means that if our visible universe contains only 4.9 percent real visible mat-
ter, then our entire universe must contain 20.7 times that, or a total of 101 percent matter that is real matter, but 
is not observable in our visible universe at the present time. This is an amazing result which can explain from 
where the dark matter and dark energy in our visible universe is coming. Since the entire universe contains 20.7 
times as much real matter as there is in our visible universe, and we are calling it dark matter and dark energy, 
the value of 101 per cent is essentially the same as the 100 per cent total of visible matter, dark matter, and dark 
energy (4.9%, 26.8%, 68.3%) reported by the NASA Planck space mission. The dark matter and dark energy in 
our visible universe is not matter, it is  gravity from all the real matter in our entire universe. Remember, dark 
matter was originally introduced to account for the gravity that has to exist in galaxies to cause the rotation of 
the stars in the galaxies. It does not have to be matter. It can simply be gravity. 

An important point to realize is that this does not contradict current theories and explanations that dark matter 
and dark energy cannot be real matter made of atoms (baryonic) due to other reasons, such as nucleosynthesis, 
and calculations showing that our universe is flat and at its critical density. The result above still agrees with the 
results of other calculations that real matter can only be about 4.9% of all the matter (gravity) in the universe. 
The 4.9% real matter still remains in our model. The model shows that there is just 20.7 times more of it in our 
entire universe, which is producing 20.7 times more gravity in our entire universe (including our visible universe) 
than can be produced by the real visible matter in our much smaller visible universe. The percent of real matter 
in the entire universe is still 4.9%. We can now show how the gravity that exists in our visible, observable un-
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iverse, which we now call dark matter and dark energy, is the gravity produced by all the real matter in the rest 
of the universe. 

We first of all have to show how gravity can appear to act instantaneously throughout the universe, because 
an immediate argument is that we must disregard all matter outside of our visible universe because its effects or 
influence cannot travel faster than the speed of light. The counter argument is that all the dark matter and dark 
energy outside of our visible universe affects the expansion of our visible universe because it is part of the entire 
universe, not because its effects have to travel to the visible universe. We can show this by using one of Sir Isaac 
Newton’s gravitational laws, and also using a modification of Alan Guth’s inflation theory which will include 
gravity. 

8. Gravity as Dark Matter and Dark Energy 
One of Sir Isaac Newton’s gravitational laws explains how the effects of gravity from all the stars and matter in 
a galaxy can be analyzed. For example, how do all the stars and matter in the Milky Way galaxy affect the sun 
in its orbit around the center of the galaxy? Donald Goldsmith, in his book, The Astronomers, presents a very 
good explanation of this law and how it predicts the motion of stars in galaxies [7]. The first part of Newton’s 
law states that all the stars and matter outside the sun’s orbit can be ignored, because their gravitational effect on 
the sun and its orbit cancels itself out. The second part states that the gravitational effect of all the stars and mat-
ter inside of the sun’s orbit can be concentrated at the center. This by the way, was the law that was used to dis-
cover the dark matter that exists in a halo effect around galaxies to account for the faster than expected motion 
of stars in the outer orbits of the galaxies. 

If we apply the second part of this law to our model in Figure 8, we can simply state that the gravitational ef-
fect from all the galaxies and matter inside the outer sphere ( representing the entire universe) at  a d istance of 
125 billion light years from the center, can be concentrated at the center. The center is where we exist as the ob-
server in our galaxy. Any other observer in any other galaxy in the universe will likewise be at their center. This 
means that the gravitational effects of all the matter in the universe are spread out fairly uniformally throughout 
the universe. Each observer in each galaxy is feeling the concentrated effect of gravity from all the galaxies in 
the universe. This is how all the real matter in the entire universe, which is 20.7 times the visible matter in our 
visible universe, can  p roduce t he gravity i n o ur v isible u niverse which we ar e cal ling d ark matter a nd d ark 
energy. 

A modification of Alan Guth’s inflation theory can explain how the gravitational effects from all the galaxies 
in the universe can be spread throughout the universe, even though the galaxies are separated by distances much 
greater than light could have traveled between them. The first part of this modification relies on the fact that, in 
the evolution of the universe, gravity separated itself from the other forces of nature before the inflationary pe-
riod of the universe began. Brian Cox, in his book, Wonders of the Universe, presents a graphic which shows the 
timeline of the universe from the beginning of time at the big bang, to the present [8]. It shows that the Planck 
Era, which is the time when gravity separated from the other forces of gravity, began at a time of 10−43 seconds. 
It shows that the Grand Unification Era, which is the time when the strong nuclear force splits from the other 
forces, began at a t ime of 10−36 seconds. The Inflation Era began at the end of the Grand Unification Era. It is 
generally agreed that the period of inflation occurred from 10−36 to 10−32 seconds. The point is, that gravity ex-
isted throughout the universe before inflation began. 

The second part of the modification of Alan Guth’s inflation theory introduces gravity into his original theory.  
Years ago, cosmologists, astronomers and astrophysicists wondered how objects (matter) in far distant reaches 
of the universe more than 13.8 billion light years apart (the age of the universe), could be so homogeneous and 
so much alike in many properties, such as composition and temperature, when there was no way that light or any 
type of  i nformation would h ave h ad th e ti me to  tr avel f rom o ne to  th e other. The s olution was th e in flation 
theory proposed by Alan Guth in the early 1980’s, as mentioned earlier. The theory basically proposes that all of 
the matter in the universe, in some form, was initially close enough together to share its properties. As the big 
bang began and the matter expanded and clumps moved away from each other, an inflationary period took place 
in the expansion where the clumps, eventually to become stars and galaxies, moved away from each other much 
faster than the speed of light. After this rapid expansion much of the matter was separated by distances greater 
than the distance light could have ever traveled since the beginning of the universe. The distant regions of the 
universe could never again transfer information or have any influence upon each other (unless a deflationary pe-
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riod should occur). 
If the inflation theory, which after some modification is now widely accepted, can explain why the properties 

of similar objects in distant regions of the universe can be so uniform because they moved away from each other 
much faster than the speed of light, should not it also be able to explain why gravity could be “left behind”, so to 
speak, around objects that rapidly moved apart from each other faster than the speed of light? If the effects of 
gravity cannot travel through space faster than the speed of light, as is generally believed based on Albert Eins-
tein’s General Theory of Relativity, and the matter separated faster than the speed of light, some of the gravity 
had to be “left behind”. And as we discussed earlier, the total amount of this gravity is 20.7 times the amount 
produced by the real matter in our visible universe. This can be the gravity that exists in galaxies as dark matter, 
and the gravity that exists throughout the universe as dark energy. 

The following example may make it easier to understand how gravity can be “left behind”. Let us suppose 
that the early universe was similar to a very massive soccer ball with all the mass concentrated in the outer shell 
of the soccer ball, similar to our stage 1 model. There are indentations or seams in the soccer ball similar to a 
regular soccer ball, which usually has 20 hexagonal and 12 pentagonal sections. The shell of the soccer ball is a 
curved surface and all t he regular hexagonal and pentagonal sections inside the s eams of the s occer b all are 
likewise curved surfaces. See Figure 9. 

The size of the soccer ball determines the amount of curvature of the soccer ball as a whole, and also the cur-
vature of each individual section of the soccer ball. For simplicity, let us now look at a cross-section of the soc-
cer ball. See Figure 10. 

 

 
Figure 9. Soccer ball.                                             

 

 
Figure 10. Soccer ball cross-section.                                             
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Suppose the soccer ball undergoes a l arge expansion, and the seams or indentations are very thin and much 
weaker, but much more elastic than the material inside the seams. The material inside the seams is very strong 
and thick and not very flexible. As the soccer ball expands, the space between the hexagonal and pentagonal 
sections stretches so that the sections are now spaced 5 times further apart than they were before the expansion. 
Because of their thickness and strength, they are still approximately the same size and have about the same cur-
vature as before the expansion. The radius of the soccer ball will now be 5 times as large, and the curvature of 
the cross-section of the soccer ball as a whole, which is a circle, will now be 5 times less than before the expan-
sion (since it is inversely proportional to the radius), but the curvature of each hexagonal and pentagonal section 
will be approximately the same as before the expansion. See Figure 11. 

Let us now make the analogy between the soccer ball and our universe, but assume the universe has many, 
many more sections than the soccer ball since it is much, much larger. It follows that if the expansion of space 
occurs in the seams between the sections (space between the galaxies), the curvature (warped space-time) within 
the galaxies will remain about the same while the curvature (warped space-time) of the universe as a whole will 
be 5 times smaller (because the radius of the cross-section of the universe is now 5 times larger). Gravity, which 
is the force of attraction between the galaxies, and is also the warped space-time in and immediately around the 
galaxies, has been “left behind” in and around the galaxies as space has expanded between the galaxies. When 
we now look at the expanded universe where the galaxies are now 5 times farther apart then before, and calcu-
late the amount of mass we can observe in the galaxies, it will be much less than is needed to account for the 
gravity (warped space-time) in and around the galaxies. Thus, the dark matter that is needed to exist in a spheri-
cal halo around the galaxies to account for the motions of the stars observed by our astronomers within the ga-
laxies can be the gravity produced by all the galaxies when they were much closer together, that was “left be-
hind” when the inflation occurred. 

9. Dark Energy 
Dark energy is commonly defined as an unknown form of energy which permeates all of space, and tends to ac-
celerate the expansion of the universe. The NASA Planck space mission shows that i t makes up 68.3% of the 
universe. It is important to note that, although the Planck space mission collected its data from a detailed study 
of the Cosmic Microwave Background (CMB) radiation, the values of 4.9%, 26.8%, and 68.3% are the present 
day values extrapolated from the CMB data. They are not the percentages that existed when the CMB radiation 
was emitted from a 380,000 thousand year old universe. Current thought is that dark energy is a negative pres-
sure spread throughout space as a part of space itself, which acts as an anti-gravity force. As space expands, the 
dark energy is not d iluted. Instead, more dark energy is created as space is created. However, this is not how 
energy, in general, behaves. 

Our stage 2 model offers an alternative explanation. We can show with the model, that instead of dark energy  
 

 
Figure 11. Soccer ball expanded.                                             
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increasing to cause the accelerated expansion of the universe, the total amount of matter in the universe is de-
creasing to cause the amount of gravity holding the universe together to decrease and allow the increased expan-
sion. 

Here is the theory. We know from physics that the amount of energy in a certain volume is diluted as the vo-
lume i ncreases. T he v olume of a given a mount of s pace i ncreases b y t he c ube o f t he radius as  i t increases,  

34 π
3

V r = 
 

. We also know from physics that the amount of gravity holding a given amount of space together 

decreases as the radius increases by square of the radius, 2
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r
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. Thus, if we look at our stage 2 model, the  

energy spread throughout the volume is decreasing faster (by the cube of the radius) than the gravity holding it 
together is decreasing (by the square of the radius). This means that the expansion should be slowing down. 
However, if the amount of gravity is reduced by conversion of matter into energy by the equation, E = mc2, 
greater than the volume increases, the space will expand. We can use the model to calculate the numbers that 
will show this.  

How is the amount of matter (gravity) being decreased? There are many books and articles written about the 
evolution of the universe, and how stars are formed, live, and die. We now have stars that are several genera-
tions old. The heavier elements in our universe are created in the life cycles of the stars. In the life cycle of a star, 
matter is continually being transformed into energy through the fusion process. When the life cycle of most stars 
ends in a supernova explosion, tremendous amounts of energy are released as heavier elements are created, and 
the amount of matter, although heavier, is much less. Since stars started forming in the universe about 13.3 bil-
lion years ago, the total amount of matter in the universe has been decreasing. We can calculate how much mat-
ter has been transformed into energy every billion years to cause the expansion of the universe to accel erate 
about 6 billion years ago. 

We first of all, have to have an estimate of the number and type of stars that exist in the universe, and we also 
have to have an estimate of how long the life cycle of the average star lasts. The astronomers, astrophysicists, 
and cosmologists who have studied the stars have come up with some detailed results. They have learned that 
the greater a star’s mass is when it formed, the faster it burns its fuel, and the shorter is its life cycle, which may 
be numbered in only millions of years. Many more stars, like the sun, will continue burning their fuel, and de-
creasing their mass, for about 10 billion years. The much smaller stars will burn their fuel much slower and may 
continue to do so for over 100 billion years. 

The Milky Way galaxy is estimated to contain between 200 - 400 billion stars, and there are estimated to be 
over 100 billion galaxies in the universe. Each of these stars is converting tremendous amounts of matter into 
energy every second of every day. It is also estimated that the life cycle of the average star in the Milky Way 
galaxy is about 50 billion years. Astronomers can determine the age of stars in the universe very accurately. 
They have estimated that some of the stars in the Milky Way galaxy have been in existence for over 13 billion 
years, thus, the Milky Way galaxy must have been one o f the earliest galaxies to  form within the f irst b illion 
years after the beginning of the universe. 

We can now calculate how much matter has been transformed into energy every billion years to cause the ex-
pansion to accelerate about 6 billion years ago when the universe was almost 8 billion years old. When the ex-
pansion of the universe began to accelerate at about 8 billion years after its beginning, most of the stars in the 
Milky Way galaxy had already converted about 8 billion years worth of their 50 billion years of fuel, or about 16% 
of their matter, into energy. If the Milky Way galaxy is an average size galaxy in the universe (estimates are that 
it is somewhat smaller than average), then the amount of matter in the universe has decreased by at least 16% 
when the expansion of the universe began to accelerate. 

In making the calculation, we need to realize that when the expansion of the universe began to accelerate, 
whatever was causing it was also accelerating. If it is in fact caused by the decreasing amount of matter in the 
universe, then the matter has to be decreasing at an accelerating rate. This is exactly what has been happening in 
our universe, when the initial dust and gas and clumps of matter in the early universe began to collapse and form 
the early stars and galaxies. As the stars and galaxies increased in numbers into the billions, they increasingly 
converted matter into energy, and the amount of matter in the universe decreased at an accelerating rate. 

If the amount of decrease in matter during the first billion years was only 1/2 of 1%, and it increased by only 
1/2 of 1% every billion years, i t would be sufficient to account for the accelerating expansion of the universe 
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when it was almost 8 billion years old. This is when the rate of increase in volume of the universe (and corres-
ponding decrease in energy) was less than the decrease of gravity holding it together. The ratio of the change in 
volume to the change in gravity, which had been much greater than one, was gradually decreasing as the matter 
in the universe decreased causing the decrease in gravity. Between 7 and 8 billion years, the ratio became less 
than one, and the expansion began to accelerate because gravity decreased at a g reater rate than the amount of 
energy in the universe decreased. The following tables show how the changes ( increase) in volume of the ex-
panding universe (decrease in energy) compare to the changes in gravity (decrease) as  the universe expanded 
over its almost 14 billion years of existence. 

Table 4 shows how the rate of change in volume of the universe changed as the rate of change in the radius of 
the universe stopped slowing down and began to accelerate. After decreasing for about 8 billion years, it began 
to increase at an accelerating rate. 

Table 5 shows how the amount of gravity in the universe decreased not only as the radius increased, but also 
as the amount of matter in the universe decreased. After about 8 billion years, the rate of decrease began to ac-
celerate. This is caused by the increased acceleration in the loss of matter in the universe during the past 6 bil-
lion years (an additional increase of 1/2% every billion years) as shown in the Mass decrease column in the ta-
ble. 

Table 6 shows how the change (increase) in volume became less than the change (decrease) in gravity after 7 
to 8 billion years; i.e., ratio less than one, thus causing the expansion of the universe to accelerate rather than 
slow down as it had been doing. 

These are the numbers that show how dark energy, which is causing the expansion of the universe, does not 
have t o b e s ome k ind o f i ncreasing en ergy s pread t hroughout t he u niverse, b ut r ather, can  b e a decreasing 
amount of gravity which can no longer prevent the expansion from accelerating. Whatever energy that existed at 
the big bang to cause the initial expansion can be the energy that is causing its acceleration due to the decrease 
of matter and gravity. These numbers have been developed from the recent data obtained by telescope and space 
missions that have been analyzing and studying the stars and galaxies in the universe. The astronomers, astro-
physicists, and cosmologists, should be able to show how realistic the numbers are in determining the amount of  

 
Table 4. Change in volume.                                                                                         

Time, t Radius, r Volume, 34 π
3

V r=  Difference in  
volume Change in volume % Change 

14 40.0 267,947 48,927 0.2234 22.3 

13 37.4 219,020 33,292 0.1793 17.9 

12 35.4 185,728 22,623 0.1387 13.9 

11 33.9 163,105 16,715 0.1142 11.4 

10 32.7 146,390 13,024 0.0977 9.8 

9 31.7 133,366 11,040 0.0903 9.0 

8 30.8 122,326 9850 0.0876 8.8 

7 29.95 112,476 9307 0.0902 9.0 

6 29.1 103,169 10,275 0.1106 11.1 

5 28.1 92,894 10,488 0.1273 12.7 

4 27.0 82,406 12,165 0.1732 17.3 

3 256 70,241 13,799 0.2445 24.5 

2 70,241 13,799 0.2445 0.3951 39.5 

1 23.8 56,442 15,984 76 7600 

0.5 21.3 40,458 39,935 523 52,300 

0.00038 5.0 523 523 N/A N/A 

0 0     
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Table 5. Change in gravity.                                                                                         

Time, t Radius, r Gravity, 
2

1
r

 Difference in 
gravity 

Gravity  
decrease 

Mass  
decrease 

Total  
decrease % Change 

14 40.0 0.000625 0.000090 0.12587 0.175 0.30087 30.1 

13 37.4 0.000715 0.000083 0.10401 0.140 0.24401 24.4 

12 35.4 0.000798 0.000072 0.08276 0.110 0.19276 19.3 

11 33.9 0.000870 0.000065 0.06952 0.085 0.15452 15.5 

10 32.7 0.000935 0.000060 0.06030 0.065 0.12530 12.5 

9 31.7 0.000995 0.000066 0.06221 0.050 0.11221 11.2 

8 30.7 0.001061 0.000054 0.04843 0.040 0.08843 8.8 

7 29.95 0.001115 0.000066 0.05588 0.035 0.09088 9.1 

6 29.1 0.001181 0.000085 0.06714 0.030 0.09714 9.7 

5 28.1 0.001266 0.000106 0.07726 0.025 0.10226 10.2 

4 27.0 0.001372 0.000154 0.10092 0.020 0.12092 12.1 

3 25.6 0.001526 0.000239 0.13541 0.015 0.15041 15.0 

2 23.8 0.001765 0.000439 0.19918 0.010 0.20918 20.9 

1 21.3 0.002204 0.037796 0.94490 0.005 0.94990 95.0 

0.5 5.0 0.040000 4.898272 0.99190 0.0025 0.99440 99.4 

0.00038 0.45 4.938272 N/A N/A 0.000 N/A N/A 

0 0       

 
Table 6. Ratio of change in volume to change in gravity.                                                                                         

Time, t Radius, r Change in volume Change in gravity Ratio 

14 40.0 0.2234 0.30087 0.74 

13 37.4 0.1793 0.24401 0.73 

12 35.4 0.1387 0.19276 0.72 

11 33.9 0.1142 0.15452 0.74 

10 32.7 0.0977 0.12530 0.78 

9 31.7 0.0903 0.11221 0.80 

8 30.7 0.0876 0.08843 0.99 

7 29.95 0.0902 0.09088 0.99 

6 29.1 0.1106 0.09714 1.14 

5 28.1 0.1273 0.10226 1.24 

4 27.0 0.1732 0.12092 1.43 

3 25.6 0.2445 0.15041 1.63 

2 23.8 0.3951 0.20918 1.89 

1 21.3 76 0.94990 80 

0.5 5.0 523 0.99440 526 

0.00038 0.45 N/A N/A N/A 

0 0 N/A N/A N/A 
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matter that stars, and galaxies, are converting into energy during their life cycles. It is not so much a matter of 
the stars creating a tremendous amount of energy during the fusion process, which may or may not be significant, 
but more a matter of the loss of matter. The amounts shown in the above tables appear to be in agreement with 
what can be extrapolated from the current literature. The tables were also developed from our model of the un-
iverse. They show how our model of the universe can explain dark energy. 

10. Conclusions 
We have developed a model of the universe that can explain dark matter, dark energy, and the fourth space di-
mension. The model was developed by incorporating time into geometry by using time as a radius of an ex-
panding sphere whose surface represented our entire universe. In the stage 1  model, al l of space exists on the 
surface of the sphere, past history exists inside the sphere, and the future exists outside the sphere. The model 
shows that when we look out into space in any direction, we are looking back in time to the same point in space 
at the origin of our universe almost 14 billion years ago. It shows how light has been traveling through the ex-
panding space of our universe for over 13.4 billion years. It shows how we can depict both our visible universe 
and our entire universe as they exist at the present time. 

The stage 2 model was developed by rotating the surfaces of the stage 1 model in all directions about the ob-
server. This was done because only 2 lateral space dimensions can be shown on a surface. For an observer to 
experience the third space dimension, the surface had to be rotated through a volume about the observer. By 
doing this, we developed a fourth space dimension which we called orientation, which also incorporated time 
into space. It is s hown that to locate and describe a point in space, 4 space dimensions are required. Height, 
width, d epth, an d o rientation ar e r equired. H owever, we are 3 -dimensional b eings l iving i n a  4 -dimensional 
world. We can experience only one orientation at a time, just as a flat 2-dimensional being can experience only 
one particular height dimension at a time. 

The stage 2 model presents us a geometrical framework upon which we can calculate the volume (energy) and 
the amount of gravity that existed in our universe throughout its history. It thus presents us with a way to explain 
dark matter as the gravity produced by the real (baryonic) matter that exists throughout our entire universe. And 
it presents us with a way to explain dark energy as the energy that caused the original expansion of the universe 
at the big bang that is now accelerating due to the loss of matter and gravity in the universe. 

This model of our universe represents a dramatic shift in how we view our universe. It shows how you can not 
only visualize a 3 -dimensional space and one time dimension universe in a model on a f lat piece of paper, but 
can also visualize a 4 -dimensional space and one time dimension universe in a model on a piece of paper. The 
model gives us new insights into the nature of our universe, and presents a framework upon which theories can 
be developed to explain dark matter, dark energy, and the fourth space dimension. As we continue to explore our 
universe, and study and analyze the stars and galaxies, we can produce the experimental data that can show that 
this model can indeed explain dark matter, dark energy, and the fourth space dimension. 
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Appendix A: Light Traveling through Expanding Space 
How is light affected by expanding space as light travels through it? We know that the speed of light is a con-
stant. It will travel, say, a distance of one billion light years in a time of one billion years. If, for example, there 
were 2 galaxies that were 1 billion light years apart, and over a time of 1 billion years, space has expanded by 10 
percent so that they are now 1.1 billion light years apart, how far will light have traveled from one galaxy to the 
other during the 1 billion years? 

We first of all, have to make the distinction that the two galaxies have not moved apart relative to each other 
due t o t heir motion; t hey have moved a part du e t o s pace e xpanding b etween t hem. A nd secondly, s pace, o r 
spacetime to be more accurate, is something upon which measurements can be made as i t expands. Using the 
above example, this means that after 1/2 billion years, we can locate a p oint in space between the two galaxies 
that will be midway between them, or 0.525 billion light years away from both of them. We can then realize that 
light, traveling for 1/2 billion years, will not have reached the half-way point of expanded space, or 0.525 billion 
light years. This is because the distance it had to travel was continually increasing as light traveled through it,  
and the last half of its journey, 0.525 billion light years, is still ahead of it, and will be continually expanding as 
light travels through it. 

We can use the following analogy to make this clearer. Suppose we have an automobile traveling at 100 miles 
per hour on a r oadway that is expanding by 10 percent, or a d istance of 10 miles, every hour. There are mile 
markers every mile on the side of the road which is not expanding, (the base grid), and there are mile markers 
every mile on the expanding roadway. We can show how the automobile travels along the roadway in a time of 
1 hour by the following graph. For simplification, the grid line markers on the base grid are shown every 5 miles, 
and the markers on the expanding roadway are shown every 25 miles. See Figure A1. 

The graph shows that when the automobile travels on the roadway for the first 15 minutes, the length of the 
roadway is increasing ah ead o f it ( the first 25 mile s ection will i ncrease by 1/4 of th e distance th e 100 mile 
roadway increases in 15 minutes, or 1/4(2.5) = 0.625 miles) so that it will not reach the 25 mile marker on the 
roadway. When it has traveled, say, 1/2 the 25 miles (in 7.5 minutes), the remaining half of the 25 mile roadway 
will have increased b y 1/2 of 0 .3125 miles, so the a utomobile will be a t least that much short o f t he 25 mile 
marker. As it travels the remaining half of the 25 mile roadway, the roadway continues to expand by the same 
amount, so the automobile will end up about 0.3125 miles short of the 25 mile marker. As the automobile con-
tinues to travel on each additional 25 mile expanding section, it will continue to fall short of each section mile 
marker by an increasing amount. But, note that the sections it has already traveled over also continue to expand, 
by 0.625 miles per 25 mile section, which will increase the distance the automobile has traveled in reference to 
the base grid. This is also shown in Table A1. 

 

 
Figure A1. Analogy of an automobile traveling at 100 mph on an expanding roadway.                                             
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Table A1. Distance automobile travels in reference to base grid.                                                           

Time  
(minutes) 

Distance traveled on original roadway as it expands (miles) 

0 - 25 25 - 50 50 - 75 75 - 100 Total 

0 0    0 

15 25.3125    25.3125 

30 25.3125 + 0.625 25.3125   51.25 

45 25.3125 + 2 (.625) 25.3125 + 0.625 25.3125  77.8125 

60 25.3125 + 3 (.625) 25.3125 + 2 (0.625) 25.3125 + 0.625 25.3125 105 

 
The end result is  that the automobile will have traveled a  to tal of 105 miles on the roadway as it e xpanded 

from 100 to 110 miles in length. It has traveled 1/2 the expanded distance. 
By analogy then, we can say that when light travels through expanding space, it will travel about 1/2 the dis-

tance by which space has expanded during the same time frame. This assumes, as mentioned earlier, that space, 
or spacetime, is actually something which can expand, and does expand. Albert Einstein assumed that spacetime 
was something that could be warped when he theorized about gravity. Astronomers have proven him to be cor-
rect when they have seen in pictures produced by the Hubble space telescope, that light is indeed bent by warped 
spacetime as it travels around massive galaxies in a l ensing effect. The big bang theory assumes that space ex-
panded enormously at the beginning of the universe, slowed down, and is now expanding at an accelerating rate. 
Thus, I believe we can state that when light travels through expanding space, it will travel 1/2 the expanded dis-
tance. 

Appendix B: The Space Dimension Class 
Suppose you were educated in a school system where it was required that you pass a space dimension class be-
fore you could graduate from high school. A prerequisite for the class was that you complete basic mathematics 
classes to include fractions, and complete basic geometry classes to include formulas for determining the area 
and volume o f s imple s hapes an d solid o bjects s uch as cu bes an d spheres. T he s pace dimension cl ass was a  
2-hour class and consisted of a 1-hour lecture by the space dimension teacher followed by a 1-hour exam. If you 
failed the course, you would have to re-take it until you passed it, but if you had to re-take it, it would be a 
slightly different, more complicated course. 

You are now one of 24 students in your first space dimension class. The space dimension teacher is standing 
behind his desk at the front of the classroom with a large chalkboard on the wall behind him. He begins his lec-
ture and talks about the space dimension called height, which he explains is a length in the up and down direc-
tion. He then explains how the space dimension called width is a length in the left and right direction, and the 
space dimension called depth is a l ength in the forward and backward, or front and back direction. He also ex-
plains how these particular dimensions are based on a Cartesian coordinate system, which is also called a r ec-
tangular coordinate system, but there are also other possible coordinate systems, such as a cylindrical coordinate 
system that uses 2 lengths and 1 angle to locate a point in space or describe an object, or a spherical coordinate 
system that uses a  length and 2  angles to locate a p oint in space or describe an object. He also mentions that 
there i s a p olar s pace c oordinate system t hat u ses a co mbination o f t he r ectangular c oordinate s ystem a nd 1  
length and 3 angles to locate a point in space. “However,” he explains, “regardless of the coordinate system used, 
it i s generally recognized that there a re only 3  d istinct space d imensions, which should be fairly obvious, b e-
cause any object you can see and touch and feel appears to have height, width and depth”. 

He then reaches into a l arge, 5-gallon bucket sitting on his desk and pulls out a white Styrofoam cube about 
the size of his fist. He then explains how you could remove the top half of the cube by passing a horizontal plane 
through the middle of the cube. He also explains how you could remove the left half of the cube by passing a 
vertical plane through the original cube to separate the left half from the right half, and also how you could re-
move the front half of the cube by passing another vertical plane through the original cube to separate the front 
half from the back half. He then goes on to explain how you could remove only the top half of the left half of the 
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original cube by cutting along a portion of the horizontal and vertical planes so that the top left quarter (1/4) of 
the cube was removed (which is 1/2 times 1/2 equals 1/4 of the cube). To visually emphasize this, he picks up a 
razor blade from his desk and proceeds to make two cuts into the cube and removes the top left quarter of the 
cube, which is the top half of the left half of the cube. See Figure B1.  

He places this cube on his desk and reaches into the large bucket and pulls out a second Styrofoam cube the 
same size as the first. He now explains how to remove the left third (1/3) of the top half of the front half of the 
cube. The part that would be removed would be 1/3 times 1/2 times 1/2 equals 1/12 of the cube. Again, he takes 
a razor blade and proceeds to make three cuts into the cube and removes the corner of the cube corresponding to 
the left third of the top half of the front half of the cube. See Figure B2. 

The space dimension teacher places this cube on his desk and then tells all the students that the lecture is now 
over, and that it is  time for them to take the final exam. He tells them that in order to pass the space dimension 
class, they will have to complete one problem. He then turns around, writes the problem on the chalkboard, and 
then walks out of the classroom. Here is what he writes on the chalkboard: 

“Final Exam Problem: 
Come up to my desk, reach into the bucket and remove one cube. Take the cube and one of the razor blades 

on my desk to your desk and remove the front half of the right half of the top half of the cube. You have one 
hour. Then take the remaining part of the cube to my office, place it on my desk, and compare it to my solution,  

 

 
Figure B1. The top half of the left half removed.                              

 

 
Figure B2. The left third of the top half of the front 
half removed.                                                           
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which will be sitting in the middle of my desk. My original cube is identical to your original cube. If your cube 
looks the same as mine after you remove the specified section, you pass the course.” 

At this point, you think, “Hey, this is fairly easy!” since the lecture was not that difficult. You are very im-
pressed by the space dimension teacher. He has very thick white hair, so he has probably been doing this for a 
long time. He appears to be very intelligent, and explains things in a very detailed, methodical manner. Anyway, 
you go up to the space dimension teacher’s desk, reach into the bucket, and pick up a cube. When you look at 
the cube, you see that each o f t he 6  s ides o f t he cube i s a  d ifferent co lor! One side i s r ed, one s ide i s b lack, 
another side is green, the fourth is blue, the fifth is yellow, and the sixth is white. All of the other students pick 
out an identically colored cube. Your heart starts to sink because you now realize that you have to decide which 
side of the cube is “up”. The space dimension teacher will have obviously picked one of the colored sides of the 
cube to be in the “up” position when he made his 3 cuts into the cube to remove the top, right, front section of 
the cube. The orientation of your cube when you make the razor blade cuts, must be the same as his if your solu-
tion is to be the same as  his. Unfortunately, you did not have the chance to ask the space dimension teacher 
which s ide o f t he cu be was “up” s ince you as sumed al l s ides o f t he white S tyrofoam cube co uld b e t reated 
equally. Even if you had thought of the question, you did not have the opportunity to ask it. 

You return to your desk, and af ter considerable thought, which leads you nowhere, arbitrarily pick the red 
side to be in the “up” position, and the blue side to be the “front” position, and make the 3 cuts to remove the top, 
right, front 1/8 section of the cube. At the end of the hour you take your cube to your space dimension teacher’s 
office and place it on his desk next to his cube. You feel elated as you see that you chose the correct “up” side! 
Both your cube and the teacher’s cube have the red side placed in the “up” direction! Furthermore, the top, right, 
front section that was removed on your cube corresponds to the same top, r ight, front section on the teacher’s 
cube! But your heart sinks as you notice that the blue front side of your cube is not the same as the green front 
side of your space dimension teacher’s cube. You flunked the class! See Figure B3. 

Your fellow classmates go through the same experience that you just went through, and then you all return to 
the classroom with the space dimension teacher. He tells the class that only 1 student passed the course, which is 
exactly what he had expected, because each of the 24 students had only a 1 in 6 chance of arbitrarily picking the 
red side of the 6-sided cube to be the “up” side. In addition, of the 4 students that correctly picked the “up” side, 
each had only a 1 in 4 chance of picking the correct “front” side out of the 4 remaining vertical sides of the cube.  
He te lls the s tudents that according to  custom, he will p lace the name of the s tudent on the cube that was the 
same as his, and place it in the trophy case in his office to save for years to come. All other cubes will be dis-
carded. He then tells the class that he hopes that all the students now realize the importance of this 4th space di-
mension called “orientation”. To emphasize his point, he asks all the students to place themselves in the follow-
ing situation: 

“Suppose”, he says, “you were a very tiny, though very intelligent microbe living inside one of the Styrofoam 
cubes and were able to move freely, although slowly about the cube. You could actually move to the surface of 
the cube, poke your head out, and see what color the surface happened to be. You had been living in your cube 
universe that was inside the 5 -gallon bucket a ll your life. You had actually traveled up to  the top of your un-
iverse to see which side was ‘up’. You knew which side was ‘up’ because you felt the pull of gravity and could  

 

 
Figure B3. The student’s and teacher’s cube.                                               
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orient yourself so that ‘up’ was in the direction of the top of your head. You discovered that no side was truly 
‘up’. Because of the way your cube was positioned in the bucket, ‘up’ turned out to be a corner of the cube with 
a yellow side, a white side, and a green side each sloping downward at slightly different angles from the corner. 
That was fine with you because your entire universe was made of Styrofoam, and the color and shape of the out-
side had no influence upon your life. You were very comfortable living near the center of the cube, and you thus 
proceeded to go about your life as usual.”  

“You now suddenly feel your universe being moved about, turned upside down, and turned around, and then 
finally come to rest as a student places your universe on his desk. You hear someone muttering something about 
removing the top, right, front section of the cube within an hour and discarding it. You have a 1 in 8 chance of 
being removed from your universe and discarded, depending upon where you are located inside the cube. You 
know which side is now ‘up’, even though it is now much different than it was several minutes ago, because you 
can feel the pull of gravity pulling at your left ear. You quickly re-orient yourself inside your universe so that the 
pull of gravity is now at your feet and ‘up’ is now at the top of your head. You still have a major problem in that 
you have no idea which direction you should face so that your ‘front’ side corresponds to the student’s ‘front’ 
side. However, since you are a very intelligent microbe, you quickly figure out that all you have to do is move 
down into the bottom half of the cube and you will have a 100% chance of surviving inside of your universe, 
provided your student understood the lecture about the 3 space dimensions. You don’t know where the right side 
of the cube is, part of which will be removed; and you don’t know where the front side of the cube is, part of 
which will also be removed; but you do kn ow where the bottom half of the cube is, none of which will be re-
moved. You start moving downward in your Styrofoam universe as quickly as possible, which unfortunately is 
slower than a  snail’s pace. Fortunately though, you make it into the bottom half just in t ime as the top, r ight, 
front of your universe disappears. You breathe a huge sigh of relief and thank your lucky stars that you knew all 
about the 3 space dimensions involving up and down, left and right, and front and back, and the other space di-
mension c alled o rientation. You a re a lso very thankful for th e s omething i n your li fe c alled g ravity, which 
enabled you to determine which orientation was ‘up’.”  

“You now feel yourself being picked up, carried around, and placed down on a surface again, and the pull of 
gravity is still at your feet. Your universe has just been placed on the space dimension teacher’s desk, and un-
fortunately for you, the student that had your cube picked the white side of the cube to be the ‘up’ side instead of 
the red side, which was the teacher’s determination of the correct ‘up’ side. Your whole universe will now be 
discarded because neither you nor the student knew what the correct orientation of the cube should be to agree 
with that of the authoritative space dimension teacher.”  

The space dimension teacher pauses for a b it and then tells the students how fortunate they all are that they 
are not tiny microbes living in a S tyrofoam universe. He tells them that he hopes they have learned something 
worthwhile in his class, and is looking forward to seeing them again when they re-take the class. He tells them 
they will learn more about the dimension called orientation in the next class. He also invites the one student who 
passed the course to also re-take the class since it was only by chance that the student passed, not because of the 
student’s s uperior understanding of the s pace dimensions. He then d ismisses the class, wishing t hem well i n 
their future endeavors. 

This little story will hopefully cause you to think about the possibility of a  fourth space dimension actually 
existing in our universe, and how it possibly could be something called orientation, but a kind of orientation that 
will be considered in a slightly different context than that which we now experience. 

Appendix C: Lost in Space 
Can “orientation” really be a 4th space dimension? We should take time to visit another of the space dimension 
teacher’s classes. One of his advanced classes is ca lled “Orientation: The 4 th Dimension”. In this c lass, he a l-
ways begins with a  l ittle s tory. “Suppose,” he  says, “you were in a  very large spaceship far out in space con-
ducting a mission of exploring the universe, and had just recently entered a very unique-looking interstellar gas 
and dust cloud. The dust was not all that visible, but it quickly became thick enough so that your visibility was 
limited to several hundred miles in any direction, and neither stars nor any other objects were visible. Suppose 
the commander of the spaceship brought his spaceship to a stationary position and then asked you to board one 
of the spaceship’s small personal reconnaissance vehicles and make an exploratory trip to see how distant the 
gas and dust cloud extended. To maintain direction and know where you were at all times, you were to keep de-
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tailed notes as you left the exit port at the rear of the spaceship. You were to keep track of exactly how many 
miles you tr aveled in  each o f the 3  space d imensions; i.e., forward/backward, left/right, and up/down, so that 
you would be able to retrace your travel and return easily.” 

“Suppose”, he continues, “that during your tr ip, a burst of interstellar radiation suddenly occurred, and as it 
passed through your location, it caused your reconnaissance vehicle to spin and tumble about and disabled your 
gyroscope and propulsion and navigation systems. However, you had kept careful notes, and you knew that at 
this point, you had traveled a net of 650 miles in the forward direction, a net of 210 miles in the left direction, 
and a n et of 360 miles in the upward direction since you had left the spaceship. Fortunately, although you had 
lost sight of the large spaceship several hundred miles ago, you still had a communication capability and imme-
diately relayed the detailed directions to your location to the large spaceship, and asked the commander to come 
and r escue you. T he commander of  the spaceship responded that, unfortunately, they too had been hit by the 
burst of radiation that had also spun and tumbled their spaceship about and disabled their gyroscope and naviga-
tion system, but their propulsion system was still intact. You thought to yourself that you were extremely lucky 
that you had kept such good notes of the directions you traveled so that all the commander of the spaceship 
would have to do is send a rescue reconnaissance vehicle out of the same exit port of the spaceship and have it 
travel the same distances in the exact same directions you had traveled, and they would locate your position in 
space ex actly. B ut t hen you realized at  ab out t he same t ime as  d id t he co mmander o f t he spaceship t hat he 
needed to know in what direction the exit port of his spaceship was facing when you left the spaceship, now that 
the orientation of his spaceship had changed many t imes during the burst of interstellar radiation. He realized 
that he needed more than 3  d imensions to locate a point in space. He needed to know which direction on his 
spaceship was ‘up’; i.e., orientation, when your personal reconnaissance vehicle left the spaceship. He then had 
to place his spaceship in the exact same orientation to be able to rescue you. His spaceship had been spun and 
tumbled a bout i n many di fferent di rections a nd c ombinations of  u p/down, l eft/right, a nd f orward/backward. 
Since no objects were visible and there was no gravity, and his gyroscope and navigation system were disabled, 
there was no frame of reference in which he could determine which way was ‘up’, let alone position his space-
ship in the same forward direction as it had been when your reconnaissance vehicle exited the spaceship.” 

 “There was no way,” said the space d imension teacher, “that t he spaceship co mmander could locate your 
position in space since he needed a 4th space dimension to provide a frame of reference, and we call that 4th 
space dimension, orientation. We take this 4th space dimension for granted in our everyday lives because we live 
on an earth with gravity that provides us an automatic frame of reference and an automatic orientation in the ‘up’ 
direction. However,” he says, “the story ends happily in that the commander of the spaceship was able to repair 
his d amaged s ystems, an d b y r eviewing t he co mputer t apes o f al l h is d amaged s ystems, he was ab le t o 
re-establish his orientation as it was when you exited his spaceship, retrace your travel and rescue you.” This lit-
tle story should emphasize the point that you need 4 dimensions to locate a point in space, and orientation is that 
4th dimension. 
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Abstract 
Problem: Maxwell’s Agent (MA) is a thought experiment about whether the second Law is violated 
at smaller scales. This is a complex problem because the scale dependencies are unclear for per-
fect gas assumptions, quantum coherence, thermalisation, and contextual measurement. Purpose: 
The MA is explored from a non-local hidden-variable (NLHV) perspective. Approach: The Cordus 
theory, a specific NLHV solution, was applied at macroscopic to fundamental scales. Physical real-
ism requires the Agent be included in the analysis. Findings: The primary function is sorting, i.e. a 
one-time separation of species by some attribute. The thermodynamic MA situation is merely a 
special case for reducing disorder (entropy). A one-time extraction of energy is possible. This re-
quires input energy, hence the device only has thermodynamic leverage and is not a perpetual 
motion device. Inefficiencies arise from thermalisation causing short mean free path of Brownian 
motion, perfect gases having minimal interaction with the gate, ambiguity about spatial location 
arising from quantum superposition, contextual measurement interfering with the particle veloc-
ity, and bremsstrahlung hysteresis losses occurring when the Agent operates. Implications: En- 
tropy is a group property at the bulk level, not a characteristic of the individual particle, and can 
be reversed at an energy cost at the particle level. Originality: The explanation spans multiple lev-
els from macroscopic down to fundamental, which is unusual. Achieving an explanation from the 
NLHV sector is novel. The theory accommodates superposition, irreversibility, entropy, contextual 
measurement, coherence-discord transition, and Brownian motion. 
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1. Introduction 
Maxwell’s Agent (MA) is a thought experiment about whether it is  possible to violate the second Law of ther-
modynamics at  the microscopic scale. Maxwell’s original idea [1] was that the motions of gas molecules in a  
vessel were variable, as evident in Brownian motion, so that a microscopic being with sufficiently sharp senses 
might detect the faster gas molecules in a container, and momentarily open a door to selectively let them into a 
second chamber. This would cause the temperature to drop in the first vessel, and r ise in the second.1 This i s 
represented in Figure 1. 

If this worked, it would appear to violate the second law because t he temperature d ifference could subse-
quently be used to generate work, hence the paradoxical outcome of a perpetual motion machine. The essence of 
this is a p rocess of measure -> decide -> act that sorts out the favourable outcomes. Other conceptual embodi-
ments are the Brownian ratchet, and feedback engines.  

The context was that Maxwell noted the second law applied statistically to bodies en-masse, and he ques-
tioned whether the law applied at  the microscopic scale where the individual molecules became apparent. B y 
implication he expected that the law could break down, that the being “would be able to do what is at present 
impossible to us”. Technology is now approximately at the point where individual molecules can be sensed and 
controlled, so after many years of quiescence the MA is again a topic of interest [2]. However, there has arguably 

 

 
Figure 1. Maxwell’s Agent is a thought experiment whereby the more energetic particles in ves-
sel A are selectively admitted, by an active agent, into vessel B. The central question is whether 
this would allow work to be extracted from the random motions of the particles in A. If so, that 
would imply a  violation of the second l aw. However there i s al so the possibility, identified by 
Maxwell which the second law only applies to the fluid as a whole, not to the individual particles.   

A

Agent

B

Maxwell’s Agent is a 
mechanism for 
sorting thermal 
species from A to B

Container B fills with 
the preferred (faster) 
species

Ideal Gas Requirement: 
Molecules interact elastically 
with walls and each other, 
move randomly, and are far 
apart compared to their size   

Molecules move in 
random directions 
with a distribution of 
speeds

A separation of fast 
and slow species 
would seem 
achievable, contrary 
to the Second Law of 
thermodynamics 
(Maxwell: a closed 
system cannot 
produce an 
inequality of 
temperature)

 

 

1Maxwell (1891) (p. 338-339): “One of t he best established facts in Thermodynamics i s that it is impossible i n a  system enclosed in an 
envelope which permits neither change of volume nor passage of heat, and in which both the temperature and the pressure are everywhere 
the same, to produce any inequality of temperature or of pressure without the expenditure of work. This is the second law of thermodynam-
ics, and it is undoubtedly true as long as we can deal with bodies only in mass, and have no power of perceiving or handling the separate 
molecules of which they are made up. But if we conceive of a being whose faculties are so sharpened that he can follow every molecule in 
its course, such a being, whose attributes are as essentially finite as our own, would be able to do what is impossible to us. For we have seen 
that molecules in a vessel full of air at uniform temperature are moving with velocities by no means uniform, though the mean velocity of 
any great number of them, arbitrarily selected, is almost exactly uniform. Now let us suppose that such a vessel is divided into two portions, 
A and B, by a division in which there is a small hole, and that a being, who can see the individual molecules, opens and closes this hole, so 
as to allow only the swifter molecules to pass from A to B, and only the slower molecules to pass from B to A. He will thus, without ex-
penditure of work, raise the temperature of B and lower that of A, in contradiction to the second law of thermodynamics.” 
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been no violation of the second law observed at these scales.  
There are a number of questions: whether or not thermodynamics applies at the foundational level, whether or 

not a MA device could be built, and what the limitations of a real MA device might be. Maxwell’s Agent does 
for the ontology of entropy what Schrodinger’s Cat does for temporal superposition. The MA device is a thought 
experiment that provides a useful philosophical foil with which to probe the assumptions of thermodynamics at 
the fundamental level. Neither classical nor quantum perspectives of entropy definitively answer the question, so 
it is relevant to consider what the other sectors of physics make of the matter. These other sectors are primarily 
string theory—which has nothing specific to say on this topic and the non-local hidden-variable (NLHV) solu-
tions—which do.  

In keeping with the conjectural nature of Maxwell’s question, the present paper treats the topic conceptually, 
using a thought experiment based on the NLHV solution provided by the prospective physics of Cordus theory. 
The NLHV theories all presume an internal structure at the sub-particle level, although such theories are exotic 
and n ot s ubstantiated t o t he same d egree a s cl assical an d q uantum mechanics, neither ar e t hey frivolous. At 
times they have provided new insight into difficult problems (examples given below). Consequently it is worth 
evaluating M axwell’s q uestion u sing new p hysics, for th e o ntological p otential: d oing this may suggest new 
ways of understanding the possible deeper causal mechanics of the second law of thermodynamics. 

In keeping with the assumption of physical realism (that physical observable phenomena have deeper causal 
mechanics involving parameters that exist objectively and correspond to some physical features of the particle) 
that underpins NLHV theories, we use the term “Agent” to denote a physical mechanism, not necessarily either 
living or spiritual, with the ability to sense, make a decision, and perform a physical action, but not necessarily 
sentient. In comparison, Maxwell used the term “being”, whereas others later substituted “demon”.  

2. Existing Theoretical Explanations and Empirical Applications  
2.1. Empirical Applications 
Macroscopic MA devices have occasionally been invented, but these are not perpetual motion machines, due to 
the effect of external fields or heat source and sinks, e.g. [3]. Practical applications of the MA exist, primarily as 
cooling [4] [5] or f low control [6] at the atomic level. However these devices require special setup including 
one-way b arriers such as  optical traps [7] [8], and external energy s ources, t hus do not raise thermodynamic 
paradoxes. The MA has been proposed as a mechanism in the vortex tube [9], though this too is not a perpetual 
motion e ffect, and there are other ways to  explain that specific phenomenon. Other interesting applications of 
MA principles are in phase separation of grains in microgravity or vibrational suspension [10], and it has been 
proposed that the inelasticity of collisions causes clustering [11]. Molecular Brownian ratchets have also been 
proposed [12]. 

2.2. Theoretical Explanations 
There are a number of theoretical explanations for why Maxwell’s agent should not work. Szilárd’s explanation, 
which was a prominent early contribution, was that the agent has to do work to assess the velocity of the mole-
cules. Thus including the agent as part of the system means that the agent provides the work, see [13]. Another 
explanation was that there is an information cost to measuring [14] [15], storing, or erasing information about 
the state of a molecule, and this information requires work [16]. This is a popular theoretical approach, and the 
many different theories all suggest that the energy needed to operate the MA will be at least as great as the work 
done [17]. Similarly, the work required to erase the information has been predicted to be as much gained by the 
thermal d ifference in the engine [18]. A more controversial explanation i s that t here are no faster and s lower 
particles, they are all stationary [19] [20]. However, this i s p roblematic as it is d ifficult to r econcile with ob-
served Brownian motion. 

Statistical simulation has been applied to better understand the MA behaviour in classical fluids (billiard-type 
systems). Examples include velocity changes between collisions [21], and contacts between billiard spaces with 
different types of voids which change the geometric location of the balls [22]. This type of work has also shown 
that the MA creates a density gradient rather than temperature per se [23]. 

Numerous theoretical attempts have been made to explain the effect using quantum theory, e.g. [24] [25]. The 
process, as applied to a Szilard engine, is then considered to involve 1) insertion of a barrier wall, 2) measure-
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ment, 3) expansion of the engine, and 4) removal of the barrier. Theoretical work suggests that the MA needs to 
know the number of entities involved in these condensates [26] [27], and that bosonic (as opposed to fermionic) 
condensates may give more work since the particles are identical [28]. Inverting the MA operation, it has been 
suggested that since measurement changes the energy of a quantum state, a M A could be used to power a heat 
engine via selective measurement [29]. However this idea does depend critically on the feasibility of making a 
reversible “pre-measurement”. It has been suggested that a superconductor tunnel junction acts as a MA, hence 
providing cooling (“Brownian refrigerator”) [30]. A limitation of the quantum approaches is the assumption that 
the working f luid is a  coherent substance. This is evident in the many theories that depend on condensed sub-
stances and entangled states [31] [32]. This is a severe assumption since quantum coherence is not generally ob-
served at the microscopic or macroscopic scales which Maxwell implicitly had in mind. Macroscopic states are 
characterised by discord (decoherence), which refers to non-superposition and non-entangled relationships be-
tween particles. This explicitly means that discord reduces the effectiveness of quantum-based MA mechanisms 
[33].  

2.3. Difficulties  
There are several obstacles to providing a co mplete scale-invariant explanation of the MA. One is the question 
of whether the perfect gas assumption is valid in the situation. Obviously real gases are imperfect, but how does 
this a ffect t he MA outcome? Also, the question changes at  a d eeper level, s ince quantum mechanics assumes 
that particles are points. Another d ifficulty i s how the Agent in teracts with f ields emitted by the particle. I t is  
commonly stated that the Agent detects the energetic particles, but the methods of detection are seldom consid-
ered explicitly. The Agent cannot be permitted to generate photons and bounce them off the molecules, because 
that would i nvolve a dding e nergy to  th e s ystem. S o h ow does th e d etection o ccur, is  i t e ven p ossible to  b e 
non-intrusive from an en ergy p erspective ( c.f. Zeno ef fect), could it b e lossless, an d i s it p ossible to u se the 
fields e mitted b y th e p article its elf? Third, h ow to  d eal w ith th e close-range th ermalisation in teractions th at 
molecules make with each other in  the moment between detection and admission? A simplistic assumption is  
that the whole operation of the Agent (detect-decide-open then close) operates instantly. However this is not 
physically possible since mass has to be moved and this takes time. Consequently the question is whether ther-
malisation invalidates the MA, and if so at what scales. Is there sufficient time between detection and action for 
the device to work? This is especially problematic if the particles have high velocity. How is quantum superpo-
sition to be included in the situation? Related to that is the difficulty of the transition from quantum to classical 
MA behaviour. Simple answers to these questions may be found by assuming that the Agent is outside the sys-
tem, because then the Agent can be assigned powers that are not constrained by physical considerations. How-
ever such solutions are simplistic because they merely transfer part of the problem into the metaphysics domain.  

Maxwell’s question related to whether the thermodynamics at the foundational level are any different to those 
at the macroscopic, an d t hat question is still incompletely answered. This i s a complex problem because the 
scale dependencies are unclear for perfect gas assumptions, quantum coherence, thermalisation, and contextual 
measurement. 

There is a need for analyses of the MA that 1) are based in physical realism (avoid resorting to metaphysical 
causation), and 2) span the scale from the macroscopic to the continuum represented by conventional thermo-
dynamics, through t o t he l evel where pa rticles display qua ntum pr operties, a nd pot entially be yond t o de eper 
physics at the sub-particle level. This is a challenging problem.  

3. Purpose and Method 
3.1. Purpose 
The pu rpose of  t his pa per i s t o e xplore t he fundamental thermodynamic pr inciples underpinning M axwell’s 
Agent. Specifically, we are interested in seeking insights from the hidden-variable sector. This sector has made 
little to no contribution to thermodynamics.  

3.2. Methodology 
Hidden-variable designs propose that matter particles have internal structures, the “hidden” variables. This is an 
intuitively attractive idea [34], but the difficulty has been finding suitable internal designs. Note that while the 
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Bell-type inequalities [35] [36] preclude local hidden-variable solutions, they do not eliminate non-local designs. 
Historically the only hidden variable theory of substance has been the de Broglie-Bohm pilot wave theory [37] 
[38], but that has not developed into a wider theory of physics. The recent development of the Cordus theory [39] 
offers another candidate solution, and this is applied here. The present paper uses Maxwell’s Agent to explore 
how thermodynamics scale f rom the macroscopic to fundamental levels under the assumptions of  this NLHV 
theory. The area under examination is Maxwell’s simple gated two-chamber arrangement.  

The conjectured Cordus theory is a conceptual physics. It started as a designed solution to wave-particle dual-
ity in the double-slit device [39]. By design is meant that the internal structures of the particle ( internal form) 
were determined by what was necessary and sufficient to describe the empirically observed behaviour (external 
functionality) of the photon in the double-slit device. The theory was built on the assumption of physical realism, 
and that physically observable at tributes, such as  spin, correspond to some physical feature o f the particle. In 
contrast quantum mechanics assumes t hat particles a re structure-less zero-dimensional ( 0-D) p oints and t heir 
properties, such as spin, are mathematical properties or intrinsic variables. The theory has subsequently been 
expanded to include other areas including photon emission [40], matter-antimatter annihilation [41], neutrino at-
tributes and beta decay processes [42], structure of the atomic nucleus [43], pair production [44], and asymmet-
rical baryogenesis [45].  

3.3. Approach 
Consistent with the position of physical realism, Maxwell’s “being” is required to be a physical Agent: whether 
alive or inanimate it must be made of matter and operate according to physics, and may not have paranormal or 
metaphysical capabilities. The purpose of this paper concerns the intersection o f thermodynamics with funda-
mental physics and consequently there is no value in permitting the MA mechanism to operate beyond time, 
matter, fields, and space. This is relevant to note since the MA problem is often framed by assuming a priori 
that the a gent must h ave the ability to  sort particles, without actually c onsidering how it doe s t hat, a nd t hen 
looking at the logical consequences of having such an ability. Our position is that the Agent is an integral part of 
the system, and its capabilities must be included in the analysis from the outset.  

The approach was to apply the gedanken experiment method. This method takes a given set of principles of 
physics, which are the starting lemmas. The starting point could be any theory of physics: continuum mechanics, 
quantum mechanics, s tring theory, NLHV theory, etc. In this case i t was the Cordus theory. The method then 
applied logical inference on those lemmas, thereby predicting the physical causality for other parts of the prob-
lem not originally explicitly covered by the lemmas. Thus the process extended the theory beyond i ts original 
lemmas. T he i mplications o f th is th eoretical extension were t hen r econciled a gainst k nown p henomena, a nd 
novel insights formulated into new explanations.  

The operation of the Agent was considered at multiple scales. The first was the macroscopic level, where we 
imagine the interaction of perfectly elastic balls. The next was the level of molecules, at which the perfect-gas 
behaviour is examined. The third scale was that of the particle level of quantum mechanics. The fourth was at 
the Cordus level, to assess the foundational thermodynamic implications for this theory.  

4. Results  
4.1. Macroscopic Level: Thermodynamic Leverage and Sorting 
First, consider the capabilities of the Agent at the macroscopic level, with large vessels and perfectly elastic 
tennis balls. This is  not usually the le vel a t which thermodynamics is  applied, but it is  f ruitful to  s tart a t t his 
level as there are scale issues that become apparent later. Assume that the velocities of the balls are subject to 
Newtonian mechanics, specifically that balls do not change their velocities for no reason.  

The Agent has to determine the velocity of each ball in vessel A before deciding whether to admit it to vessel 
B. Assume, in the macroscopic case of the balls, that the Agent is permitted to use photons for measuring the 
velocity of each ball, e.g. radar, because the energy of the photons is negligible compared to that of the targets. 
Based on the information received the Agent may then open the gate selectively, and thus capture the faster balls. 
Generating and using photons adds energy to the system. Even so, this small work associated with measurement 
would seem, at least in some macroscopic cases, to be much less than the kinetic energy gained by admitting to 
the vessel B the ball with its large kinetic energy.  
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4.1.1. Thermodynamic Leverage  
A once-off extraction of energy ex vessel B is then conceptually feasible. For example, the energetic balls in B 
could be made to strike a moveable plate, thereby performing work, see Figure 2. However, once this has been 
done, the energy s tates o f vessels A and B would be the same, and there i s no further energy that can be ex-
tracted. An alternative explanation is that once all the energetic balls have been sorted into vessel B, leaving the 
slower ones in A, there is nothing more for the Agent to do. Both approaches show that an infinite extraction of 
energy is not possible. 

There are some candidate exemptions. If vessel A were infinitely large then the process could be sustained. 
However that requires two infinite volumes: one infinite volume A from which to extract fast species, another 
working space B in which to place them, and a third infinite volume C in which to dump the spent material after 
its energy is extracted. So this is not realistic. Another exemption would be to have finite volumes, and extract 
work as before, but heat the waste material from B before reintroducing it to  A. However that makes the MA 
nothing more than a refrigeration circuit, and there is no net work extracted.  

Even if the energetic balls in B are returned to A after harvesting their energy, as shown in Figure 3, this will 
not bring about a perpetual energy device. Once their energy is extracted the balls become slow, and adding 
them back to A causes them to be of no further thermodynamic usefulness. 

A practical implementation of a macroscopic MA device seems feasible, using large balls, sparsely distributed, 
moving no faster than the Agent can respond. However one would need to overlook the energy cost of running 
the A gent: t he measurement, d ecision-making, a nd ga te-opening. A t t he macroscopic l evel t hat co st can  b e 
comparatively small relative to the large energy of the balls. Even so, this analysis suggests that even a p erfect 
MA mechanism with perfectly elastic collisions between macroscopic balls would be unable to function as a 
perpetual energy device. Instead a perfect Agent operating at macroscopic level merely provides good thermo-
dynamic leverage: the exertion of a small amount of energy in measurement and computing allows a large de-
crease in entropy and the extraction, though only once, of work. In summary: 

A practical implementation of a macroscopic MA device seems feasible, using large objects that are sparsely 
distributed. A macroscopic MA device permits, at best, a one-time extraction of energy. This is at the cost of in-
put energy or parasitic losses, hence thermodynamic leverage. This would not be a perpetual energy device.  

4.1.2. Primary Macroscopic Outcome Is Sorting  
The MA is often portrayed as a mechanism for perpetual motion. However, the present analysis shows that en-
ergy cannot be endlessly harvested, but rather that mixtures can be separated albeit with some energy operating 
cost. T he A gent a chieves sorting, i.e. a  o ne-time separation o f s pecies b y s ome at tribute. T hat a ttribute is   

 

 
Figure 2. A once-off extraction of energy i s feasible, i f the Agent can  sort out the more energetic 
species. The more captured energetic objects could, for example, be used to push a piston against an 
external resistance, thereby doing work.                                                           
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Figure 3. Extraction of en ergy i s a o ne-time ev ent. R eturn of t he p articles b ack t o A  causes t he 
temperature to reduce in A, thereby limiting further energy extraction, even for a perfect Agent. So 
this is not a perpetual motion machine, though it may permit a one-time extraction of energy.               

 
conventionally taken to be velocity, hence temperature in the vessels, and thus the problem is portrayed as a 
thermodynamic o ne. However the sorting could be b y some o ther at tribute, and at  the macroscopic level t his 
might be size, colour, charge etc. In such cases the problem is no longer primarily a thermodynamic one, but a 
reduction of disorder. In this context disorder refers to the degree of spread in the stochastic mixture of attributes: 
the MA reduces this spread by selective removal of objects with attributes within a certain range. In summary: 

The primary function of a MA device is sorting and reducing disorder, i.e. a one-time separation of species by 
some at tribute. The thermodynamic MA situation is merely a special case for sorting and reducing disorder, 
hence reduction of entropy. 

Additional obstacles emerge that prevent an Agent from being perfect, and these become apparent at deeper 
levels of analysis. 

4.2. Microscopic Level: Gas Interactions at the Molecular Level 
Moving to the microscopic level, consider a f luid of perfect gas molecules. If we temporarily assume a p erfect 
Agent—later we elaborate on the many imperfections and losses that a real Agent must have—then it is apparent 
that the same considerations apply as for the macroscopic balls: the Agent would function as a sorter of species 
and a reducer of disorder. If that sorting was by molecular velocity, then the outcomes would be thermodynamic, 
in the form of a once-off extraction of energy. The recycling of spent molecules back to vessel A would lower 
the temperature therein. Consequently, any energy that could be extracted would be limited by the temperatures 
of the vessels, hence the Carnot principle applies, and there is predicted to be no perpetual energy MA device at 
the molecular level (perfect gas) for vessels of finite volume. That is the optimistic loss-less situation and in re-
ality there are more serious difficulties that the Agent must overcome, as follow.  

4.2.1. Need for External Power to Operate the Agent 
While the macroscopic balls may be detected with photons, we cannot permit this to be applied to the molecular 
scale because: 1) the momentum of the molecule may be appreciably affected, and 2) a larger number of photons 
are required to cope with the higher density of molecules, hence more work input. In this situation the energy 
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cost of measurement could be great compared to the work gained, i.e. poor thermodynamic leverage. Sensing 
the molecules will have to be done by detecting their fields, and additional problems arise (see below).  

4.2.2. Momentum Transfer Eliminates the Difference in Velocity 
The next difficulty for the Agent is that momentum transfer between molecules erases their velocity difference 
before the Agent can act to separate them. This also applies in the macroscopic case of elastic balls, but is less 
severe. At the microscopic level of gas molecules the process is termed thermalisation, whereby the interaction 
between particles causes equal distribution of energy, hence thermal equilibrium of the gas. A gas can still have 
Brownian motion even after thermalisation has occurred, as Maxwell pointed out. Increasing the density of the 
macroscopic balls or microscopic molecules (objects) makes things worse, because although the Agent has more 
candidate objects within a g iven time, the objects al so have more o pportunity t o collide with eac h other and 
thereby make the distribution of kinetic energy more homogenous. Decreasing the density of the objects might 
help the situation. For example, if there is only one fast and one slow object in vessel A, then the Agent could 
hope to capture the fast one eventually, regardless of which was carrying the momentum. (Two objects of equal 
mass will swap momentum at impact). So in the simplest situation the principle works.  

However as more interacting objects are added the momentum transfers become more complex. I t is one of 
the assumptions of an ideal gas that collisions between the gas particles occur much more often than collisions 
with the wall. Thus the assumption of an ideal gas maximally works against the Agent: the gas molecules have 
maximal interaction to equalise their momenta, and they contact the wall relatively infrequently. So the Agent, 
which of necessity is positioned at the wall, will see relatively few molecules, and these will tend to be homo-
geneous in velocity.  

A contrary argument is that thermalisation is a bulk process and merely results in homogeneous average mo-
mentum, whereas there is a degree of random variability for each individual molecule, hence Brownian motion, 
that the Agent might still harvest. However this will not do either, for reasons of time, as we come to next.  

4.2.3. Time Is a Constraint on Efficiency  
The difficulty for an Agent that seeks to sort based on random or Brownian motion is that the trajectory of any 
one molecule cannot be predicted until it is  right at the wall, by which time it may be too late to capture it for 
vessel B . T he Agent is  s tatic and must wait a t it s gate for an opportune moment when a  h igh-velocity object 
happens to be naturally headed towards the gate. Thus the Agent needs time, in the form of waiting for a chance 
event, plus the time for measurement and capture. The same time provides a gap between the moment of detec-
tion and the moment of capture, and this t ime also al lows the molecules to t ransfer momentum between each 
other at collisions, and thereby change or erase the initially measured velocity. The greater the particle density 
(number of participating molecules or objects per unit volume), the greater the momentum transfer opportunities, 
and the worse the problem for the Agent.  

4.2.4. Mean Free Path and Operational Depth 
For an Agent attempting to harness random or Brownian motion, it is preferable that the mean free path of the 
molecules is large. However circumstances do not favour this. The path length, i.e. distance between collisions, 
is inversely proportional to the product of the density (or pressure) and square of the particle diameter. This is 
problematic because the MA device prefers a denser gas (or higher pressure) with its greater energy density. The 
mean free path is of the order 0.1 um at 100 kPa, 373 K, for molecules of 3E−10 m diameter.2 

We therefore introduce the concept that an Agent has an operational depth, this being the distance from the 
point where objects are detected, to vessel B. In the case of gas molecules this depth must be shorter than the 
mean free path of the molecules, so that the Agent may successfully complete all its detection and capture proc-
esses before the molecule changes velocity or direction. However the operational depth cannot be made arbitrar-
ily short, because it depends on the time required to detect velocity (speed and direction), time for computation 
& decision-making, time to open and close the gate. Each of these requires other matter particles to be moved 
and then reset, hence the expenditure of energy and the consumption of time. While the operation of the Agent 
might be accelerated (e.g. faster electronics) to reduce the operational depth, the speed of light imposes a fun-
damental limit. Thus the further obstacle to constructing a working MA device is the necessity for fast operation, 
which is a challenge for implementation.  

 

 

2http://hyperphysics.phy-astr.gsu.edu/hbase/kinetic/menfre.html#c3. 

http://hyperphysics.phy-astr.gsu.edu/hbase/kinetic/menfre.html%23c3
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A further p roblem is that a s hort mean free path results in information about a m olecule quickly becoming 
obsolete, and hence requires the Agent to undertake frequent re-measurement activities. These have an energy 
cost, which will need to be supplied externally or met by the harvested molecule.  

The lower the particle density, in the extreme case only two objects in the vessel, the less the momentum 
transfer, but the longer the Agent must wait for a fortuitous alignment with the gate. If the Agent is expending 
energy i n maintaining vigilant d etection, t hen t he t emporal s ummation t hereof must b e o ffset against t he 
once-off energy extraction possible from the system. This does not make for an easy energy breakeven point: the 
objects need have a certain minimum momentum to make the wait worthwhile. Also, it is preferable that the ob-
jects have high mass rather than high velocity. This is because higher velocity requires more frequent monitor-
ing by the Agent and therefore more energy usage. In summary: 

Practical difficulties exist for the Agent when operating on a molecular fluid, in that thermalisation erases the 
velocity difference between objects, such that the residual Brownian motion has a short mean free path. The 
Agent needs time to wait for a fortuitous incoming energetic object. However that same time also permits more 
thermalisation be tween t he o bjects. T his r equires t he Agent to u ndertake f requent r e-measurement a ctivities, 
with associated energy cost. The perfect gas assumption is incompatible with the Agent as it reduces the interac-
tion o f th e o bjects w ith th e wall. T he la rger th e o bjects, and t he fewer, the l ess t he thermalisation and  t he 
greater the thermodynamic leverage, but the longer the Agent must wait for a fortuitous alignment with the gate. 
As the objects become smaller in momenta and more numerous, so the thermodynamic leverage decreases, and 
in the limit becomes zero.  

4.3. Quantum Mechanics Level: Zero-Dimensional Point Particles  
Assume that the MA device is filled with an electron gas as the fluid. Under quantum theory, a subatomic parti-
cle like the electron is not a single point but rather exists in two positions at once, hence quantum superposition. 
What does this mean for the MA device? The existing l iterature in this area has been summarised above, and 
here some additional comments are made.  

4.3.1. Superposition and Uncertainty 
The quantum mechanics perspective is that the electron is in geometric superposition, i.e. simultaneously in two 
locations in space, or more precisely its existence is stochastically distributed around two locations. QM asserts 
that the location is fundamentally uncertain and driven only by a probability function, the wave function. This 
also means that the exact position of the electron is fundamentally unknowable. Obviously this will cause diffi-
culty for the Agent. 

4.3.2. Measurement 
Measurement is a k ey part of the act ivities o f the Agent. Empirical evidence, e.g. the Zeno effect, shows that 
measurement affects the system under examination and that the process of measurement does affect a system in 
superposition. However it is difficult to explain how the act of observation causes the wave-function to collapse 
and the system to take a specific value, which is  the problem of contextual measurement. Also problematic is 
that QM explanations of the MA assume that particles are in a quantum (coherent) state, but this is not the em-
pirically observed behaviour at the macroscopic scale. It is difficult to explain why and where the transition oc-
curs between coherent and discoherent states. Consequently the QM explanations of the MA do not cover the 
full scale from fundamental to macroscopic.  

4.3.3. Pre-Existing Properties or Not?  
Another d ifficulty for the MA device i s t hat apply quantum mechanics denies that particles have p re-existing 
values. Per the Heisenberg uncertainty principle, the position and velocity of the electron are not both simulta-
neously knowable to precision. So there is nothing definite for the Agent to work on, unless it expends energy 
making measurements that collapse the wave function. QM proposes that the intrinsic parameters of the electron, 
e.g. the frequency (hence energy), position, and velocity, do not exist until they are observed, hence that the act 
of measurement is what forces them to take specific values. In many empirical tests these problems are circum-
vented by using large ensembles of particles, some of which are measured sacrificially as representatives of the 
larger population. The resulting means and probability distributions for these ensembles are key input variables 
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in the quantum theory. However, this does not definitively address the behaviour of individual particles.  

4.3.4. Quantum Mechanics at the MA Level 
It is difficult to see how the Agent might operate at the quantum level. For the sorting process the agent needs to 
know the velocity of the electron, and for the gating function it needs to know its position. Quantum mechanics 
does not permit both these to be known.  

Most of the quantum analyses of the MA device in the literature have made the unrealistic assumption that the 
working fluid is a co herent substance, i.e. a condensed or entangled state [31] [32]. This is not how real fluids 
operate at macroscopic scales, and not the thermodynamic regime Maxwell had in mind. Consequently there is 
no conclusive explanation of the MA device at the QM level. In summary: 

From a quantum mechanics perspective the Agent cannot know with certainty the energy, position, and veloc-
ity of the objects, due to Heisenberg uncertainty. This would limit the efficacy of the agent, and may be sufficient 
to altogether prevent it operating.  

4.4. Sub-Particle Level: Cordus Theory Applied to Maxwell’s Agent  
This section considers the level deeper than the 0-D particle of quantum theory, for which the Cordus theory is 
used. A brief summary of the theory is first provided to set the context. 

The Cordus theory predicts a  specific structure to matter. There is an inner st ructure comprising two reac-
tive-ends, which are a s mall finite distance apart (span), and each behaves like a particle in its interaction with 
the external environment [39]. A fibril joins the reactive-ends and is a persistent and dynamic structure but does 
not interact with matter. It provides instantaneous connectivity and synchronicity between the two reactive-ends. 
There is also an external structure whereby the reactive-ends periodically energise at the de Broglie frequency, 
and in doing so emit discrete forces in one or more of three orthogonal directions into the external environment. 
These discrete forces functionally make up a flux line. As a whole this set of structures is cal led a particule 
where it is necessary to emphasise that this is not a 0-D point. See Figure 4 for an example. 

Electric charge is carried at 1/3 charge per discrete force, with the sign of the charge being determined by the 
direction of the discrete force. So the number and propagation direction of energised flux tubes determines the 
overall electric charge of the particule.  

The stochastic nature of the QM superposition can be conceptually recovered, being understood to represent 
the energisation states of the two reactive ends. In QM the 0-D particle is in both places at once, and simultane-
ously in neither until observed. In the Cordus theory the particule oscillates it s energised location between it s 
two reactive ends. S uperposition arises because t he Cordus particule has two r eactive-ends with a separation 
between them, and these energise in turn at a  frequency. The act of observation forces the photon particule to 
collapse to one location.  

4.4.1. Agent with Cordus Particules  
Next, consider the MA from the perspective of the Cordus theory. There are several issues to consider.  

Escape mechanisms  
Each incoming electron has a velocity as a whole, but its location oscillates between two moving places. The 

gate will need to be large enough in section to accommodate the electron span. In addition, the Agent will need 
to measure the locations of both reactive-ends, so that it can keep the gate open for the necessary temporal win-
dow to capture both. Otherwise the electron may escape again by tunnelling (see below).  

However this temporal window also means there is risk of escape by a previous captive while the gate is open. 
Hence the efficacy of the system is reduced. There is nothing in the formulation of the MA device that prevents 
backflow through the gate. Only if particles were classical 0D points would this temporal window be infinitesi-
mally short. In summary: 

For a w orking f luid c omprising s ub-microscopic par ticules, geometric superposition c reates an am biguity 
about the spatial location of the particule relative to the gate, which decreases the efficacy of the capture proc-
ess.  

4.4.2. Tunnelling 
Superposition causes a further difficulty, in that at small scales it can be difficult to confine an electron. This is  
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Figure 4. The representation of the electron’s internal and external structures. 
It is proposed that the particle has three orthogonal discrete forces, energised 
in turn at each reactive end. Adapted from [40] with permission.                        

 
evident in the empirically observed effects of the Josephson junction where a superconducting current can flow 
across a narrow insulating gap, and quantum tunnelling where a particle crosses an energy gap that should oth-
erwise not be possible. The present theory has an explanation for tunnelling, which is given for photons at [46]. 

The Cordus theory anticipates that tunnelling would occur in the gate of the MA. Consider an electron with 
two reactive-ends in vessel A, and an Agent comprising a thin layer of material. Now the energised reactive-end 
emits discrete forces that interact with those of the Agent materials (e.g. the insulator atoms), hence generating 
reactive forces that prevent the reactive-end from penetrating the material, thus the electron is instead reflected. 
However the denergised reactive-end has low reactivity and can be displaced into the bulk of the Agent material, 
i.e. beyond the surface plane. If the denergised reactive-end starts to reenergise inside the bulk, then it is ejected 
back into medium A. However, if the thickness of the bulk material comprising the Agent is thin, then the den-
ergised reactive-end may move t hrough t he thin barrier a nd then safely reenergise i nside vessel B. T hen the 
other reactive-end may also travel through into vessel B at its next dormant cycle. Thus the particule as a whole 
can tunnel across the barrier. This is proposed as the explanation for the Josephson junction and quantum tun-
nelling. Unfortunately for the MA device, the electrons in vessel B can also tunnel back into A. So the MA de-
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vice needs a thin gate to reduce its operational depth relative to the mean free path of the objects, but tunnelling 
reduces the efficiency of a thin insulator. Only if particles are 0-D points would this not be a problem. 

4.4.3. Measurement at the Fundamental Scale 
Consider the measurement process of the Agent. Take a situation where vessel A is filled with an electron gas, 
with the electron as defined in the Cordus theory. Now consider the measurement responsibilities of the Agent at 
this fundamental level. It has to determine the velocity of each object (electron) before deciding whether to ad-
mit it to B. How will it do this? One option is for the Agent to generate photons and bounce them off the objects. 
Generating photons involves an energy cost for the Agent. The smaller the objects being measured, or the faster 
their velocity, the higher the required energy of the photon to obtain the necessary spatial and temporal resolu-
tion. This will adversely affect the efficiency of the Agent.  

Furthermore t here i s still the question o f how t he photon might a ffect the e lectron. Specifically the photon 
may be absorbed by the electron, thereby changing its energy. This will be significant at the level of electrons 
and other small particules, less so at the macroscopic level of tennis balls. The Agent will then be pumping ves-
sel A, and a strict MA implementation cannot permit this active measurement.  

Are there ways of detecting the objects without the cost and interference o f emitting photons at  them? The 
answer to this depends on the philosophical position of whether objects have values that pre-exist, whether lo-
cality applies, and how contextual measurement works.  

4.4.4. Locality and Contextual Measurement 
The conventional theories of physics, including quantum mechanics, expect locality to be preserved. This means 
that a 0-D point particle is expected to be only affected by the values of the fields (electrical, magnetic, gravita-
tional, etc.) at the infinitesimally small location of the point, a related expectation is that a property of the parti-
cle cannot be changed unless an external field or force is made to apply at that point. In contrast the Cordus the-
ory p roposes that the p rinciple o f locality fails. This is because the Cordus particule has a s pan and there are 
zones around eac h reactive-end where the discrete forces interact with the discrete forces of other particules. 
Consequently the particule is affected by more than the fields at its nominal centre point, and thus the theory as-
serts a Principle of Wider locality. Confirmatory evidence for this is seen in the evanescent field of the photon, 
whereby the locus of the photon is affected by material properties beyond its nominal point location [39].  

The next i ssue is about the conceptuality o f measurement, and what happens when an observer measures a  
quantum system. From the perspective of the Cordus theory there are two main ways to measure a particle. One 
is to collapse it, as when a photon is stopped and absorbed in a detector. This collapse provides information on 
its location. The theory proposes that measuring or otherwise grounding one reactive-end causes the whole pho-
ton to collapse [39]. The second method of measurement is by remote interaction through fields or flux tubes of 
discrete forces. This does not destroy the particle under examination, nor arrest it, but the interaction between 
the probing discrete forces and the particle's own emission if discrete forces affects its re-energisation and hence 
properties of location and energy (frequency). This has been applied to give a Cordus explanation of refraction 
and reflection of light [39], and the wider phenomenon includes the Zeno effect and the pumping of laser cavi-
ties. This second type of measurement is therefore always contextual: it depends on how the measurement is 
made and how aggressive the probing discrete forces are relative to the particle under examination. However, 
and this is important, any externally imposed measurement interaction will change the particle under examina-
tion, it is only a matter of degree.  

Applying this to the MA situation means that it is impossible to assay the velocity of an electron, or any other 
object, without affecting it in some way. Even passively observing the proximity of an electron involves inter-
acting with its discrete forces, hence interfering with it. Consequently, as the objects in the MA device become 
smaller, so the measurement intrusion becomes worse, and it becomes increasingly difficult to determine where 
the object is and how fast it is moving. Its location may be determined by arresting it, which is no use to the MA 
case. Or its velocity may be determined, but then the dynamic nature of the re-energisation process makes it dif-
ficult to be sure about the location of the current reactive-end. In this way the Cordus theory also conceptually 
recovers the Heisenberg uncertainty principle.  

4.4.5. Do Intrinsic Parameters Have Values Prior to Measurement? 
As previously identified, quantum theory proposes that objects do not have values that exist before measurement. 
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In contrast the Cordus theory proposes that the electron does have specific values for all its parameters, that exist 
before the measurement takes place, but 1) they are dynamic and fast-changing (e.g. the position of the energis-
ing reactive-end can change so fast that it appears the particle is in two positions), 2) some of the parameters are 
coupled and cannot be measured simultaneously, and this is the uncertainty principle (e.g. the position and ve-
locity of the electron are both determined by the progressive spatial position of the reactive-ends), 3) the act of 
measurement can interfere with the parameter and thereby change what is being measured (e.g. measurement of 
the frequency of a particle involves interacting with its discrete forces, hence affecting the emission thereof and 
thus affecting the frequency). In summary: 

At the fundamental level, all measurement is contextual. It is impossible to assay the velocity of an object 
without affecting it in some way (contextual measurement intrusion). This applies even to passive observation of 
the fields of an object. 

4.4.6. Passive Detection of the Energetic Object 
So, no form of using photons to detect the incoming particules is acceptable at the fundamental level, if the ob-
jective is a t hermodynamic extraction of energy. How about a l ess active form of measurement, like passively 
detecting t he f ields? Consider an Agent that waits passively a nd detects the electric fields o f the approaching 
electrons, and assume that the sorting is by the energy (frequency) of the electron rather than velocity. Thus the 
Agent can wait until it detects a higher-than-average frequency, and then open the gate to admit that electron.  

However, there are practical difficulties. There is the fundamental question of how the Agent would passively 
measure the field of an approaching electron. Assuming physical realism, it seems necessary that the Agent em-
ploy another charged particle to do this. This measurement particle could be another electron. The Agent would 
monitor the deflection of the measurement particle under the forces o f the incoming particle, and respond ac-
cordingly. However this has further problems, as we shall see. 

The next problem is that the Agent will need to determine the direction in which the electron is moving, since 
only electrons moving perpendicular to the wall, as opposed to tangential to it, are desired. Opening the gate to a 
tangential e lectron will not lead to capture, but may increase the chance of escapees from B. Determining the 
direction will need at least two measurements. Given the small mean path length in an equilibrated situation, this 
will be challenging: the measurement, decision-making, and gate-activation would need to be fast.  

In an attempt to solve this, consider an improved trapdoor design of an Agent. Create a pore between vessels 
A and B, and block it with a molecule that includes a sensing electron. This sensor would move its position as it 
interacted with the fields of a sufficiently energetic incoming object, and this would cause the molecule as a 
whole t o ch ange s hape an d momentarily o pen t he p ore t o l et t he e nergetic o bject t hrough. Assume t hat the 
molecule could be designed so that it only hinged open for objects with velocity perpendicular to the wall. This 
design has the Agent simply responding opportunistically to energetic objects. It avoids all the memory issues of 
other M A proposals: t he need t o measure, r ecord and er ase data, an d the energy cost thereof. Afterward t he 
molecule o f our hypothetical molecular Agent resets itself and repositions the sensor electron in readiness for 
another capture.  

It might be thought that this restorative force could be elastic, e.g. mediated by bonds. Imagine a molecule 
that could be bent under the interaction with the incoming object, and then spring back into place when it had 
passed. We will also need to imagine that this molecule has some non-linear sensitivity such that it prevents 
back flow, for example that the sensor electron is the trigger rather than the gate itself, and is located in vessel A, 
hence insulated from B. It is like a one-way spring-loaded trapdoor that only lets through the energetic objects. 
We have to accept that our Agent may absorb some of the energy of the incoming object, but we can also an-
ticipate that it would give the energy back to the object as it moved through the pore. Thus an Agent might ap-
pear not to require an energy source, as all its interactions would be elastic. However this is not so.  

The measuring particle would need to be in a constrained location for deflection to be monitored, and would 
need a force to return it to the sensing position after a duty cycle. That resetting activity is problematic, because 
it causes hysteresis losses.  

4.4.7. Hysteresis Losses 
An elastic matter-based Agent using a charged particle (e.g. electron or proton) or even a neutron as the detector 
will have losses. This is because moving the sensing particle backwards and forwards involves acceleration, and 
it will emit a bremsstrahlung photon. Thus a hysteresis loss occurs. The same applies to the neutron, since it has 
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a magnetic moment, albeit smaller. Even a p erfectly balanced neutral particle with zero magnetic moment will 
still, per general relativity, emit a gravitational wave and radiate energy when subject to acceleration [47]. Al-
though this emitted energy will be miniscule, it is  nonetheless another loss that must be recouped from the har-
vested particle. The Agent requires external energy to reset so that it can continue operating. The Agent could be 
contrived to take the necessary energy from the objects that i t cap tures, but that would defeat t he p urpose. I t 
seems inevitable that a r ealistic design of Agent will always suffer from bremsstrahlung hysteresis losses. The 
losses might be reduced by moving matter more slowly, but this corresponds to an Agent that works slower. A 
slower Agent suffers from other problems, most especially the worsening of its ability to measure and complete 
a capture before energetic particules transfer their energy via impact with other particules. The converse is that 
the faster the Agent operates, the more l ikely i t is to make a s uccessful capture, but the greater the hysteresis 
losses.  

Consequently we conclude that: 
It is not possible to create a matter-based Agent that is lossless, because bremsstrahlung hysteresis losses will 

always occur when matter is moved back and forth within the Agent.  

4.4.8. A General Design of a Matter-Based Agent  
So we identify that the MA device requires energy to operate, and therefore cannot be lossless. However, if the 
energy it could extract from Brownian motion was sufficiently large, and it e xtracted this energy continuously, 
then this would not be a problem. This requires an examination of Brownian motion. 

4.5. Brownian Motion and Entropy per the Cordus Framework 
4.5.1. Explanation of Entropy in Terms of Geometric Irreversibility 
The Cordus theory can be applied to explain Brownian motion. This is relevant since Brownian motion is what 
the MA device seeks to harness. Consider a particle P in vessel A of the MA device. The logic is as follows.  

Particules have two ends, and hence two locations at which they can be affected. Each reactive-end emits dis-
crete forces out into the external environment, contributing to a mesh of discrete forces in space, which is the 
fabric [48]. All the other particules do the same. Correspondingly, any particule P receives discrete forces from 
all the particules (many N) in its accessible universe. In turn this fabric interferes with the emission of discrete 
forces for particule P. Due to the sizeable zone of influence provided by the Principle of Wider Locality, the par-
ticule P is affected by external fabric events in a zone outside the particule, including discrete forces in the fabric. 
These interfere with its own emissions, and therefore change its frequency. The interference also moves the lo-
cation of the reactive-end in response to the imbalance between its own emitted discrete forces and the external 
discrete forces from the fabric. Since the fabric is discrete, it is also somewhat random in its composition. Con-
sequently P will be buffeted by the fabric, and will be displaced one way and then the next. The movement of P 
means t hat a t the next i nstant it is  e mitting d iscrete forces from a different location i n t he universe. T hen the 
geometric superposition of the two reactive-ends means that disturbances at one reactive-end are communicated 
superluminally to  the o ther, which then a lso engages with the fabric. This increases the complexity of  the re-
sponse of P to the fabric.  

Consequently o ther r emote p articules N  ar e al so b umped i nto s lightly d ifferent locations b y t he ch anged 
emissions of P . The overall effect is  that a ll the particules move around. The vast number of particules in the 
accessible universe, p lus the time d elay between them (fields are as sumed to propagate only at the speed o f 
light), adds so much complexity to the system that it is practically impossible to return particule P and all the 
many other particules N to their original geometric positions and energy states. Consequently the system as a  
whole is irreversible.  

This, it is  proposed, is where the arrow of time arises [49], and entropy too. This is because any original en-
ergy (or temperature) differences between objects in the fluid A are eventually dispersed among all the objects, 
and the irreversibility prevents the original state from being recovered. There is a chain of causality whereby the 
whole universe af fects the position o f t he reactive-ends o f particule P , and as  soon as  P  moves in response i t 
starts to affect the whole universe in return. Thus the fluid in A becomes more thermodynamically homogenous, 
and energy becomes non-available for doing work. Hence entropy increases. In this context entropy represents 
all of the un-available energy, the disorder of the system, the number of ways the objects in A can be arranged, 
or the degree to which the system has deviated from the original geometric layout. 
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4.5.2. Brownian Motion 
Then Brownian motion may be explained in the Cordus theory as arising from the jostling by the fabric of many 
small particules P. These particules then apply forces to larger clumps of matter, such as molecules and collec-
tions of molecules, which aggregate those forces in unpredictable ways. Hence Brownian motion becomes ob-
servable at  a macroscopic level, and does not require quantum coherence at  t his level. Larger objects are ex-
posed to the fabric perturbations as much as smaller ones, but the Brownian motions of larger object are reduced 
because of the effects of cancellation of forces across the relatively rigid body, the many small forces receives, 
and larger inertial mass. Brownian movement is therefore proposed to be a proxy variable for a d eeper fabric 
perturbation effect.  

Accepting this interpretation that Brownian motion results from the interplay of discrete forces at the funda-
mental le vel, and a dding t he complexity of superposition and wider locality, t hen this suggests a further i m-
pediment to the successful operation o f the MA device: the future path o f an object changes rapidly and ran-
domly. It is impossible to predict by the Agent. This worsens for smaller objects. Also, the more compact the 
Agent, the worse things get for its own efficiency (as above). In summary: 

The random motions of small objects observed as Brownian motion, derive from the aggregation of multiple 
even finer random forces from the fabric, such that the future path of an object is unpredictable after it has been 
measured. This means there is no value in the Agent making a measurement of the object’s position and velocity: 
both these w ill change before it m oves through the gate. The smaller t he object the greater the perturbation 
hence the greater the Brownian velocity but also the greater the variability.  

The exception is if th e object is already at the gate, and springs it open without the agent having to do any 
prior measurement. This also requires the gate to be very thin, so that the capture can be effected before the 
randomness of Brownian motion changes the direction of the object. However in that case objects in vessel B 
will also be on the other side of the gate, and will escape or tunnel back to A. Such a device will not preserve a 
pressure or temperature differential: the two vessels will equilibrate. Even then the Agent will have hysteresis 
losses.  

Thus the MA is predicted to be unable to extract work from Brownian motion. Thus in the end we find that 
the Maxwell Agent will not work at all at the fundamental level.  

5. Discussion 
5.1. Outcomes 
This work provides several novel outcomes. The first is that it provides a co mprehensive analysis of the Max-
well Agent apparatus, covering multiple levels from macroscopic to fundamental. The results predict that the 
MA device cannot be implemented as a perpetual motion device. It requires energy to operate. However it can in 
principle provide a one-time extraction of work for the expenditure of an initial energy. The analysis also shows 
that the MA device is primarily a sorting machine. It could in principle sort by attributes other than energy. 

The argument is summarised as follows: 
A practical implementation of a macroscopic MA device seems feasible, using large objects that are sparsely 

distributed. A macroscopic MA device permits, at best, a one-time extraction of energy. This is at the cost of in-
put energy or parasitic losses, hence thermodynamic leverage. This would not be a perpetual energy device. 

The primary function of a MA device is sorting and reducing disorder, i.e. a one-time separation of species by 
some at tribute. The thermodynamic MA situation is merely a special case for sorting and reducing disorder, 
hence reduction of entropy. 

Practical difficulties exist for the Agent when operating on a molecular fluid, in that thermalisation erases the 
velocity difference between objects, such that the residual Brownian motion has a short mean free path. The 
Agent needs time to wait for a fortuitous incoming energetic object. However that same time also permits more 
thermalisation be tween t he o bjects. T his r equires t he A gent t o u ndertake f requent r e-measurement a ctivities, 
with associated energy cost. The perfect gas assumption is incompatible with the Agent as it reduces the interac-
tion o f th e o bjects w ith th e wall. T he la rger th e o bjects, and t he f ewer, the l ess t he thermalisation and  t he 
greater the thermodynamic leverage, but the longer the Agent must wait for a fortuitous alignment with the gate. 
As the objects become smaller in momenta and more numerous, so the thermodynamic leverage decreases, and 
in the limit becomes zero. 

From a quantum mechanics perspective the Agent cannot know with certainty the energy, position, and veloc-
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ity of the objects, due to Heisenberg uncertainty. This would limit the efficacy of the agent, and may be sufficient 
to altogether prevent it operating. 

For a w orking f luid c omprising s ub-microscopic par ticules, geometric superposition c reates an am biguity 
about the spatial location of the particule relative to the gate, which decreases the efficacy of the capture proc-
ess. 

At the fundamental level, all measurement is contextual. It is impossible to assay the velocity of an object 
without affecting it in some way (contextual measurement intrusion). This applies even to passive observation of 
the fields of an object. 

It is not possible to create a matter-based Agent that is lossless, because bremsstrahlung hysteresis losses will 
always occur when matter is moved back and forth within the Agent. 

The random motions of small objects observed as Brownian motion, derive from the aggregation of multiple 
even finer random forces from the fabric, such that the future path of an object is unpredictable after it has been 
measured. This means there is no value in the Agent making a measurement of the object’s position and velocity: 
both these w ill change before it m oves through t he gate. The s maller the object the greater the perturbation 
hence the greater the Brownian velocity but also the greater the variability. 

The exception is if th e object is already at the gate, and springs it open without the agent having to do any 
prior measurement. This also requires the gate to be very thin, so that the capture can be effected before the 
randomness of Brownian motion changes the direction of the object. However in that case objects in vessel B 
will also be on the other side of the gate, and will escape or tunnel back to A. Such a device will not preserve a 
pressure or temperature differential: the two vessels will equilibrate. Even then the Agent will have hysteresis 
losses. 

The second novel contribution is that the paper shows that the NLHV solution of the Cordus theory can ex-
plain entropy and Brownian motion. The theory also provides physically natural explanations for superposition, 
entanglement, i rreversibility, en tropy, co ntextual measurement, co herence-discord tr ansition, a nd tunnelling. 
The N LHV s ector h as o therwise n ot made s ignificant co ntribution t o t hese t hermodynamic an d r elated p he-
nomena. 

In this way we have offered a candidate explanation for the MA that is 1) based in physical realism and obvi-
ates the need for metaphysical mechanisms, and 2) covers the scale from the macroscopic to the quantum level 
and beyond. This is achieved with an original theory of physics. This theory conceptually recovers the contin-
uum represented by conventional thermodynamics, and quantum behaviours. However i t is not a  derivation of 
quantum mechanics but rather a NLHV theory, and hence the complexity of the treatment provided here.  

5.2. Implications for the Second Law of Thermodynamics 
At the macroscopic level, the Second Law states that energy cannot be extracted from an equilibrated fluid, one 
with homogeneous pressure and velocity. Maxwell was questioning whether this still applied at the fundamental 
scale if there was some Agent to capture the particles with higher Brownian motion. The present analysis identi-
fies that the Agent is primarily a s orting device and is energy-consuming, rather than purely a p assive thermo-
dynamic one-way device. Velocity is only one of the attributes that it might sort against. Whatever it sorts for, it 
always requires energy to operate, and this applies also to the thermodynamic situation. Depending on the ap-
plication it might require more or less energy, and depending on the situation (object size, quantity, velocity) it 
might even give a  once-off extraction of energy. However some energy consumption is inevitable even in the 
most passive designs conceivable, because of the need to move its matter-based working parts in space, hence 
low g rade B remsstrahlung e mission a nd h ysteresis l osses. Co nsequently we d ismiss t he p ossibility t hat a ny 
physical Maxwell Agent could be a long-term perpetual energy device.  

What about t he e xtraction of energy from Brownian motion in an  equilibrated fluid? T he p resent analysis 
shows that the operating characteristics of the device become more compromised as the scale of the objects re-
duces f rom the macroscopic to the fundamental. The p roblems for the device are the necessity to use passive 
measurement (to avoid pumping the system) and the consequent difficulty of measuring the position and veloc-
ity of the objects. The latter issue is already problematic at the level of the perfect gas assumption, and becomes 
still more acute as the scale reduces further. When the situation is reduced to the scale at which Brownian mo-
tion is apparent, the analysis predicts that it is unlikely that even a once-off extraction of work will be possible.  

Thus the present work finds in favour of the Second Law, by confirming that energy cannot be extracted from 
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an equilibrated fluid at either macroscopic or particule level.  
There are potentially interesting implications for entropy. Maxwell's paradox is only secondarily a thermody-

namic question: it is really a question about sorting and hence entropy. The present analysis shows that the con-
cept of entropy applies at the bulk level, and can be reversed (at an energy cost) at the particle level. Thus we 
have shown, using the Cordus NLHV theory, that entropy is a group property, i.e. an attribute of the assembly of 
particules, not a  characteristic of the individual particle. This is  c lose to  Maxwell's original expectations. This 
also recovers the conventional statistical interpretation, but from a different direction.  

6. Conclusions 
The problem posed by Maxwell i s a  p rofound question about the intersection of thermodynamics with funda-
mental physics. This analysis shows that the NLHV design predicts that even a perfect MA mechanism with 
perfectly elastic collisions between macroscopic balls has the following limitations:  

1) There is no perpetual energy MA device at either the macroscopic level (perfectly elastic ball collisions), or 
the molecular level (perfect gas). 

2) The MA device is primarily a s orting machine, and thermodynamic sorting is merely one of multiple ap-
plications.  

3) It permits at best a one-time extraction of energy from a mixture of energetic species, but only at large 
geometric scales. At small scales the opportunity for escapees increases, and the losses increase.  

These conclusions are in accord with conventional analyses based on statistical mechanics. Consequently the 
predictions are not necessarily novel when looked in isolation. Rather, the original contribution is recovering 
these findings from the perspective of a single particle in a NLHV solution. This is valuable because it provides 
a r ational ex planation f or t he t hermodynamic ef fects b ased o n p hysical r ealism at  t he l evel o f f undamental 
physics, which is not achieved by purely statistical or quantum approaches. Furthermore the same NLHV Cor-
dus theory successfully explains or recovers many other phenomena including wave particle duality, basic opti-
cal laws of refraction & reflection [39], pair production & annihilation [44] [50], stability and instability of nu-
clides (H to Ne) [43] [51], asymmetrical lepto- & baryogenesis [45], and the relativity of simultaneity (time di-
lation) [49]. The theory provides one coherent framework of explanation for all these phenomena. With the ad-
dition of the ability to explain aspects of thermodynamics at the fundamental level, the theory demonstrates re-
silience and validity.  

The present work finds in favour of the second law, by confirming that energy cannot be extracted from an 
equilibrated fluid at either macroscopic or particule level, when applied over a l onger time period. Further, en-
tropy is a group property, not a characteristic of the individual particle. A MA is primarily a sorting device, and 
has the potential to change entropy, though with an energy cost. 
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