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ABSTRACT
A method for producing size- and shape-controlled calcium alginate beads with immobilized proteins was developed. Unlike previous calcium alginate bead production methods, protein-immobilized alginate beads with uniform shape and sizes less than 20 micrometers in diameter could successfully be produced by using sonic vibration. BSA and FITC-conjugated anti-BSA antibodies were used to confirm protein immobilization in the alginate beads. Protein diffusion from the beads could be reduced to less than 10% by cross-linking the proteins to the alginate with 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and N-hydroxysulfosuccinimide (NHSS). The calcium alginate beads could also be arranged freely on a slide glass by using a femtosecond laser.

Keywords: Calcium Alginate Beads; Size Controllable Production Method; Protein Immobilized Beads; Femtosecond Laser; Laser Manipulation

1. INTRODUCTION
Calcium alginate beads have been widely used for immobilizing DNA [1,2,3,4], proteins [5,6], and cells [7] for applications in a variety of fields. In our laboratory, alginate beads have successfully been used for DNA transfection into microorganisms [1], plants [2, 3], and [4] animal cells. Another important application of calcium alginate beads is protein-immobilized alginate beads. Protein-immobilized alginate beads can be used for oral drug delivery [8], protein characterization [9], etc.

The size of the beads is an important factor for applications of calcium alginate beads, since it has been reported that smaller beads are more biocompatible than larger beads [10] and that lower shear forces due to reduced size may increase their long-time stability [11].

Several methods for producing protein-immobilized calcium alginate beads have been reported in previous studies, such as dropping an alginate solution into a gently stirred calcium chloride solution [12], adding an alginate solution and a calcium chloride solution into a gently stirred oil phase [13], and dropping an alginate solution into a calcium chloride solution containing a surfactant using a high voltage electrostatic generator [14]. However, while some of those methods produce calcium alginate beads less than 200 μm in diameter [14], it is difficult to produce beads under 50 μm with a uniform size. Moreover, protein-retention capacity seriously affects the future applications of protein-immobilized alginate beads.

In this study, we produced protein-immobilized calcium alginate beads with uniform shape smaller than 20 μm in size by using a vibration method. The small beads made by this method are easy to arrange by optical tweezers or laser manipulation. This should open the door to new applications of protein-immobilized calcium alginate beads, such as the development of protein arrays using such alginate particles. To enhance the protein-retention capacity of the bio-beads, the analyte proteins were cross-linked to the alginate carboxyl groups with 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and N-hydroxysulfosuccinimide (NHSS). EDC is commonly used for the covalent linking of proteins to other molecules [15], and catalyzes the formation of amide bonds between the carboxyl groups of alginate and the amine groups of proteins. The cross-linking reaction is promoted by NHSS [16]. The beneficial effectiveness of cross-linking on protein retention is demonstrated. In addition, femtosecond laser irradiation of the target calcium alginate beads and laser arrangement of the calcium alginate beads into alphabetical patterns was performed.
2. MATERIALS AND METHODS

Chemical materials Sodium alginate with a viscosity of 100–150 cP, isoamyl alcohol, isopropyl alcohol, 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and N-hydroxysulfosuccinimide (NHSS) were purchased from Wako Co. (Osaka, Japan). Bovine serum albumin (BSA) was purchased from Nakalai Tesque Co. (Kyoto, Japan). Bovine serum albumin labeled with fluorescein isothiocyanate (FITC) and anti-bovine serum albumin antibody were purchased from Sigma Co. (St. Louis, MO, USA). EZ-Label™ FITC Protein Labeling Kit was purchased from Takara Co. (Shiga, Japan).

Calcium alginate beads production A solution containing isoamyl alcohol, isopropyl alcohol, and aq. CaCl₂ (2:1:1) was added into a 1.5 ml test tube. Sodium alginate solution (alginate concentration: 1 % w/w) containing protein (25 μg/ml FITC-labeled BSA) was forced from a 100 μl syringe (1710RN 100 μl GL Sciences, Tokyo, Japan) by a syringe pump (MSP-RT As One, Osaka, Japan) through a fused silica capillary (30-75 μm) (GL Sciences) at a constant flow rate (0.1-2 μl/min) (Table 1), and dropped into the mixture while vibrating with a loudspeaker (FR-8, 4 Ω, Visaton, Germany) which was connected to a sine wave sound generator (AG-203D Kenwood, Tokyo, Japan) to produce calcium alginate beads (Figure 1). The frequency of the sine wave sound generator was set to 200 Hz. To harvest the calcium alginate beads produced, the test tube was centrifuged at 5,000 rpm for 3 min. The upper isoamyl alcohol phase was discarded, taking care not to remove the calcium alginate beads. After adding 100 mM CaCl₂, the suspension was mixed using a micro-tube mixer (CST-040; Asahi Technoglass, Tokyo, Japan) until the precipitated calcium alginate beads were completely re-suspended. Centrifugation was conducted at 5,000 rpm for 3 min. This washing step was repeated at least 3 times, and the final volume was adjusted to 50 μl.

Calcium alginate beads size measurement Calcium alginate beads were produced under 7 different conditions (Table 1). Adequate amounts of calcium alginate beads were re-suspended in a fresh 100 mM CaCl₂ solution on a glass slide and digital images of calcium alginate beads were captured through an inverted fluorescent

Figure 1. Apparatus for producing calcium alginate beads by the vibration method, comprising a syringe pump for forcing sodium alginate solution from a syringe, a loudspeaker, and a sine wave sound generator.
Table 1. Conditions for calcium alginate beads production.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capillary φ (μm)</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Flow rate (μl/min)</td>
<td>2</td>
<td>1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Diameter of beads</td>
<td>14.09±1.90</td>
<td>12.96±2.35</td>
<td>11.87±1.91</td>
<td>9.61±1.24</td>
<td>8.77±1.04</td>
<td>8.72±0.62</td>
<td>6.36±1.34</td>
</tr>
<tr>
<td>Number of beads measured</td>
<td>52</td>
<td>53</td>
<td>53</td>
<td>53</td>
<td>53</td>
<td>53</td>
<td>54</td>
</tr>
</tbody>
</table>

microscope (IX-70 Olympus, Tokyo, Japan) equipped with an RGB color CCD video camera. The original images of the calcium alginate beads were introduced into a personal computer and the area of each bead in the images was measured with ImageJ® image analysis software. The calcium alginate beads were assumed to be spherical, and their diameters were determined from the projection area. For each condition, at least 100 beads were collected, and of these, 371 isolated beads in total were measured.

**BSA and anti-BSA antibody reaction in calcium alginate beads**

Anti-BSA antibody was labeled with FITC by an EZ-Label™ FITC Protein Labeling Kit according to manufacturer’s instructions. BSA (50 μg/ml) protein was immobilized in calcium alginate beads. Calcium alginate beads without protein and calcium alginate beads with non-specific protein Glutathione S-transferase (GST 50 μg/ml) were used as negative controls. After washing 3 times, the beads were collected into three 1.5 ml tubes. Aqueous 5% skim milk was prepared as a blocking solution; since the skim milk was difficult to dissolve, it was centrifuged (4°C, 1,500 rpm, 10 min), and the supernatant was used.

The beads were incubated with 0.5 ml blocking solution for 1 hour. After blocking, the beads were washed 3 times with aq. CaCl₂ (100 mM). FITC-antiBSA antibody was diluted 5,000-fold with aq. CaCl₂ (100 mM). Into each of the 3 tubes was added 200 μl aq. FITC-antiBSA, followed by incubation for another hour. After washing 3 times, the beads were investigated by using the CCD video camera-equipped fluorescence microscope.

**Protein-retention capacity observation**

EDC and NHSS were added to a sodium alginate solution (1% w/w) to give a final concentration of 2.5 μg/ml EDC and 0.8 μg/ml NHSS. The protein solution (FITC-BSA 25 g/ml) was mixed with this cross-linker-containing alginate solution (1:2 v/v), and stood at room temperature for 15 minutes.

The solution containing isoamyl alcohol, isopropyl alcohol, and aq. CaCl₂ (2:1:1) was added into the test tube to generate a CaCl₂ concentration gradient. The protein (25 μg/ml FITC-BSA) and aq. alginate (100 μl), with or without cross-linker, was forced from a syringe through a silica capillary by the bead-production instrument (capillary φ 75 μl, flow rate 2 μl/min), and dropped into the mixture solution.

The protein-retention capacity was evaluated by analyzing the intensity of fluorescence of each bead’s surface. Adequate amounts of calcium alginate beads were re-suspended in a fresh 100 mM CaCl₂ solution and placed on a glass slide and digital images of the calcium alginate beads were captured through an inverted fluorescent microscope equipped with the CCD video camera. The original images of the calcium alginate beads were introduced into the personal computer and the intensity value of each bead was analyzed with MATLAB® software. Images of beads were taken at the 3rd day, the 6th day, and the 14th day after bead production. From each sample, the fluorescence intensities of 30–50 beads were measured.

**Calcium alginate beads arrangement**

Sample calcium alginate beads produced by the vibration method were deposited on a 2% 3-aminopropyltrimethoxysilane (APS, Tokyo Chemical Industry Co. Tokyo, Japan)-coated cover glass by a Cytospin centrifuge (Shanpon Cytospin®, 4, Thermo Scientific, Cheshire, UK) at 2,000 rpm for 5 min and placed above a target slide glass. A water layer of 100 μm was maintained between the two glasses by a silicone rubber spacer. The source and target substrates were set on an inverted microscope (Olympus), equipped with a 100× objective lens (PLN100XO, NA 1.25, WD 0.15, Olympus). The laser beam from a regeneratively amplified Ti:sapphire laser (Spectra Physics, Hurricane, 800 nm, 120 fs) was introduced to the inverted microscope. The beam diameter was adjusted with collimator lenses to be about 5 mm to match the size of the back aperture of the 100× objective lens, and the laser beam was focused on the image plane of the microscope. The protein-beads were patterned by scanning a motorized microscope stage (BIOS-102T, Sigma Koki, Tokyo, Japan) with a linear velocity of 90 μm/s, while irradiating a focused femtosecond laser pulse train with a repetition rate of 1 kHz. The laser pulse energy was 63 nJ/pulse (Figure 2).
3. RESULTS

Calcium alginate beads production Protein-immobilized calcium alginate beads with uniform size were successfully produced using the bead-production equipment (Figure 3). When the bead-production conditions were set as capillary $\phi$, 75 $\mu$m, and flow rate, 2 $\mu$l/min, the average diameter of the calcium alginate beads was approximately 14 $\mu$m. At a flow rate of 0.8 $\mu$l/min, the size decreased to approximately 12 $\mu$m. When the flow rate was further reduced to 0.4 $\mu$l/min, the bead size did not change. To get smaller beads, the capillary was changed to 30 $\mu$m, and the diameter of most of the beads could be controlled to approximately 5 $\mu$m (Figure 4, Table 1).

Figure 3. Images of protein-immobilized calcium alginate beads made by the vibration method. Images were photographed under a fluorescent microscope by cooled CCD camera. Bars: 20 $\mu$m. (a) microscope image of FITC-BSA-immobilized beads. (b) fluorescence image of the same beads.

Figure 4. (a) Mean values of the sizes of at least 50 beads for each of 7 different conditions for calcium alginate beads production. Condition 1: capillary $\phi$ 75 $\mu$m, flow rate 2 $\mu$l/min. Condition 2: capillary $\phi$ 75 $\mu$m, flow rate 1 $\mu$l/min. Condition 3: capillary $\phi$ 75 $\mu$m, flow rate 0.8 $\mu$l/min. Condition 4: capillary $\phi$ 75 $\mu$m, flow rate 0.5 $\mu$l/min. Condition 5: capillary $\phi$ 75 $\mu$m, flow rate 0.4 $\mu$l/min. Condition 6: capillary $\phi$ 30 $\mu$m, flow rate 0.2 $\mu$l/min. Condition 7: capillary $\phi$ 30 $\mu$m, flow rate 0.1 $\mu$l/min. (b) Calcium alginate beads made under the 1st condition. (c) Calcium alginate beads made under the 7th condition. Bars: 20 $\mu$m.
BSA and anti-BSA antibody reaction in calcium alginate beads To confirm that the protein was immobilized in the alginate beads, antigen-antibody reaction in the alginate beads was performed by using BSA and FITC-labeled anti-BSA. Alginate beads without any encapsulated proteins and beads with encapsulated non-specific protein (GST) were used as negative controls. BSA-encapsulated beads were clearly observed with FITC-labeled anti-BSA antibody under a fluorescence microscope. Almost no fluorescence was detected from GST protein-immobilized calcium alginate beads (Figure 5(b)). Weak signals were observed from non-protein calcium alginate beads (Figure 5(a)). However the intensity was barely more than a third that of BSA-immobilized calcium alginate beads (Figure 5(c)). These results suggest that the protein-immobilized calcium alginate beads would be useful for detecting antigen-antibody reactions.

Protein-retention capacity observation The protein-retention capacity was observed by using 2 types of calcium alginate beads: protein-immobilized alginate beads produced by the vibration method either with or without cross-linking. One group of calcium alginate beads had FITC-BSA cross-linked to the alginate carboxyl groups by EDC and NHSS, whereas the standard beads had no FITC-BSA cross-linking. After analyzing the captured images of the samples, the fluorescence data showed that the small alginate beads made by this vibration method showed a good protein-retention capacity. Two weeks after production of the beads, the image intensity of the standard beads had decreased only 22%, while the intensity reduction of the cross-linked beads was less then 10% (Figure 6) and the cross-linked beads could hold more protein than the standard beads. These results suggest that both of the standard beads and protein-cross-linked beads have excellent ability for protein-retention.

Calcium alginate beads arrangement Calcium alginate beads produced by using the vibration method were deposited on an APS (2%)-coated cover glass by centrifugation. The cover glass was placed above another glass slide where the calcium alginate beads would be arranged. A water layer of 100μm was maintained between the two glasses by a silicone rubber spacer. The source and target slides were set on an inverted microscope equipped with a 100× objective lens. Laser scanning arranged the beads on the target slide into the pattern “F U K U I” (Figure 7). This result suggests that a

Figure 5. Calcium alginate beads produced by the vibration method. The images were taken under a fluorescence microscope by cooled CCD camera. Bars: 20μm. (a) Negative control, calcium alginate beads without any immobilized protein. (b) Negative control, calcium alginate beads with nonspecific protein (GST). (c) calcium alginate beads with immobilized BSA.

Figure 6. Intensity changes for cross-linked beads and standard beads. Squares, cross-linked beads. Triangles, standard beads.

Figure 7. Microscopic image of target slide after laser irradiation with a 63 nJ/pulse energy. Bars: 200 μm.
femtosecond laser could serve as a useful manipulation tool for the arrangement of protein-immobilized calcium alginate beads on glass slides and for future applications of the small alginate beads.

4. DISCUSSION

In previous studies, for alginate beads size control, a droplet generator with a constant electrostatic potential [14,17] showed good potential for size control. The size of the capsules is mainly governed by voltage, flow, and needle diameter [17]. However, since the production of a micro-diameter needle is still difficult, the size adjustment is also limited. In this study, by connecting a flexible silica capillary to the syringe needle, reduction of the needle diameter was achieved. Furthermore, by changing from a droplet generator with constant electrostatic potential to a loudspeaker that was connected to a sine wave sound generator, continuous, smooth and fine vibrations could be generated. Consequently the size of the alginate beads could be controlled very accurately at the micro-scale. Calcium alginate beads in the range of 5 to 20m with a uniform size could be produced by using this new method. Moreover, by reducing the inner diameter of the silica capillary, and slower the flow rate of alginate solution from the syringe, the smaller alginate beads would be the produced.

Besides protein-immobilization, calcium alginate beads are also widely used for cell-immobilization. Reduction in capsule size has been emphasized to enhance mass transfer of both nutrients into encapsulated cells and products from the encapsulated cells out of the capsule. It has been shown that the response time of encapsulated islets to glucose increases with capsule size [18]. Thus the method developed by us might also be used for immobilizing cells. Furthermore, by adjusting the beads’ size and the concentration of the cells-containing alginate solution, one cell per one bead should be possible.

Since BSA protein was successfully immobilized in the calcium alginate beads, and the reaction with FITC labeled anti-BSA was detected successfully by using alginate beads, this indicated that the protein-immobilized alginate beads have the potential to be used to detect antigen-antibody reactions.

Previously, a serum albumin-alginate membrane has been used for coating alginate beads to reduce protein diffusion [19]. However, in this report, even when the beads were coated, over 80% of the protein diffused within 8 days. However, by cross-linking the protein to the alginate, the protein diffusion could be reduced to less than 10% over 14 days. The data also showed that, even without cross-linking, the alginate beads produced by using the vibration method have a high ability for protein-retention.

In conclusion, we have succeeded in the development of a method for producing size- and shape-controlled calcium alginate beads with immobilized proteins. The protein-immobilized calcium alginate beads produced have a small and uniform size, can retain protein within the beads for long periods, are easy to manipulate, and are useful for the detection of antigen-antibody interactions. Therefore the alginate beads production method reported here should find wide application in many biotechnological fields.
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ABSTRACT

A new algorithm for the detection of sleep spindles from human sleep EEG with surrogate data approach is presented. Surrogate data approach is the state of the art technique for nonlinear spectral analysis. In this paper, by developing autoregressive (AR) models on short segment of the EEG is described as a superposition of harmonic oscillating with damping and frequency in time. Sleep spindle events are detected, whenever the damping of one or more frequencies falls below a pre-defined threshold. Based on a surrogate data, a method was proposed to test the hypothesis that the original data were generated by a linear Gaussian process. This method was tested on human sleep EEG signal. The algorithm work well for the detection of sleep spindles and in addition the analysis reveals the alpha and beta band activities in EEG. The rigorous statistical framework proves essential in establishing these results.

Keywords: AR Model; LPC; Sleep Spindles; Surrogate Data

1. INTRODUCTION

Oscillatory signal activities are ubiquitous in the biomedical signals [1]. Multielectrode recordings provide the opportunity to study signal oscillations from a network perspective. To assess signal interactions in the frequency domain, one often applies methods, such as ordinary coherence and Granger causality spectra [2] that are formulated within the framework of linear stochastic process. Electroencephalogram (EEG) is one of the most important electrophysiological techniques used in human clinical and basic sleep research. In 1979 Barlow proposed linear modeling system which has a long-lasting history in EEG analysis [3]. The models are mainly considered as a mathematical description of the signal and less as a biophysical model of the underlying neuronal mechanisms.

In 1985, Franaszczuk et al. [4] proposed a model to interpret linear models as damped harmonic oscillators generating EEG activity based on the equivalence between stochastically driven harmonic oscillators and autoregressive (AR) models. There is a unique transformation between the AR coefficients and the frequencies and damping coefficients of the corresponding oscillators. In particular at times when the EEG is dominated by a certain rhythmic activity e.g. in the case of sleep spindles or alpha activity, one might expect, that this activity will be rejected by a pole with a corresponding frequency and low damping. This idea was the starting point of our analysis [5].

The sleep EEG is always not stationary. However, we demonstrated that the effects of non-stationary become relevant only with scales longer than 1s [6]. Therefore, short segments with duration of around 1s are sufficiently described by linear models. The non-stationary in longer time scales might be rejected by the variation of the AR-coefficients and thus by the corresponding frequencies and damping coefficients. Based on the above considerations we propose an easy way to define oscillatory events. They are detected, whenever the damping of one of the poles of a 1s AR model is below a pre-defined threshold.

The method of surrogate data is a tool to test whether data were generated by some class of model. In 1992 the method of surrogate data proposed by Theiler et al. [7] is a general procedure to test whether data are consistent with some class of models. In order to test the hypothesis that the data are consistent with being generated by a linear system, the Fourier Transform (FT) algorithm is applied. Based on a example and the theory of linear stochastic systems we will show that this algorithm produce correct
distribution of time series and therefore might not gener-
ally yield the correct distribution of the test statistics. The
surrogate data method differs from a simple Monte Carlo
implementation of a hypothesis test in that it tests not
against a single model, but a class of models, i.e. linear
systems driven by Gaussian noise. The idea is to select
single model from the class on the basis of the measured
data x, and then do a Monte Carlo hypothesis test for the
selected model and the original data.

The statistical properties of a time series generated by
a linear process are specified by the autocovariance
function (ACF) or equivalently by its Fourier Transform,
the power spectrum \( X(\omega) \). The purpose of this study is
described as even without a rigorous mathematical
foundation it is possible to detect sleep spindles as well
as alpha and beta activities from human sleep EEG. The
theoretical framework of AR model and the procedure to
generate the surrogate data are given in Section 2. The
method is then tested on one simulation data set in Sec-
tion 3. Section 4 describes sleep spindles detection using
AR model with surrogate data approach. Results are
discussed and summarized in Section 5.

2. METHODS

In this section, we start with AR model of order p and
then proceed to outline the procedure for generating
surrogate data.

2.1. AR Model

The Parametric description of the EEG signal by means
of the AR model makes possible estimation of the trans-
fer function of the system in the straight forward way.
From the transfer function it is easy to find the differen-
tial equation describing the investigated process. Our
detection algorithm is based on modeling 1s segments of
the EEG time series using autoregressive (AR) models
of order p. From the AR (p)-model

\[
\sum_{j=0}^{p} a_j x_{n-j}=e_n
\]

where

- \( a_j \) - Coefficients of the model (\( a_0 = 1 \))
- \( x_n \) - The value of the sampled signal at the moment n
- \( e_n \) - Zero mean uncorrelated white noise process.

Applying the Z-transform to Eq.1 we obtain:

\[
A(z)X(z) = E(z)
\]

where

\[
A(z) = \sum_{j=0}^{p} a_j z^{-j}
\]

And

\[
X(z) = A^{-1}(z)E(z)
\]

In the z domain this filter is expressed by the Eq.4 where
\( A^{-1}(z) \) is the transfer function. Denoting it by \( H(z) \)
and writing if explicitly we obtain:

\[
H(z) = A^{-1}(Z) = 1/\sum_{j=0}^{p} a_j z^{-j}
\]

Multiplying numerator and denominator \( z^p \) we get

\[
H(z) = z^p / \sum_{j=0}^{p} a_j z^{p-j}
\]

Factorizing the denominator gives the formula

\[
H(z) = z^p \prod_{j=1}^{p} (z - z_j)
\]

where \( z_j = r_j e^{i\phi_j} \)

Using the above formula to estimate the frequencies
\( f_k = \phi_k / (2\pi\Delta) \) and damping coefficients \( \gamma_k = -\Delta^2 \ln r_k \)
(\( \Delta \) Denotes the sampling interval).

We assume that there are only single poles of \( H(z) \)
which can be written in the form

\[
H(z) = \sum_{j=1}^{p} c_j (z / z - z_j)
\]

For the single pole coefficients \( c_j \) can be found ac-
cording to the formula:

\[
c_j = \lim_{z \to z_j} \frac{(z - z_j)H(z)}{z}
\]

By means of the inverse transform \( -z^{-1} \) from the Eq.8
the impulse response of the system: \( h(n) \) can be found.
Since from the properties of the \( z^{-1} \) transform we know
that \( z^{-1}(z / z - z_j) = \exp(n \ln z_j) \) we obtain:

\[
h(n) = z^{-1}(H(z)) = \sum_{j=1}^{p} c_j \exp(n \ln z_j)
\]

If the sampling interval \( \Delta \) was chosen according to the
Nyquist theorem we can express the impulse response as a
continuous function and write it in the form:

\[
h(t) = \sum_{j=1}^{p} c_j \exp(t ln z_j / \Delta)
\]

where

\[
t = \Delta n \quad a_j = \frac{\ln z_j}{\Delta}
\]

Laplace transform of the Eq.11 which corresponds to the
transfer function \( H(s) \) of the continuous system is given
by the formula:

\[
H(s) = \sum_{j=1}^{p} c_j \frac{1}{s - a_j}
\]

The above expression can be obtained directly from Eq.8
by means of the integral transform . Eq.12 can be written as a ratio of two polynomials of the order p-1 and p

\[ H(s) = \frac{b_p s^{p-1} + \cdots + b_1 s + b_0}{c_p s^{p} + \cdots + c_1 s + c_0} \]  

(13)

The polynomial coefficients can be readily calculated from \( c_j \) and \( a_j \). This form of the transfer function was found also by Freeman 1975. It leads directly to the differential equations describing the system. The transfer function is the ratio of the Laplace transform of input \( y(t) \) and output \( x(t) \) functions:

\[ H(s) = \frac{X(s)}{Y(s)} = \frac{L(x(t))}{L(y(t))} \]  

(14)

Since variable \( s \) corresponds to the operator \( \frac{d}{dt} \), from Eq.13 and 14 we get:

\[ c_p \frac{d^p}{dt^p} x(t) + \cdots + c_1 \frac{d}{dt} x(t) + c_0 x(t) \]

\[ = \frac{d^{p-1}}{dt^{p-1}} y(t) + \cdots + b_1 \frac{d}{dt} y(t) + b_0 y(t) \]  

(15)

In this way we have obtained the differential equation describing the system which is free of the arbitrary parameters. Its order is determined by the characteristic of the signal and may be found from the criteria based on the principle of the maximum of entropy.

2.2. Surrogate Data Method

Generally, a surrogate data testing method involves three ingredients: 1) a null hypothesis; 2) a method to generate surrogate data; and 3) testing statistics for significance evaluation. The null hypothesis in the present study is that investigated data from a linear Gaussian process. If the null hypothesis is rejected, then we conclude that the data are either non-Gaussian or come from nonlinear process. The surrogate data are generated in such a way that it is Gaussian distributed but has the same second order spectral properties (in the bivariate, auto spectra) as the original data. The testing statistics the amplitude of the peridogram we will give the steps for generation the surrogate data and the theoretical rationale behind the steps [8].

Consider two zero mean stationary random processes \( x(t) \) and \( y(t) \). These processes may or may not be linear Gaussian processes. Their one-sided auto spectra \( S_{xx} \) and \( S_{yy} \) can be estimated [9].

\[ S_{xx}(f) = 2 \lim_{T \to \infty} \frac{1}{T} E[|X_k(f,T)|^2] \]

\[ S_{yy}(f) = 2 \lim_{T \to \infty} \frac{1}{T} E[|Y_k(f,T)|^2] \]  

(16)

where \( T \) is the duration of the data, the expectation is taken over multiple realizations and \( X_k \) and \( Y_k \) are the Fourier Transform of \( x(t) \) and \( y(t) \). Now we consider how to generate two zero-mean linear Gaussian processes \( x'(t) \) and \( y'(t) \) which have the same second order statistical properties as \( x(t) \) and \( y(t) \). Let \( X'_k \) and \( Y'_k \) expressed in real and imaginary parts, \( X'_R, X'_I, Y'_R \) and \( Y'_I \), these Fourier Transforms are

\[ X'_k(f) = X'_R(f) - jX'_I(f) \]

\[ Y'_k(f) = Y'_R(f) - jY'_I(f) \]  

(17)

Since \( x'(t) \) and \( y'(t) \) are normally distributed with zero mean values, \( X'_R, X'_I, Y'_R \) and \( Y'_I \) are also normally distributed with zero means [9]. The covariance matrix \( \Sigma \) of \( X'_R, X'_I, Y'_R \) and \( Y'_I \) should be selected such that the auto-spectra and cross spectra of \( x'(t) \) and \( y'(t) \) are the same as those of the original data, i.e., \( S'_{xx} = S_{xx} \) and \( S'_{yy} = S_{yy} \).

In practice, \( S_{xx} \) and \( S_{yy} \) estimated from the data. The question is how to draw Gaussian variables for \( X'_R, X'_I, Y'_R \) and \( Y'_I \) such that \( S'_{xx} = S_{xx} \) and \( S'_{yy} = S_{yy} \). It can be shown that the relation between \( X'_R, X'_I, Y'_R \) and \( Y'_I \) and \( S'_{xx} \) and \( S'_{yy} \) are as follows [10].

\[ E[X'_R X'_I] = E[Y'_R Y'_I] = 0 \]

\[ E[X'_R Y'_I] = E[Y'_R Y'_I] = \left( \frac{T}{4} \right) S_{xx} \]

\[ E[Y'_R Y'_I] = E[Y'_R Y'_I] = \left( \frac{T}{4} \right) S_{yy} \]  

(18)

According to these relations the covariance matrix \( \Sigma \) for the real and imaginary parts of \( X'_k \) and \( Y'_k \) for each frequency is

\[ \Sigma = E \left[ \begin{pmatrix} X'_R & X'_I \\ X'_I & X'_R \end{pmatrix} \right] = \left( \frac{T}{4} \right) \begin{pmatrix} S_{xx} & 0 \\ 0 & S_{xx} \end{pmatrix} \]

\[ \Sigma = E \left[ \begin{pmatrix} Y'_R & Y'_I \\ Y'_I & Y'_R \end{pmatrix} \right] = \left( \frac{T}{4} \right) \begin{pmatrix} S_{yy} & 0 \\ 0 & S_{yy} \end{pmatrix} \]  

(19)

Choosing \( S'_{xx} = S_{xx} \) and \( S'_{yy} = S_{yy} \) and \( X'_R, X'_I, Y'_R \) and \( Y'_I \) are then generated by sampling from a Gaussian distribution with zero mean and covariance matrix \( \Sigma \). Once \( X'_R, X'_I, Y'_R \) and \( Y'_I \) are generated for each frequency, the surrogate data \( x'(t) \) and \( y'(t) \) are the inverse Fourier Transform of \( X'_k(f) = X'_R(f) - jX'_I(f) \) and \( Y'_k(f) = Y'_R(f) - jY'_I(f) \).
3.1. Linear Bivariate AR Model Driven by Gaussian White Noise

The model is written as

\[ 
\begin{align*} 
    x(t) &= 0.8 * x(t-1) - 0.5 * x(t-2) + \xi(t) \\
    y(t) &= 0.6 * x(t-5) + \eta(t) 
\end{align*} 
\]

where \( \xi(t) \) and \( \eta(t) \) are uncorrelated Gaussian white noise with zero means and unit variances. The data set consists of \( M=50 \) realizations where each realization is of length \( K=512 \). For sampling frequency of 128Hz, each realization has the duration of 4s. To perform the test \( P=1500 \) surrogate data sets were generated following the procedure in Section 2.

The one sided power spectra \( S_{xx} \) and \( S_{yy} \) for both original (solid curve) and one set of surrogate data (dotted curve) are shown in Figure 1. It is seen that the surrogate data's spectra nearly match well with that of the original data. This is an expected result. The maximum amplitude for \( x(t) \) original power spectra is 30.1891 [Figure 1(a)] and that for surrogate data \( x'(t) \) power spectra is 32.6881. Similarly the maximum amplitude for \( y(t) \) original power spectra is 28.5673 [Figure 1(b)] and that for surrogate data \( y'(t) \) power spectra is 29.8921. Notice that the power spectra amplitude is higher between 0 to 30 Hz than other regions. Namely, the estimation variances are proportional to the power spectral amplitudes as those frequencies. Considering that the surrogate data contour plots are computed based on a randomly selected data set among \( P=1500 \) available, these maximum value comparisons suggests the known fact that there are no nonlinear or non-Gaussian components in the original data.

<table>
<thead>
<tr>
<th>Input</th>
<th>Surrogate</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

From this distribution, one can determine the threshold for any desired significance level (i.e. -p value).

### 3. SIMULATION EXAMPLE

We have performed simulation studies to test the effectiveness of the method proposed before. Matlab “Signal processing and Spectral analysis toolbox” is used in our analysis.

![Figure 1. One sided power spectra of a) x(t) and x'(t) b) y(t) and y'(t). The solid curve indicates the result from the original data and the dotted curve indicates the result from one of the 1500 surrogate data sets.](attachment:image.png)
according to Eq.20 and are plotted along with the histogram in blue color in Figure 3. Notice that the PDF here are multiplied by the total number of surrogate data sets (1500) to match the histogram. From the PDFs, the threshold for a significance level of $p < 0.005$. By comparing the original data’s maximum power spectra values with the thresholds, it can be seen from the null hypothesis that the original data coming from a linear Gaussian processes cannot be rejected, a theoretically expected result.

Figure 2. Histogram and Gaussian fit of the a) original and b) surrogate data.

Figure 3. PDF of original power spectra and the surrogate data power spectra with Gaussian Fit.
We have also performed a study to examine whether fitting an extreme value distribution to the empirical histogram is a viable approach. The fitted model parameters $\mu$ and $\sigma$ versus the number of surrogate data sets used are plotted in Figure 4. It can be seen after around 500 surrogate data sets, the estimation becomes linear.

4. SLEEP SPINDLES DETECTION

A seven minutes recording of 9 channels of EEG (C3, A2, O1, O2, C4, P3, P4, F3, and F4) was used in our test (16,207 trials) shown in Figure 5. Precise numbers of sleep stages and standard characteristics derived form hypnograms are in Table 1. Number of sleep stages (17s records) are in the first column; data in the second column are the average values over 5 subjects (C3A2, C4P4, F3C3, P3O1, P4O2) related to total sleep time, the beginning of sleep is set as the first appearance of the sleep Stage 2. Sleep efficiencies is the ratio of time spent in Stages 1-4 or REM sleep to the whole sleep time, where also movement time and some awakenings during the night are included; in sleep medicine this parameter discriminates some sleep disorders. Surrogate data were generated following the procedure in Section 2.

The EEG derivation C3A2 and C4P4 was analyzed shown in Figure 6. Oscillatory events are detected, if the damping coefficients $r_k$ falls above a pre defined threshold and hence $r_k$ exceeds the corresponding threshold. In practice, we use two thresholds, a lower one, $r_a$, to detect candidate events scanning the EEG with non-overlapping 1-s segments. When $r_a$ is crossed we go back to the previous segment and use a smaller step size of 1/16s (overlapping 1-s segments). If $r_k$ exceeds a second threshold $r_b > r_a$ the beginning of an oscillatory events is detected.
Table 1. Number of sleep stages (first column) and sleep efficiency and average percentage of sleep stages during the sleep (mean ± standard deviation).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Total</th>
<th>Waking</th>
<th>% Waking</th>
<th>Stage 1</th>
<th>% Stage 1</th>
<th>Stage 2</th>
<th>% Stage 2</th>
<th>Stage 3</th>
<th>% Stage 3</th>
<th>Stage 4</th>
<th>% Stage 4</th>
<th>REM Sleep</th>
<th>% REM Sleep</th>
<th>Movement time</th>
<th>% Movement time</th>
<th>Sleep Efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>16,207</td>
<td>761</td>
<td>6.0 ± 3.2</td>
<td>809</td>
<td>6.9 ± 1.4</td>
<td>8024</td>
<td>46 ± 7.3</td>
<td>1536</td>
<td>9.3 ± 4.2</td>
<td>1753</td>
<td>10.9 ± 2.6</td>
<td>3217</td>
<td>17.9 ± 3.6</td>
<td>107</td>
<td>0.7 ± 0.6</td>
<td>92.6 ± 5.3</td>
</tr>
</tbody>
</table>

The oscillatory events are terminated by the time $r_k$ is lower than $r_c$ for the last time before it falls below $r_a$. The frequency and time at the position of the maximal value $r_{max}$ are considered as the frequency and occurrence of the event respectively. Spindles or Sigma waves are a poor indicator for sleep onset. Some subjects do not have discernable sigma waves. These spindles are more prominent in Stage 2 than Stage 1. In the present analysis the order of the AR model was set to $p=8$ and the threshold value set to $r_c=0.75$ and $r_a=0.85$ parameter were chosen in such a way, that clearly visible sleep spindles were reliable detected by the algorithm. Sleep stages were visually scored according to standard criteria in Figure 7.

In Figure 7 shows the detected events from 2 recordings. The distributions show modes in four stages: in the delta (±1:0-2 Hz), in the fast delta (±2: 2-4 Hz), in the alpha (±: 8-12 Hz) and sigma (sleep spindles: 11.5-16 Hz) bands. These modes are also evident in the distribution of the events in the different sleep stages (Figure 7). Alpha waves predominate in waking, spindles in Stage 2 while the occurrence of delta waves decreases from Stage 2 to Stage 4 (deepening of sleep). Delta waves are the prevalent events in REM sleep and Stage 1. Note that they also occur in Stage 2 with almost the same incidence. Events in the alpha frequency range correspond to continuous alpha activity during waking and to small amplitude, sometimes spindle-like activity in NREM sleep. However, in particular during NREM sleep Stages 3 and 4, slow waves are often not detected as oscillatory events because they yield a relaxatory pole (frequency zero) in the AR-model. Table 2 provides detection of different frequency bands and their amplitude calculated from the Fast Fourier Transform.

Table 2. Different frequency band detection and the corresponding true value determined from one sided Power spectra.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Wave</th>
<th>Bandwidth (Hz)</th>
<th>Time range (sec)</th>
<th>Amplitude (µV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Delta</td>
<td>0.1-4</td>
<td>0-5</td>
<td>10-30</td>
</tr>
<tr>
<td>2</td>
<td>Theta</td>
<td>4-8</td>
<td>5-9</td>
<td>30-70</td>
</tr>
<tr>
<td>3</td>
<td>Alpha</td>
<td>8-12</td>
<td>9-13</td>
<td>&gt; 70</td>
</tr>
<tr>
<td>4</td>
<td>Beta</td>
<td>&gt; 12</td>
<td>13 – 16</td>
<td>&lt; 100</td>
</tr>
<tr>
<td>5</td>
<td>Sleep Spindles</td>
<td>11.5 – 16</td>
<td>16-20</td>
<td>&lt; 50</td>
</tr>
</tbody>
</table>
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Figure 7. Sleep stages from Stage 1-Stage 4.

The two most important characteristics of EEG elements are frequency and amplitude. Frequency is inverse value of duration of EEG segment. The frequency range is divided into four bands: beta (12Hz and higher), alpha (8-12Hz), theta (4-8Hz) and delta (0, 1-4Hz). Amplitude of EEG is taken as the peak to peak value. After the magnitude of amplitude EEG signal is divided into low-voltage, middle and high-voltage EEG. For delta, theta and alpha bands these values are following: 10-30 µV for low voltage, 30-70 µV for middle voltage and above 70 µV for high voltage EEG. For beta band, the values are lower: below 10 µV low voltage, 10-25 µV middle voltage, and above 25 µV high voltage EEG.

Beta activity is typical during wakefulness. Alpha occurs in relaxed state with eyes closed. Theta waves are dominant in normal wake state in children; in adult people theta activity appears only in small amounts especially in drowsiness. Delta waves are present in deep sleep; in healthy people do not exist in wake state. Sleep spindles are rhythmic activity in 12-14Hz frequency range and amplitude below 50 µV. The power spectra for the original (solid line) and the surrogate (dotted line) data are shown in Figure 8. Three peaks around 1-14Hz can be seen, indicating the presence of synchronized activities at these frequencies. According to the traditional classification first peak belongs to the delta band (1-4Hz) and the second peak belongs to the alpha band (8-12Hz) and third peak belongs to the beta band (>12Hz). Past research has examined whether such oscillatory neural activities self-couple and couple each other in a nonlinear fashion [17]. We study this issue with the new surrogate test method.

Figure 8. One sided power spectra estimated recording from P3O1 electrode on 1s period. The solid line is for the original data and dotted line is for surrogate data.
Table 3 provides comparison between E. Olbrich et al. and our study. However, a few spindles are not detected by the algorithm with the chosen parameters, i.e. the maximum of r_k remains smaller than the threshold r_b. Therefore, in our method proposed is using a surrogate data approach needs to be further optimized for more sensitive spindle detection.

5. DISCUSSION AND SUMMARY

In this study sleep spindles were detected in 1s overlapped segments, wide 0.5-16Hz band containing delta and theta was used for better eye movement separation. Alpha activity was excluded as it would increase auto covariance. With consensus scoring we would expect the agreement to improve [5]. The cost benefit of this laborious task would have been low. There was no manual artifact handling and it is possible that some misclassifications are the results of the artifacts undetected by the corresponding threshold r_k and were generated surrogate data with ziggurat method. In this algorithm there are two different thresholds but as it can be seen from Table 3, the amplitude criterion was most important (i.e. mostly amplitude in REM sleep is less than 50 µV and NREM sleep is greater than 100 µV). Schwilden et al. [14] reported that 90% of the EEG did not show any nonlinearity. They suggested that only under some pathological conditions, such as epilepsy, the brain signals manifest nonlinear effects. Other studies [15,16], have shown that non linear characteristics exist between theta and gamma EEG signals during short term memory processing. To settle these debates, one needs carefully constructed statistical tests. The method proposed here represents our effort in this direction. We will contrast our method with other often applied techniques in this area.

5.1. Comparison with other Surrogate Data Method

Multiple ways are currently in use to generate surrogate data sets to test the significance of the sleep spindle detection. In one method, the Fourier Transform (FT) is estimated for each segment and the phase of the Fourier Transform is randomized without changing the Fourier amplitude. The result is then inverse Fourier Transformed to generate a surrogate time series [14,17]. While the phase randomization destroyed nonlinearity and leads to linear Gaussian process [18], the Fourier amplitudes are random variables for a stationary process as well. By keeping them constant, one loses an important degree of freedom [12]. In contrast, our method, in which both amplitudes and phases of the Fourier Transform are randomly generated, produces surrogate data sets that are explicitly Gaussian, linear and share the same second order statistics with the original data. Another method, called amplitude adjusted Fourier Transform (AAFT), has been used in recent studies [19]. AAFT was designed to test the null hypothesis that the observed time series is a monotonic nonlinear transformation of a linear Gaussian process. This method has the same problems as the previous phase randomization method. In addition, the generated surrogate data sets usually do not have the same power spectrum as the original data, leading to false rejections when the discriminating statistics are sensitive to second-order statistical properties [20].

5.2. Final Remarks

We make several additional remarks regarding our method. First, generating the null hypothesis distribution for the test statistic is a very time-consuming process. The application of the extreme value theory mitigates this problem. Our examples show that the probability distribution function based on the extreme value theory fits the empirical distribution well. In agrees with that from the empirical histogram. Secondly, when the original data with length L need to be zero padded to length N (N > L), the surrogate data we generated have length N. To make sure that the surrogate data still have the same power spectra with the original data, the surrogate data need to be normalized by L, instead of the real data length N. Third, the periodogram method is used to estimate the power spectra. Consequently, all of the limitations associated with the periodogram method were inherent in our method, including poor frequency resolution for short data, fourth when we generated surrogate data set using ziggurat method does not generate random numbers effectively in tail regions because Matlab does not execute greater than 500 function calls [11]. Finally,
the discrimination power of our statistical test is unclear. This can be determined empirically by repeating the test many times on different realization for the data [20]. We will consider this issue as part of our future research.

In summary, detection of sleep spindles using the surrogate method proposed in this paper is shown to give accurate results when applied to test the significance of power spectral amplitudes. It is based on solid statistical principles and overcomes some weaknesses in previous methods for the same purpose. It is expected to become a useful addition to the repertoire of nonlinear analysis methods for neuroscience and other biomedical signal processing applications.
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**ABSTRACT**

Understanding the genetic architecture of individual taxa of medical importance is the first step for designing disease preventive strategies. To understand the genetic details and evolutionary perspective of the model malaria vector, *Anopheles gambiae* and to use the information in other species of local importance, we scanned the published X-chromosome sequence for detail characterization and obtain evolutionary status of different genes. The telocentric X-chromosome contains 106 genes of known functions and 982 novel genes. Majorities of both the known and novel genes are with introns. The known genes are strictly biased towards less number of introns; about half of the total known genes have only one or two introns. The extreme sized (either long or short) genes were found to be most prevalent (58% short and 23% large). Statistically significant positive correlations between gene length and intron length as well as with intron number and intron length were obtained signifying the role of introns in contributing to the overall size of the known genes of X-chromosome in *An. gambiae*. We compared each individual gene of *An. gambiae* with 33 other taxa having whole genome sequence information. In general, the mosquito *Aedes aegypti* was found to be genetically closest and the yeast *Saccharomyces cerevisiae* as most distant taxa to *An. gambiae*. Further, only about a quarter of the known genes of X-chromosome were unique to *An. gambiae* and majorities have orthologs in different taxa. A phylogenetic tree was constructed based on a single gene found to be highly orthologous across all the 34 taxa. Evolutionary relationships among 13 different taxa were inferred which corroborate the previous and present findings on genetic relationships across various taxa.

**Keywords:** *Anopheles gambiae*; Comparative Genomics; Evolution; Malaria; Orthologous Genes; X-chromosome

**1. INTRODUCTION**

Determination of genetic architecture of different taxa in a vector borne disease model, helps not only in understanding the genetic pattern of host-parasite-vector interaction but also adds in devising methods for control measures. Further, characterization of different genes in the entire chromosome leads to identification of novel genes of essential functions and evolutionary process that governs these genes in populations. These determinations of genetic architecture should start with deep understanding and evolutionary inference of each individual gene of known function at the chromosomal level. The detail knowledge on the relative size of the genes [1], differential compositions of coding and non-coding elements in each gene [2] and contribution of non-coding DNA to the average length of the gene [3] could easily be evaluated with such kind of studies. This is further important when scanning is performed on chromosome-to-chromosome basis, so that differential genetic composition in each chromosome of a species can be compared [4]. Further, comparing genes among different taxa exploits both similarities and differences of different organisms to infer how Darwinian natural selection might have acted upon on these elements in the course of evolution. Considering the genomes as “bags of genes” and measuring the fraction of orthologs shared between genomes could provide vital information on the evolutionary history of the genes [5]. Also, if any particular gene is found to be conserved in many organisms, reconstruction of phylogeny among these organisms is possible. However, such kinds of studies are possible only when adequate genome information is at hand. Fortunately, many organisms have been fully sequenced in recent years providing opportunities to fine-scale understanding of the genetic architecture of species of medical and agricultural importance and comparison across species and taxa [6].
To this respect, malaria is a devastating disease with global cases of about 300 to 500 million infections per year and deaths of about one and half millions [7]. Global efforts to eradicate malaria failed immaturely and scientist and policy makers are now focusing on the control of this disease. However, emergence and spread of drug-resistant parasites and insecticide-resistant vectors have seriously hampered the efforts and put new challenges to tackle with the situation [8]. This situation invites a close and deep genetic understanding of both parasites and vectors and devise new methods for malaria control.

The whole genome sequence information of the mosquito *Anopheles gambiae* [9], the principal vector of malaria in Africa is available in the public domain. However, the vector species are not all the same across different malaria endemic zones in the globe as different other species of the genus *Anopheles* are of local importance. Since controlling the malaria vector is one of the finest strategies to control malaria, understanding the genetic composition of different endemic *Anopheles* species in different localities is the need of the hour for development of effective malaria control strategies. Keeping in view that the whole genome sequence information is only available for one of the malaria vector *An. gambiae*, utilization of such information might lead to understanding the genetics of vector potentiality, insecticide resistance, etc. and extend the information to other species of local and focal importance. In addition, due to lack of genome information in other *Anopheles* species, the information from *An. gambiae* could be utilized in designing genetic markers for evolutionary studies in genes and populations of vectors in the malaria endemic zones of the globe.

We herewith utilize the whole genome sequence information of *An. gambiae* to characterize the whole X-chromosome for different gene compositions and fine-scale study of each individual genes of known function. We performed homology searches of each of the known genes of *An. gambiae* X-chromosome in 33 taxa with published whole genome sequences and also constructed phylogenetic tree. The results not only provide detail understanding on differential compositions of genetic elements in *An. gambiae* X-chromosome, but also would help in developing genetic markers to study genetic diversity and population histories of other species of *Anopheles* of local importance.

2. MATERIAL AND METHODS

The *An. gambiae* genome comprises of 3 pairs of chromosomes, 2 pairs of autosomes and a pair of sex chromosome. Whole genome sequence information is available at the public domain for the pest strain of *An. gambiae* [9]. We used the Ensemble web database ([www.ensembl.org](http://www.ensembl.org)) from release 45-June 2007, to retrieve genetic information on the telocentric X-chromosome. We started our scanning for different genes from one end of the X-chromosome and proceeded till we reached the end. We looked for genes that have known functions (known genes) and also genes that are completely new (novel genes) following the classifications provided at the Ensemble database. Due to functional importance, we deeply characterized only the known genes leaving apart the novel genes. For the convenience of further analysis, we classified the known genes based on length of nucleotide bases as, Class 1 (0 to 1 kb); Class 2 (1-2 kb); Class 3 (2-3 kb); Class 4 (3-4 kb); Class 5 (4-5 kb) and Class 6 (above 5 kb). The composition of different genes in the *An. gambiae* X-chromosome was determined as per information in the Ensemble web database. Further, information on 33 other taxa with whole genome sequence information was also available at the Ensemble web database. We utilized this information to infer X-chromosome genes of *An. gambiae* having orthologs (orthologs are genes derived from single ancestral gene in last common ancestor of compared species) and paralogs (paralogous genes develop by gene duplication in the similar lineage) across 33 different taxa. The genes of *An. gambiae* with no ortholog or paralog were considered to be unique genes to this species. Three criteria were followed to define the candidate orthologous genes suggested by [8] in the Ensemble web database. First, the sequences of genes should have highest level of pair-wise identity when compared with genes in the other genome. Second, pair-wise identity should be significant (E, the expected fraction of false positives should be smaller than 0.01) and third, the similarity extends to at least 60% of one of the gene. We followed similar procedures to classify the orthologous genes in *An. gambiae* X-chromosome. Out of the many orthologs found, one particular gene was found to be present in all the 34 different taxa (included *An. gambiae*) presently studied. We constructed an un-rooted neighbor-joining (NJ) tree to infer the evolutionary status of different taxa at this conserved gene (AGAP001043). However, due to high sequence dissimilarity, only 13 taxa could be utilized for a meaningful phylogenetic tree construction. Length of each branch and bootstrapped values for each internal node were also estimated using VEGA ZZ software downloaded from internet ([http://www.ddl.unimi.it/vega/index.htm](http://www.ddl.unimi.it/vega/index.htm)). For all statistical analyses, the free version of ‘analyze-it’ a Microsoft Excel add-in was used.

3. RESULTS

Scanning of the whole X chromosome of *An. gambiae* revealed the presence of 1088 genes, out of which 982 were novel and 106 were genes of known functions. Due to functional relevance, the known genes were further analyzed. These genes were classified based on size (see materials and methods). Out of the 106 known genes,
most (62 genes, 58%) were small and thus fall under Classes 1 and 2. Thus, majority of the known genes in An. gambiae X-chromosome are small in size (Figure 1).

Only 18% of the total known genes falls under Classes 3, 4, and 5, whereas 23% comes under Class 6 (more than 5 kb). Thus, the distribution of known genes in An. gambiae seems to be quite uneven, as small and large sized genes constitute 81% of the total known genes in the An. gambiae X-chromosome (Figure 1).

Since genes in the eukaryote genome are often found to bear introns (non-coding part of the gene, flanked on each side by the coding parts) and considering An. gambiae as a higher eukaryote, we determined the distribution of exons (coding part of the gene) and introns of each known gene (Figure 2). The distribution of genes with different number of introns is shown in Figure 2. It is interesting to note that almost two-third of the known genes (79 genes, 74.52%) have either no or very less number (maximum of three) of introns. Genes having more than three introns contribute to only 17% of the total known genes of X-chromosome of An. gambiae. Further, we looked for size of each intron and exon in each gene and calculated the average intron and exon length and their ratio (Figure 3). The average ratio of exon to intron was higher in genes with less number of introns (Figure 3), as compared to genes with more number of introns. Thus, it seems that the average length of introns in a gene increases with the increase in number of introns. In order to test this hypothesis, we calculated Pearson’s correlation coefficient (r) which was found to be positive and highly statistically significant (r=0.99, P<0.0001). Moreover, in order to test the hypothesis if the accumulation of introns has considerably contributed in increasing the length of the gene in general, we calculated r value between intron length and gene length which was found to be positive and highly statistically significant (r=0.49, P<0.0001) as well. Thus, it is clear that introns play a major role in the overall length of genes in the X-chromosome of An. gambiae.

As many as 86 known genes out of 106 total known genes of An. gambiae X-chromosome were found to have homologs (both orthologs and paralogs) across 33 different taxa. Out of these 86 genes, 41 have only orthologs, 3 have only paralogs and 42 have both orthologs and paralogs. No homologs could be detected in the rest 20 genes, thus are considered unique to An. gambiae (Figure 4). Thus, in total, 83 (41+42) have orthologs and 45 (3+42) have paralogs in the X-chromosome known genes of An. gambiae. However, the distribution of orthologs varies across 33 different taxa; Aedes aegypti seems to bear most of the An. gambiae homologs (78 out of 83 orthologs) and the yeast S. cerevisiae bears the least (6 out of 83 orthologs) (Figure 5). These are at the highest and lowest ends of the homology prediction of 83 X-chromosome genes of An. gambiae.

Since majority of the known genes of X-chromosome of An. gambiae are either short or large in size (Figure 1), we were interested to know the distribution pattern of different types of genes based on homology predictions (orthologous, paralogous and unique) in different classes based on size (Figure 1). The details of such distribution are shown in Figure 6, which seems to be random. Whereas the orthologous genes are slightly abundant in Classes 2 and 6, the paralogous genes show a clear pattern of decreasing abundance from Class 1 to Class 6. In contrast unique genes are found to be much prevalent in Class 2 and least in Class 6 (Figure 6). We further looked at the distribution of these three types of genes (orthologous, paralogous and unique) based on the number of introns they posses (Figure 7) and found that...
Figure 4. Distribution of different gene types (based on homology prediction) in X-chromosome of *An. gambiae*.

Figure 5. Distribution of different taxa showing number of shared genes with *An. gambiae*.

Figure 6. Distribution of orthologous, paralogous and unique genes of *An. gambiae* X-chromosome across different classes as in Figure 1.

Figure 7. Distribution of orthologous, paralogous and unique genes of *An. gambiae* X-chromosome based on intron number.

most of the orthologous genes are biased towards more number of introns (>2) and majority of unique genes are without introns. There seem to be no biasness on the distribution of paralogous genes based on the number of introns, although a comparatively less number of paralogous genes were found to be without introns. In contrast, most of the unique genes are found to be without intron and the number decreases with increase in the number of introns. However, no significant correlation was found to exist between these two variables ($r=-0.04$, $P=0.88$).

In the process of homology prediction, we found a single gene (AGAP001043) of *An. gambiae* having orthologs in all other 33 taxa. This situation provided us an opportunity to look for evolutionary history, based on this conserved gene across all the 34 taxa. For this we constructed un-rooted neighbor joining (NJ) tree with only the coding sequences (exons) considering all 34 taxa, but due to lots of non-homologous sequences, no proper alignment among sequences could be obtained. Thus we went on deleting taxa with more number of non-homologous stretches and ended up with only 13 taxa where meaningful alignment and construction of a phylogenetic tree was possible (Figure 8). Length of each branch leading to taxa was calculated as also the strength of each internal node through estimation of bootstrapped trees (Figure 8). Although in most cases, known closely related species came together in a single clade, (e.g. *Aedes aegypti*, *An. gambiae* and *Drosophila melanogaster*), the separation of human and chimpanzee branch is somehow an interesting observation (Figure 8). The strength of
each internal node was found to be absolute in all the cases, signifying the phylogenetic tree is robust enough to be considered significant.

4. DISCUSSION

Although about two third part of the world is colonized by different species of mosquitoes and various species of the genus *Anopheles* is of great abundance, whole genome sequence information from only a single species, *An. gambiae* is so far available at the public domain. This situation possesses great constraint on researchers working on species of non-African importance. The preliminary objective of this study is to understand genomic architecture of *An. gambiae* through fine-scale dissection of the X-chromosome and utilize the information in developing nuclear DNA markers for estimating genetic diversity to infer both population demography and natural selection in species of importance in non-African malaria vectors. To start with, we have studied the X-chromosome, since it has several advantages over the autosomes. For example, X-chromosome is known to bear a rich resource of easily accessible genetic data, and provides a unique tool for population genetic studies [10]. Further, majority of population genomic studies have been undertaken on the model organism, *Drosophila* utilizing X-linked genes [11,13].

We have considered genes of known function for detail characterization and analyses as they are the store house of important identifiable characters. More than a half of the known genes in *An. gambiae* X-chromosome are of short length and about 40% of the total known genes are engaged in housekeeping functions. Housekeeping genes are known to be often compact in size, which is attributed to selection for economy in transcription and translation [14,15]. Although a direct correlation between the function and size of the genes was not found (data not shown), abundance of shorter genes in *An. gambiae* might be due to the fact that most of the genes are engaged in housekeeping functions. However, long-sized genes (of more than 5kb length) were also abundant to certain extent (20%) in this chromosome. In contrast, genes of intermediate length (2kb to 5kb) were very less in occurrence. As far our knowledge goes, no study has reported this trend in the distribution of variable gene length across a single chromosome in any organism.

Majority of genes in *An. gambiae* X-chromosome shows a clear tendency of having either no or a very few (about three) introns (Figure 2). It has been suggested...
that intronless gene families can evolve rapidly either by gene duplication or by reverse transcription/integration [16]. In *Oryza* and *Arabidopsis*, intronless genes have no homology and perform species-specific functions that are unique in respective species [17]. Thus, the findings of biasness towards either no or a few introns in majority of genes of known functions point towards the role of natural selection in reducing the size or presence of introns, thus reducing the overall transcriptional cost for effective expression. Findings of genes with very few numbers of introns in eukaryotic genome in general [18], further corroborate our contention.

The present study revealed the presence of only four genes with an appreciably high number of introns (9-11). Three of these four genes belong to nicotinic acetylcholine receptor gene families [19] which are the known targets of insecticides, neonicotinoids [20], as well as naturally derived spinisyns [21]. The presence of such high number of introns in these genes shows that they require more variability in their protein products and more number of introns make these genes more versatile in their expression by increasing the chances of alternative splicing and less 5’/3’ splice site biasness [22]. These genes are of much importance as far as growing insecticide resistance in almost all species of malaria vectors is concerned. Understanding of molecular mechanisms of resistance and molecular evolutionary studies should be targeted towards these genes for better understanding on evolution of insecticide resistance in malaria vectors.

We found strong positive correlations between gene length and intron length and intron length and intron number, which clearly suggests that size of the X-chromosome known genes in *An. gambiae*, is somehow dependent on accumulation of introns. These findings are in complete agreement with the general pattern observed in eukaryotic genome, where enlargement of genome size and decrease in genome compactness with increase in number and size of introns was supposed to be a general pattern during evolution of eukaryotes [5].

Based on evolutionary status, known genes in *An. gambiae* fall in all three categories (orthologous, paralogous and unique). Further, there is a clear distinction on the size, intron number and non-coding DNA content in different gene categories. Orthologous genes are comparatively larger in length and also contain more number of introns. These observations corroborate the fact that conserved or orthologous genes show more number of introns [23], possibly due to their slow evolution rate. Further, these types of genes tend to gain more and lose fewer introns [24]. In contrast to the characters of orthologous genes, no clear pattern was observed for the paralogous genes. This observation fits to the findings in the malaria parasite, *Plasmodium falciparum* and *P. yoelii yoelii*, where duplicate genes or paralogous genes in both the species exhibit a dramatic acceleration of intron gain/loss and protein evolution in comparison with orthologous genes, suggesting increased directional and/or relaxed selection in duplicate genes [25]. In contrast, the unique genes are mostly intron-less and might be evolving at a faster rate loosing the non-coding portions; hence homologs of these genes are no more recognizable [26].

We detected a close genetic affinity at the X-chromosome known genes among three taxa of insects: *An. gambiae*, *Ae. aegypti* and *D. melanogaster*. This is not surprising, as three of them belong to the similar order Diptera. Similar observations have been made in earlier studies [27] as also among *Drosophila* species with comparative genomic approaches [6]. Although *S. cerevisiae* was found to be farthest in homology, six genes of *S. cerevisiae* show homology to *An. gambiae* genes. The function of these genes was found to be tyrosyl-t RNA synthetase, peroxiredoxin dependent peroxidase and glutathione reductase, one was putative membrane bound O-acetyltransferase. However, these genes possess very few introns. Although it is apparent that gene size has increased through accumulation of introns in higher taxa, it is surprising that these six genes remained conserved in the long evolutionary process from yeast to insects. It is probable that, these genes might be under some functional constraint and natural selection saved their compositions across different lineage.

We considered a gene present in all the 34 taxa to infer evolutionary history through phylogenetic tree construction. The pattern in the tree was mostly found to comply with general patterns of phylogenetic relationships among organisms. The placement of *An. gambiae*, *D. melanogaster* and *Ae. aegypti* in a single clade further corroborates our observation of close genetic relatedness among these three taxa (see above). However, it was surprising to note that human and chimpanzee are placed in two separate clades. Although, human and chimpanzee are genetically close to each other [28], gross differences at several genes have also been observed [29]. Included in these genes is a gene responsible for malaria susceptibility in humans and chimpanzee [30]. These two taxa differ in their susceptibility to malaria due to human specific loss of N-glycolylneuraminic acid, which is present in primates. It might then be true that genomic difference between two species only can be traceable at selected genes and the presently studied gene is one of them. This gene codes for a protein which is involved in signal transduction process and participates in transmission of developmental information by associating with alpha or beta catenin. Whereas basic function of this gene is conserved, little functional differences exist across almost all taxa. Further in depth study revealed that however, the gene function is conserved in taxa falling in a particular clade found here, whereas few differences were observed across clades in the phylogenetic tree (Figure 8). Thus, functional con-
ervation of this gene is exactly overlaps with the position of taxa in the phylogenetic tree.

In conclusion, the present study not only provides fine-scale views to the genetic architecture of the X-chromosome of the model malaria vector of African importance, but also reveals several interesting features on evolutionary insights into genes and taxa of different taxonomic status. The information is of great importance, especially to the population geneticists, to understand genetic diversity and infer the respective roles of demography and natural selection in evolution of genes in different Anopheles species populations of local importance.
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ABSTRACT

Fiber-optic DNA biosensors are a kind of analytic setups, which convert the Watson-Crick base pairs matching duplex or Hoogsteen’s triplex (T/A-T, C/G-C) formation into a readable analytical signals when functionalized single-strands DNA (ssDNA) or double-strands DNA (dsDNA) of interest are immobilized on the surface of fiber-optic hybrids with target DNA or interacts with ligands. This review will provide the information about the fiber-optic DNA biosensors classified into two categories depending on the end fiber and side fiber with or without the labels—label-free fiber-optic DNA biosensors and labeled fiber-optic DNA biosensor in recent years. Both are dissertated, and emphasis is on the label-free fiber-optic DNA biosensors. Fiber-optic DNA biosensors had got great progresses because fiber-optic can be easily miniatured to the nanometer scale size by chemical etching [4] or tube etching [5] and mechanically pulled with CO2 laser heating setup [6], they are immune to electromagnet [7], disposability [8] and long-distance transmission [9]. Because of these properties, fiber-optic DNA biosensors have increasingly attracted more attention to research and develop the new fiber-optic DNA biosensors that integrated with the “nano-bio-info” technology so that they can be employed for in vivo or within single cell test [10], especially in the intracellular measurement for real-time or on-line medical diagnosis [11,12]. On the basis of optical techniques that correlate changes in concentration, mass, number of molecules, or other properties to direct changes in the characteristics of light for detection of DNA hybridization or damage [13], different label-free fiber-optic DNA biosensors are depicted in details. Finally, future prospects to fiber-optic DNA biosensors are brought forward.

2. ADVANTAGES AND DISADVANTAGES OF FIBER-OPTIC DNA BIOSENSORS

Nanoparticles [14,15], nanotubes [16,17], nanowires [17,18,19,20,21,22,23] and fiber-optics as the matrices of DNA biosensors to detect DNA specific sequence and DNA hybridization have been reported. Fiber optic-based DNA biosensors have many advantages over other matrices-based DNA biosensors as following:

1) Fibers have a flexible geometry and can be tractably miniaturated at low cost to nanosacle structure for in vivo measurements.

2) Fibers are immune to electromagnet, lower temperature-dependence and low loss over long distance transmission [7,8,9].
3) Proper adjustment of the refractive index of the waveguide and the surrounding media enables the performance of surface-specific spectroscopy [25].

4) Fibers can guide light of different wavelengths at the same time and in the different directions, so more than one analyte can be responded simultaneously immobilized multiple DNA probe molecules on the fiber with a monitoring central unit.

5) Fibers have high Security and no reference electrode.

6) They are highly stable with respect to calibration, especially if one can measure the ratio of the intensities at two wavelengths [26].

However, some disadvantages could confine their applicability and were present [25,26].

1) They are subjected to ambient light interference, background absorbance, Raman scatter of fibers.

2) Limited stability of biological component immobilized onto a fiber surface and limited availability of optimized commercial accessories for use with fiber-optic.

3) Immobilized chemistries are subjected to problems with inadequate path length, path length instability due to matrix swelling, reagent photolability and reagent leaching.

4) They have a limited dynamic range in comparison to electronic sensors.

5) Existing techniques are difficult to directly characterize the functionalized surface of fiber because of small size.

3. LABELD FIBER-OPTIC DNA BIOSENSORS

Fluorescence labels were often used for biological research protocols. Fluorescence measurement is readily upscaled for multiplexing and can selectively associate with dsDNA. Advances in the fluorescence-labeled fiber-optic DNA biosensors-classified into two formats depending on the interaction between fluorescent agents and probe DNA sequence were introduced to detect DNA hybridization, concentration, damage and single base mismatch.

3.1. Fluorescent Reagents Intercalation into dsDNA for Detection of Hybridization

Intercalators, such as ethidium bromide (EB), acridine orange (AO) and thiazole orange (TO), were selectively tethered into DNA hybrids by noncovalent bond in these DNA biosensors. Once these intercalators intercalated with dsDNA, it will yield an increase in the intensity of fluorescence by excitation (Figure 1).

Niu et al. [27] had designed a fluorescence fiber-optic DNA biosensor using p-Hydroxyphenylimidazo[1,10] 1,10-phenanthroline Ferrum(III) ([Fe(phen)2·PHPIP])3+ as indicator to detect DNA hybridization. In this experiment, 16*SB (biotin-5′-CAC AAT TCC ACA CAA C-3′) as capture probe was immobilized on the fiber-optic, and hybridized with the different concentrations complementary strand 16*SC (5′-GTT GTG TGG AAT TGT G-3′ S1). After hybridization, fiber-optic obtained was washed with doubly distilled water to remove oligonucleotide bound nonspecifically. In order to detect non-specific binding, a noncomplementary, 20-mer oligonucleotide 20*SN (5′-CTG CAA CAC CTG ACA AAC CT-3′ S2) was used. Then the DNA-modified optical fiber was immersed in [Fe(phen)2·PHPIP]3+ aqueous solution, and subsequently subjected to fluorescence spectroscopy studies. The result showed that there was no response at S1/fiber-optic and S1–S2/fiber-optic to testify the selective hybridization and not absorption of the target ssDNA on the fiber-optic (Figure 2 curve a and b). While the enhancement of fluorescence indicated that [Fe(phen)2·PHPIP]3+ molecules were reconcentrated on the S1–S2/fiber-optic surface for the binding interaction (Figure 2 curve c-g).

Figure 1. Scheme of intercalators as fluorescent labels tethered into dsDNA immobilization on the exposed core of fiber-optic for detection of DNA hybridization.

Figure 2. Fluorescent intensity of Fe (phen)2·PHPIP·3ClO4·2H2O on (a) S1/ fiber-optic; (b) S1–S3/ fiber-optic; and (c–g) S1–S2/ fiber-optic. C PBS (pH 6.0): 0.20 M, C [Fe (phen)2·PHPIP] 3+: 8.0×10−6 M, (c) Cs2: 1.98×10−6 M; (d) Cs 2: 2.96×10−6 M; (e) Cs 2: 3.92×10−6 M; (f) Cs 2: 4.89×10−6 M; (g) Cs 2: 58.25×10−6 M [27].
Piunno et al. [28] had established a fluorescence fiber-optic DNA sensor system to detect the DNA hybridization using EB as an intercalation. In order to test the reproducibility of the sensor, another same DNA sample was determined by same experimental condition, and the fluorescence intensity was again measured. The results indicated that an increase in fluorescence intensity was observed which was similar in magnitude to that observed from the first dsDNA analysis. It demonstrated that the detection system was shown to be reproducible.

In addition, many experiments [29,30,31,32] had been performed by Svanvik research group using intercalators for the detection of DNA hybrid. Piunno et al. [33] had investigated a fiber-optic biosensor for detection of DNA hybridization using fluorescent DNA stain ethidium bromide. These biosensors didn’t require traditional labeling step prior to analysis of a sample [34], but they are influenced to ambient temperature and solution ionic strength.

Some important parameters, the length of tether, density of the probe molecules and ionic strength had been discussed to characterize the thermodynamic and kinetic performance of these biosensors in their papers. Rogers et al. [13] had established a method for detection of DNA damage exposed to ionizing radiation with fluorescently labeled complementary DNA sequence in the solution.

![Figure 3](image)

3.2. Fluorescent Agents Covalently Bind to ssDNA for Detection of DNA Hybridization

The detection of DNA hybrid was performed using fluorescent agents immobilized on the ssDNA through the format of covalent bond. The fluorescent enhancement or quenching was occurred when the complementary DNA was associated with the probe sequence (Figure 3).

Wang and Krull [35,36,37] had investigated thiazole orange dyes were covalently linked to the 5'-end of the oligonucleotides, providing for a self-contained labeling strategy for detection of hybrids. The biosensors provided changes in steady-state fluorescence intensity signals upon hybridization that reached saturation in seconds to minutes, and were able to provide a quantitative determination of hybridization at nanomolar detection limits.

Some important parameters, the length of tether, density of the probe molecules and ionic strength had been discussed to characterize the thermodynamic and kinetic performance of these biosensors in their papers. Rogers et al. [13] had established a method for detection of DNA damage exposed to ionizing radiation with fluorescently labeled complementary DNA sequence in the solution. These biosensors can be employed repeatedly and not require fluorescent agents in subsequent experiments. These fluorescence-label fiber-optic DNA biosensors had been extensively researched to detect the DNA hybridization or determine the DNA quantities, yet it was not to avoid the side effect on photoleaching that is intrinsic flaw. So some researchers had begun to study the label-free fiber-optic DNA biosensors.

4. LABEL-FREE FIBER-OPTIC DNA BIOSENSORS

Comparing with the large variety of labeled methods, few label-free methods, such as optical [38,39] acoustic [40,41] and electrochemical analytical methods [42,43,44,45,46,47] could be applied to detect DNA hybridization. Label-free detection could remove experimental uncertainty induced by the effect of the label on molecular conformation, blocking of active binding epitopes, steric hindrance, inaccessibility of the labeling site, or the inability to find an appropriate label that functions equivalently for all molecules in an experiment, and greatly simplify the time and effort required for assay development, while removing experimental artifacts from quenching, shelf life and background fluorescence [48]. Optical DNA biosensors are easy to develop and commercialize for the detection of DNA hybridization, and therefore will play an important role in label-free detection of DNA hybridization or single base mismatch. Here several fiber-optic DNA biosensors based surface plasmon resonance (SPR) [2,49,50,51], ellipsometry, evanescent wave are depicted below.

4.1. Surface Plasmon Resonance (SPR) Fiber-Optic DNA Biosensors

SPR is an optical reflectance procedure which is sensitive to changes in the optical properties of the medium close to a metal surface [52] and was employed for gene mutation [53], DNA hybridization [54,55] and virus [56]. In SPR fiber-optic DNA biosensors, ssDNA was immobilized onto the surface of ultrathin metal (Au or Ag) film of a lower refractive index deposited on the side of fiber-optic. When light penetrates through fiber-optic and on the metal surface satisfying the condition of surface plasmon resonance, the refractive index will be altered between metal film and solution interface to result in the change of resonant angle after DNA hybridization. The angle at which minimum reflection occurs is monitored and converted to the refractive index units for DNA quantification depending on notably refractive index, wavelength of incident light and properties of metal film [57].

Lin et al. [58] had investigated a multimode fiber sensor based on surface plasmon resonance with a halogen light source for detection of DNA hybridization. The side of fiber was polished and coated with 37nm gold
thin film to immobilize the probe DNA that hybrid with complementary DNA. The characteristics of SPR DNA biosensor, including the stability, repeatability and resolution calibration were examined as well. The resolution was 3×10−6 refractive index units and the SPR dip shift in wavelength which was hybridized at 0.1 μM of the target DNA to the probe DNA, was 8.66 nm.

4.2. Ellipsometry-Based Fiber-Optic DNA Biosensors

Ellipsometry is a versatile, sensitive and powerful optical technique for determining the properties of a material from the characteristics of light reflected from its sensing surface, which is non-destructive and contactless. Once the sample’s properties, for example thickness, complex refractive index of thin films at interfaces were changed, the ellipsometry parameter was determined to calculate the surface concentration, and solution concentration. Wang [59] had elucidated the principle of waveguide ellipsometry sensors including light propagation in waveguide and ellipsometry parameter analysis, its arrangement and instrumentation, and preliminary experimental results are given as well. Ellipsometry-based sensors had been proposed for biosensor applications for monitoring protein-protein interactions [60,61].

Advantages of ellipsometry are present as follow:
1) The measurement is independent of light intensity and the waveguide coupler quality [60].
2) Optic fibers are feasible to fabricate the waveguide ellipsometry sensors because of their properties of low-cost, low loss, high performance, multicapability and security for application commercially.
3) Ellipsometry is less affected by intensity instabilities of the light source or atmospheric absorption.
4) High sensitivity and accuracy because of simultaneous determination of two parameters-relative phases and amplitudes.

Emma Hitt [62] thought imaging ellipsometry is suited for the detection of DNA hybridization to measure the change in the state of polarization of the light reflected, according to the EP3 ellipsometer. However, few information were occurred to directly study the DNA hybridization on the surface of fiber-optic by ellipsometry which was used to characterize the thickness of thin film or DNA interaction with surfactant [63,64,65].

4.3. Evanscent Wave-Based Fiber-Optic DNA Biosensors

Light transmits through fiber with different refractive index (n2<n1) at an angle beyond the critical angle for Total Internal Reflection (TIR), it will produce a limited attenuated electric filed transversely transporting though the side of fiber to form an evanescent waves (EW) that the intensity of evanescent waves decreases exponentially with short distance from the interface (see formula).

\[ \frac{\lambda}{d_p} = 2\pi n_1 \sqrt{\sin^2 \beta - \left( \frac{n_2}{n_1} \right)^2} \]

λ-Incoming wavelength, \(d_p\)-Thickness of sensitivity, β-Critical angle of total internal reflection, n1-Refractive index of core, n2-Refractive index of coating.

The evanescent energy has an effect on DNA molecules in its sensitive distance. When the EW transmits through the sensitive element attached to the side of fiber-optic, the frequency, phase or intensity of light in fiber-optic will be altered with the quantity or the configuration of DNA molecules (Figure 4).

David Hradetzky et al. [66] had presented an evanescent wave sensing system based on the interferometric approach using Young’s double slit configuration for detecting biomolecular interactions without labels. With refractometric measurements, a mean resolution of the effective refractive index was 0.9×10−6 and a reproducibility was below 0.1×10−6. The hybridization of 21-mer DNA was detected using this highly sensitive biosensor. Rindorf et al. [67] have first presented incorporation of a microstructured optical fiber (MOF) into biochip. The MOF is functionalized towards the capture of a specific ssDNA by immobilizing a sensing layer on the internal surfaces of the fiber. Optical detection of the captured DNA was carried out using the evanescent-wave-sensing principle.

5. TRENDS

Fiber-optic-based DNA biosensors have been studied in all country providing much information about biological properties of DNA molecular recognition for medical diagnosis. The sensitivity, stability and response time are not optimal to the application and commercialization. It is necessary to develop the high-performance or new fiber-optic DNA biosensors. An efficient method will be applied to improve the sensitivity, stability and selectivity of fiber-optic DNA biosensors coupled with single-photon counter or optical computer. Combining with the nanoelectromechanical systems and nanotechnology, the portable, miniature and intelligent fiber-optic DNA nanobiosensors are exploited for in vivo measurement or in single cell monitoring to realize the single molecule...
detection. The kinetic studies demonstrated this surface modification to be superior to other methods of immobilization [68], so surface modification will be improved with advanced surface chemistry technique and new assembly technique to increase the stability, homogeneity, lifetime and frequency of fiber-optic DNA biosensors.
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ABSTRACT

A novel Dendritic Compound (2) of triphenylene-2,6,10-trione ketal-tri-{2,2-di-[(N-methyl-N-(4-pyridinyl) amino)methyl]-1,3-propanediol} was conveniently synthesized by aromatization of cyclohexanedione mono-ketal, ketal-exchange reaction with 2,2-dibromomethyl-1,3-propanediol and nucleophilic substitution with N-methylaminopyridine as nucleophilic reagent. The Morita-Baylis-Hillman reaction of various aryl aldehydes with methyl vinyl ketone and acrylonitrile in (DMF/cyclohexane, 1/1, v/v) has been investigated by using Dendritic Compound (2) as catalyst. The corresponding Morita-Baylis-Hillman adducts was obtained in good yields by using the recycled and reactivated dendritic catalyst.

Keywords: Morita-Baylis-Hillman Reaction; Methyl Vinyl Ketone; Aryl Aldehydes; Dendritic Compound; DMAP

1. INTRODUCTION

The Morita-Baylis-Hillman reaction possesses cheap and easy availability of starting materials, easing performance, atom economy, forming chemo-specific functional groups in the product, providing an avenue for introducing asymmetry, and fitting for simulation on the solid phase as a prelude for combinatorial synthesis represent some of the reasons, which have led to an exponential increase in the synthetic utility of this reaction [1,2,3,4,5, 6,7,8,9,10]. The Morita-Baylis-Hillman reaction can be promoted by using organic bases. However, almost all the Morita-Baylis-Hillman reactions reported so far use small molecular homogeneous catalyst, and it impedes the reusing of the catalyst. In addition, this reaction could be accomplished in a perfect atom-economic way if a recyclable Lewis base was employed as the promoter. Recently, Corma et al. [11] developed a heterogeneous catalyst system by using an insoluble Merrifield type resin-supported 4-(N-benzyl-N-methyl amino)pyridine as reusable catalyst for the Morita-Baylis-Hillman coupling of aromatic aldehydes and unsaturated ketones. Shi [12] reported the use of soluble polymer-supported Lewis bases, such as PEG4600-(PPh2)2 and linear poly (DMAP) in the Morita-Baylis-Hillman reactions of N-tosylimines with unsaturated ketones.

Yang [13] employed the dendritic Lewis base as the catalyst together with a binary solvent system (DMF-cyclohexane, 1:1, v/v), which could become homogeneous when heated up to 60°C and then could be readily separated by cooling the system to room temperature. Several other examples of immobilized praline are reported in literature: poly-(ethylene glycol)-supported praline [14], proline immobilized on polyethyleneglycol grafted on cross-linked polystyrene [15], proline immobilized on mesoporous silica [16], polystyrene-supported praline [17] or polymer-supported proline-decorated dendrons [18,19].

Dendritic compound of triphenylene-2,6,10-trione ketal-tri-{2,2-di-[(N-methyl-N-(4-pyridinyl) amino)methyl]-1,3-propanediol} provided the following key advantages: a) reaction system provides complete miscibility under the reaction temperature; b) the structure of dendrier catalyst is well-defined; c) the dosage of catalyst is less than other catalysts.

2. RESULTS AND DISCUSSION

We chose a dendritic compound of triphenylene-2,6,10-trione ketal-tri-{2,2-di-[(N-methyl-N-(4-pyridinyl) amino)methyl]-1,3-propanediol} 2 as catalyst for Morita-Baylis-Hillman reaction, which was conveniently prepared according to following synthesis procedure (Scheme 1).
The Compound (1) was prepared by one-pot method. Through the exchange reaction after the aromatization, the five-membered ketal transformed to the more stable six-membered ketal. It omitted the hydrolysis of the ketal and separation steps. The reaction was in the Lewis acid, so the dehydration was reduced.

Because Compound (1) contains six bromine atoms, the amount of the alkaline must be controlled seriously in case of more side-reaction such as HBr elimination. The content of 30%NaH should be tested before use. Even so, they were forming some cross linked macromolecules. These were obviously increased in the NaOH/H2O system.

The advantages of grafted DMAP to dendritic compound are as follows: for the macromolecular compound can be dissolved in most of the organic solvent instead of water, so it can be isolated by adding water after reaction and be used after activation by alkaline; for it has large cavities and dissolves in organic phase, it is helpful for contacting the reactant and catalyst and thus the reaction rate is higher than that of the polymer carried DMAP. So it combines the advantages of both forms of DMAP.

In order to determine the activity of this dendritic catalyst, we chose the coupling of 4-nitrobenzaldehyde with methyl vinyl ketone (MVK) as the model reaction, which is a paradigmatic example of the Morita-Baylis-Hillman reaction. In all cases only the normal Morita-Baylis-Hillman product was found [20,21,22]. The results were summarized in Table 1. As seen from the table, the highest yield was achieved when the molar ratio of aldehyde:MVK: dendritic-DMAP being 1:3:0.2, making it in the condition that the reacting time reach 48 h (Table 1, Entry 5).

The dendritic catalyst could be easily recovered by cooling the reaction mixtures to room temperature and adding water at the end of the reaction. In order to regain the catalyst activity, the deactivated catalyst was treated with 2M NaOH at 45°C for 2 h and subsequent was applied to the reaction under the same conditions, giving good yields. (see Table 1: Entries (9-13))

To demonstrate the applicability of dendritc DMAP as a homogeneous catalyst for the Morita-Baylise-Hillman reaction, various aldehydes were tested as reactants reacting with MVK or acrylonitrile and the results are shown in Table 2. It was found that the aryl aldehydes had strongly electron-withdrawing groups on the benzene rings such as dinitrobenzaldehyde and nitribenzaldehydes reacting with MVK and acrylonitrile gave the corresponding Morita-Baylis-Hillman adducts with high yields (1a,2a, 4a,7a,10a, 1b,2b, 4b,7b,10b). On the contrary, other aryl aldehydes, in particular with electron-donating substituents, provided low yields.

3. CONCLUSIONS

In summary, we have described a new catalytic system by using dendritic derivative of 4-(N,N-dimethylamino) pyridine as catalyst for the Morita-Baylis-Hillman reactions of aryl aldehydes with MVK and acrylonitrile. The recyclability and applicability of this catalytic system has been well demonstrated.
Table 1. Morita-Baylis-Hillman Reactions of 4-nitrobenzaldehyde (1.0 equiv.) with MVK in the presence of Cat 1.
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<table>
<thead>
<tr>
<th>Entry</th>
<th>Aldehyde: MVK: Cat 1 (mol)</th>
<th>Time (d)</th>
<th>Ylide (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1:1:0.2</td>
<td>0.5</td>
<td>30.5</td>
</tr>
<tr>
<td>2</td>
<td>1:2:0.2</td>
<td>0.5</td>
<td>45.3</td>
</tr>
<tr>
<td>3</td>
<td>1:3:0.2</td>
<td>0.5</td>
<td>49.7</td>
</tr>
<tr>
<td>4</td>
<td>1:4:0.2</td>
<td>0.5</td>
<td>50.1</td>
</tr>
<tr>
<td>5</td>
<td>1:3:0.2</td>
<td>1</td>
<td>88.6</td>
</tr>
<tr>
<td>6</td>
<td>1:3:0.2</td>
<td>2</td>
<td>90.5</td>
</tr>
<tr>
<td>7</td>
<td>1:3:0.2</td>
<td>3</td>
<td>90.0</td>
</tr>
<tr>
<td>8</td>
<td>1:3:0.2</td>
<td>4</td>
<td>89.4</td>
</tr>
<tr>
<td>9</td>
<td>1:3:0.2</td>
<td>2</td>
<td>90.5</td>
</tr>
<tr>
<td>10</td>
<td>1:3:0.2</td>
<td>2</td>
<td>90.5</td>
</tr>
<tr>
<td>11</td>
<td>1:3:0.2</td>
<td>2</td>
<td>90.5</td>
</tr>
<tr>
<td>12</td>
<td>1:3:0.2</td>
<td>2</td>
<td>90.5</td>
</tr>
<tr>
<td>13</td>
<td>1:3:0.2</td>
<td>2</td>
<td>90.5</td>
</tr>
</tbody>
</table>

Cat 1 is the Compound (2)

Table 2. The Baylis-Hillman reactions of aryl aldehydes with active alkene in the presence of Cat 1.
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<table>
<thead>
<tr>
<th>Entry</th>
<th>Ar</th>
<th>EWG</th>
<th>Time (d)</th>
<th>Yield (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4-NO₂-C₆H₄CHO</td>
<td>2</td>
<td>1a</td>
<td>92.2</td>
</tr>
<tr>
<td>2</td>
<td>2-NO₂-C₆H₄CHO</td>
<td>2</td>
<td>2a</td>
<td>92.2</td>
</tr>
<tr>
<td>3</td>
<td>3-NO₂-C₆H₄CHO</td>
<td>2</td>
<td>3a</td>
<td>82.2</td>
</tr>
<tr>
<td>4</td>
<td>4-CN-C₆H₄CHO</td>
<td>2</td>
<td>4a</td>
<td>90.2</td>
</tr>
<tr>
<td>5</td>
<td>4-Cl-C₆H₄CHO</td>
<td>2</td>
<td>5a</td>
<td>82.2</td>
</tr>
<tr>
<td>6</td>
<td>4-Br-C₆H₄CHO</td>
<td>2</td>
<td>6a</td>
<td>72.2</td>
</tr>
<tr>
<td>7</td>
<td>4-NO₂-C₅H₄NCHO</td>
<td>2</td>
<td>7a</td>
<td>90.2</td>
</tr>
<tr>
<td>8</td>
<td>4-CH₃O-C₆H₄CHO</td>
<td>2</td>
<td>8a</td>
<td>32.2</td>
</tr>
<tr>
<td>9</td>
<td>3-CH₃O-C₆H₄CHO</td>
<td>2</td>
<td>9a</td>
<td>52.2</td>
</tr>
<tr>
<td>10</td>
<td>3,4-dinitro-C₆H₄CHO</td>
<td>COCH₃</td>
<td>2</td>
<td>98.5</td>
</tr>
<tr>
<td>11</td>
<td>3,4-dinitro-C₆H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>97.9</td>
</tr>
<tr>
<td>12</td>
<td>4-NO₂-C₅H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>95.2</td>
</tr>
<tr>
<td>13</td>
<td>2-NO₂-C₅H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>94.7</td>
</tr>
<tr>
<td>14</td>
<td>3-NO₂-C₅H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>87.9</td>
</tr>
<tr>
<td>15</td>
<td>4-CN-C₅H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>89.2</td>
</tr>
<tr>
<td>16</td>
<td>4-Cl-C₅H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>84.2</td>
</tr>
<tr>
<td>17</td>
<td>4-Br-C₅H₄CHO</td>
<td>CN</td>
<td>2</td>
<td>79.5</td>
</tr>
<tr>
<td>18</td>
<td>4-NO₂-C₅H₄NCHO</td>
<td>2</td>
<td>7b</td>
<td>95.3</td>
</tr>
<tr>
<td>19</td>
<td>4-CH₃O-C₅H₄CHO</td>
<td>2</td>
<td>8b</td>
<td>40.3</td>
</tr>
<tr>
<td>20</td>
<td>3-CH₃O-C₅H₄CHO</td>
<td>2</td>
<td>9b</td>
<td>56.2</td>
</tr>
<tr>
<td>21</td>
<td>C₆H₅CHO</td>
<td>COCH₃</td>
<td>2</td>
<td>52.6</td>
</tr>
<tr>
<td>22</td>
<td>C₆H₅CHO</td>
<td>CN</td>
<td>2</td>
<td>47.2</td>
</tr>
</tbody>
</table>

Cat 1 is the Compound (2)
4. EXPERIMENTAL

4.1. General Remarks

Aryl aldehydes and acrylonitrile were stored under a nitrogen atmosphere before using. Other commercially supplied reagents were used as supplied without further purification. Organic solvents were dried by standard methods when necessary.

1H NMR spectra were recorded on an INOVA400 spectrometer for solution in CDCl3 with TMS as internal standard. Varian MAT 44S MS; Cavlo Eba 1106 elemental analysis instrument; WRR melting point apparatus (Shanghai Precision Instrument Co. Ltd.).

4.2. Synthesis of Dendrimer Compound (2)

ZrCl4/SiCl4 (0.5g, 1:1 in weight) was added to dissolving 1,4-cyclohexane-dione mono-ketal ethylene diol (1.56g, 10 mmol) in anhydrous THF (100 mL). It was refluxed for 10~15 h until the 1,4-cyclohexane-dione mono-ketal ethylene diol almost disappeared. After cooling, 2,2-dibromomethyl-1,3-propanediol (3.93g, 15 mmol) was added and refluxed for 9~12 h. Then cooling to room temperature, Ethanol was added to dissolving the raw product was 1/3 by evaporation. The product was purified by isopropyl alcohol. Compound (2) (2.95g) was obtained. Yield: 88.2%. M.p.: 247~248 °C.

4.3. General Procedure for the Morita-Baylis-Hillman Reaction of Aryl Aldehydes with MVK and Acrylonitrile

To a 50ml bottom flask charged with aryl aldehydes (5.0 mmol) and dendritic DMAP (0.2 mmol) in 20ml DMF was added methyl vinyl ketone (MVK) (15.0 mmol) or acrylonitrile (15.0 mmol) under nitrogen atmosphere and the reacted mixture was stirred 48 h at 60°C. The reaction was cooled to 25°C and then adding 20ml water to the reacted mixture. The product was recovered by filtration. The product was further purified by recrystallization with ethanol.

4.4. Characterization of the Morita-Baylis-Hillman Reaction Adducts

Compounds 1a, 2a, 4a, 5a, 6a, 8a, 11a, and 1b, 2b, 4b, 5b, 6b, 8b, 11b have been successfully characterized in the literature [23].
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ABSTRACT

In this investigation, an approach using Coactive Neuro-Fuzzy Inference System (CANFIS) as diagnosis system for breast cancer has been proposed on Wisconsin Breast Cancer Data (WBCD). It is occasionally difficult to attain the ultimate diagnosis even for medical experts due to the complexity and non-linearity of the relationships between the large measured factors, which can be possibly resolved with a human like decision-making process using Artificial Intelligence (AI) algorithms. CANFIS is an AI algorithm which has the advantages of both fuzzy inference system and neural networks and can deal with ambiguous data and learn from the past data by itself. The Multi Layer Perceptron Neural Network (MLPNN), Probabilistic Neural Network (PNN) Principal Component Analysis (PCA), Support Vector Machine (SVM) and Self Organizing Map (SOM) were also tested and benchmarked for their performance on the classification of the WBCD.

Keywords: Neural Network; Coactive Neuro-Fuzzy Inference Systems; Probabilistic Neural Network; Principal Component Analysis; Stern Series; Wisconsin Breast Cancer Data

1. INTRODUCTION

Breast cancer is the most common tumor-related disease among women throughout the world, and the mortality rate caused by breast cancer is dramatically increasing. The etiologies of breast cancer remain unclear and no single dominant cause has emerged [1]. Preventive way is still a mystery and the only way to help patients to survive is by early detection. If the cancerous cells are detected before spreading to other organs, the survival rate for patient is more than 97% [25] which is the motivation factor to develop this automated diagnostic tool. Again, a major class of problems in medical science involves the diagnosis of disease, based upon several tests performed upon the patient and this has given rise, over the past few decades, to computerized diagnostic tools, intended to aid the physician in making sense out of the confusing data [2].

There have been substantial previous research works with WBCD database to achieve an automatic ultimate diagnostic system. Genetic Algorithm (GA) [2,13], Fuzzy Inference Systems(FIS) [3,4], Neural Networks (NN) [5,12], Adaptive Boosting (AdaBoost) [6,10,11] and Neuro-Fuzzy Hybrid Models [4,8] have been applied to this problem. The performances of each inference system were evaluated by calculating the degree of correctness in predicted results against diagnosed results represented as PPV (Positive Predicted Value). Each system shows the PPV within the range from less than 60% (AdaBoost) up to over 95% (Neuro-Fuzzy Hybrid Models). Among those algorithms, Neuro-Fuzzy Hybrid models provide relatively remarkable performances in diagnosis. Those models are the combination of Neural Networks and Fuzzy Inference Systems encouraging the advantages and resolving the drawbacks of both NNs and FIS models.

For our experiments, after preprocessing and cleaning of clinical data from mammogram, a modified method of using CANFIS [8,9] was applied to attain the ultimate diagnosis as being either benign or malignant. In order to find the neural network model with the highest accuracy for classification of the WBCD, we implemented five types of classifiers: Multi Layer Perceptron Neural Network (MLPNN), Probabilistic Neural Network (PNN), Principal Component Analysis (PCA), Support Vector Machine (SVM) and Self Organizing Map (SOM). To achieve fast training, the weights of these classifiers were initialized with Stern series. In applying CANFIS and other artificial intelligent algorithm, the required system size is changed in proportion to the size.
of the inference system such as the number of inputs, the number of internal nodes and the number of learning iteration. Among those critical factors of the inference system, the number of internal nodes and learning iteration are changeable only in the process of designing the system. Therefore, methods for reducing the number of input factors within range of not losing the accuracy of diagnosis were considered. For this purpose, we used two methods, which are decision tree [14] and the correlation coefficient between the individual inputs and the test diagnosis results. The overall process flow chart is presented in Figure 1.

The rest of this paper is organized as follows: In Section 2, we briefly describe the WBCD data, data cleaning and feature extraction, dominant input selection methods, a review of the classifiers that are considered and initializing the weight of neural networks with Stern series are presented. In Section 3, we present the diagnostic system using CANFIS. In Section 4, experimental results of the classifiers trained on composite features of the WBCD data is compared in terms of positive predicted value and discussion of the presented results is provided in the light of existing studies in the literature. In Section 5, we highlight the results of the paper and finally, in Section 6, we conclude the paper.

2. METHODS

2.1. Wisconsin Breast Cancer Database

The Wisconsin Breast Cancer Diagnosis (WBCD) database is the result of efforts provided by the University of Wisconsin Hospital based on microscopic examination of breast masses with fine needle aspirate tests. Fine needle aspiration of breast masses is a common non-invasive diagnostic test that obtains information needed to evaluate malignancy [3,15].

Masses often characterize as early breast cancer before it is palpable by a woman or a physician [1]. It has its own characteristics and may be used as a clue to classify them. Masses can be circumscribed, speculated (satellite), lobulated or ill-defined (irregular) and radiologist will need to take a good look at its texture information, statistical descriptions as well as the background tissue from mammography images. Therefore, in order to classify a mass, the characteristics or attributes recorded were used as an input features. There are nine criteria recorded for masses in this dataset represented as a 1-10 integer value. (Table 1).

The database (Table 2) itself contains 699 cases, with 65.5% classified as benign and 34.5% as malignant. The diagnostics do not provide any information about the degree of benignity or malignancy. In considering the relationship between the measured values and the diagnostics, there are almost no relationships which stand out. Therefore, there is no convenient and effective method to attain the ultimate diagnostics with this original data even for the specialists.

In addition to that, there may be the possibility that one or more of the measured pieces do not affect the diagnosis result. These are the reasons that artificial intelligent system can be used as an expert to assist the specialist in diagnosing the disease correctly.

2.2. Data Cleaning and Feature Extraction

Preliminary examination on dataset chosen is compulsory before cleaning process takes place. By knowing the relationship between attributes, and how strongly they depend on each other, data quality and evaluation can be found easily. The discovery of data relationship

![Figure 1. Overall processes flowchart.](image)
might lead to data cleaning rules, and therefore it can suggest improvements to its constraints. These are carried out by analyzing patterns between the attributes, using statistical tools like bivariate or multivariate analysis.

Therefore, two different cleaning processes have been carried out on the dataset. Dataset named Set A will only eliminate records with missing value and outliers, with the hypothesis that medical data are best not to be tampered or changed. While data in Set B will undergo normal statistical cleaning process where all attributes must be distributed normally. Therefore, data in Set B has been changed many times to fulfill the normal distribution functions.

Using Neural Connection 2.0, 180 simulations was carried out for both dataset to test which data set is the best. As shown in Figure 2, set A gives 100% as the highest accuracy percentage (AP) and the smallest root mean squared (RMS) error is only 0.02751. As compared to set B, the highest AP is only 83.36% with smallest RMS error is 0.21002. It is proven that our hypothesis is true and therefore, set A will be used as an input database.

After data cleaning, the data in the WBCD database was divided into two sets: training and testing datasets. There are 444 benign and 238 malignant cases in the database. The training dataset constitutes 50% of WBCD database taken in order and the remaining is testing dataset. The training dataset was also used to figure out the most effective and dominant inputs of the inference system and the result with dominant inputs using decision tree and correlation coefficient computation was tested for correctness verification of the output.

### 2.3. Dominant Input Selection Methods

#### 2.3.1. Decision Tree

The input recommender used in our experiment was a decision tree learning algorithm using SAS9™ package. The decision tree construction algorithms generate decision trees from a set D of cases. These algorithms partition the data set D into subsets D1, D2, …….DM by a set of tests X with mutually outcomes X1, X2, ……… XM, where Dv contains those cases that have outcome Xi. A decision tree (DT) is known as a good classifier of huge data. It classifies input data by partitioning example spaces with entropy calculation. DT is especially useful when dataset is represented by attribute-value pairs and the target function has discrete output value. In our experiment, a binary decision tree was constructed to select dominant inputs. In each node of the tree, the most useful attribute for classifying whole data is selected by calculating the information gain (measure for deciding the relevance of an attribute) G (D, X) of an attribute X,

---

**Figure 2.** Simulations results of data Set A and Set B.
relative to a collection of examples $X$, with following formula.

$$Gain(D, X) = Entropy(D) - \sum_{v \in Values(X)} \frac{|D_v|}{|D|} \cdot Entropy(D_v)$$

and

$$Entropy(D) = \sum_{i} - p_i \log p_i$$

where $p_i$ denotes the proportion of classes in $D$ that belong to the $i^{th}$ class, $Values(X)$ is the set of all possible values for attribute $X$, $D_v$ is a subset of $D$ for which attribute $X$ has a value $v$ and, $|D_v|$ represents cardinality of $D_v$ dataset. (i.e., $D_v = \{ d \in D \mid X(d) = v \}$). The first term in the equation for $Gain$ is just the entropy of the original collection $D$ and the second term is the expected value of the entropy after $D$ is partitioned using attribute $X$. The expected entropy described by this second term is simply the sum of the entropies of each subset $D_v$, weighted by the fraction of examples $|D_v|/|D|$ that belong to $D_v$. $Gain(D, X)$ is therefore the expected reduction in entropy caused by knowing the value of attribute $X$. Alternatively, $Gain(D, X)$ is the information provided about the target attribute value, given the value of some other attribute $X$.

The DT is constructed in a way to reduce the entropy with the attribute which has the highest gain value at each node. Through this way, the final DT model has the most useful measured data on the top node, next useful one on the right node of the top node and so on. The input selection process derived by DT is presented in Figure 3.

**2.3.2. Correlation Coefficient Computation**

An efficient method for dominant input selecting process is calculating correlation coefficients between each measured input data and the diagnosis results. The Correlation Coefficient is a numerical measure of the degree of the linear relationship between two variables. The value of the correlation coefficient always falls between $-1$ and $1$. A positive correlation coefficient indicates a direct relationship, and a negative correlation coefficient indicates an inverse relationship between two variables. In the calculation, first it is possible to assume that all the correlation coefficients by calculating with data in WBCD should be positive. Then we selected four measured input data from the one which has the highest correlation coefficient for diagnosis system. The correlation coefficient indicates the degree of linear relationship between two variables. The correlation coefficient always lies between $-1$ and $+1$. $-1$ indicates perfect linear negative relationship between two variables, $+1$ indicates perfect positive linear relationship and $0$ indicates lack of any linear relationship. The correlation coefficient ($\rho_{ij}$) can be calculated by the following formula.

$$\rho_{ij} = \frac{C_{ij}}{\sqrt{C_{ii}C_{jj}}} = \frac{\text{cov}(X_i, X_j)}{\sigma(X_i) \sigma(X_j)}$$

where $C_{ij}$ is the covariance of $X_i$ and $X_j$, $\sum X$ is the mean and $\sigma(X_i)$ is the standard deviation of $X_i$ and $\sigma(X_j)$ is the standard deviation of $X_j$.

Each result by the correlation coefficient calculation between each measured input and the correct output indicates the degree of linear relationship between them. In this procedure, the selected input features are possibly said to have more linear relationships so that they affects the results. Therefore, the inputs highly correlated with the output were selected as dominant inputs in our experiment. The result of dominant input selection by the correlation coefficient calculation is given in Figure 4.
2.4. Brief Review of Different Classifiers

1) Multilayer Perceptron Neural Network

The MLPNNs are the most commonly used neural-network architectures since they have features such as the ability to learn and generalize smaller training-set requirements, fast operation, and ease of implementation. One major property of these networks is their ability to find nonlinear surfaces separating the underlying patterns, which is generally considered as an improvement on conventional methods. The MLPNN is a nonparametric technique for performing a wide variety of detection and estimation tasks [12,17,18,19]. Figure 5 shows the architecture of MLPNN. There is one neuron in the input layer for each predictor variable. In the case of categorical variables, $N-1$ neurons are used to represent the $N$ categories of the variable.

Input Layer—A vector of predictor variable values ($x_1, x_2, \ldots, x_p$) is presented to the input layer. The input layer (or processing before the input layer) standardizes these values so that the range of each variable is -1 to 1. The input layer distributes the values to each of the neurons in the hidden layer. In addition to the predictor variables, there is a constant input of 1.0, called the bias that is fed to each of the hidden layers; the bias is multiplied by a weight and added to the sum going into the neuron.

Hidden Layer—Arriving at a neuron in the hidden layer, the value from each input neuron is multiplied by a weight ($w_{ij}$), and the resulting weighted values are added together producing a combined value $v_j$. The weighted sum ($v_j$) is fed into a transfer function, $\sigma$, which outputs a value $y_j$. The $y$ values are the outputs of the network.

The algorithm for the MLPNN is given below. It requires the units to have thresholding non-linear functions that are continuously differentiable, i.e., smooth everywhere. A sigmoid function $f(\text{net})=1/(1+e^{-\text{net}})$, is used, since it has a simple derivative. All training and testing data were normalized.

- Initialize weights and thresholds:
  - Set all weights and thresholds to small random variable.
- Present input and desired output:
  - Present input: $X_P = x_1, x_2, \ldots, x_p$
  - Target output: $Y_P = y_1, y_2, \ldots, y_m$
  - where, $p$ is the number of input nodes and $m$ is the number of output nodes. Set $w_0$ to be -0, the bias, and $x_1$ to be always 1.
- For pattern association, $X_P$ and $Y_P$ represent the patterns to be associated. For classification, $Y_P$ is set to zero except for one element set to 1 that corresponds to the class the $X_P$ is in.
- Calculation of actual output:
  - Each layer calculates $Y_{\mu} = f\left(\sum_{i=0}^{N} w_{i\mu} \delta_i\right)$ and passes it as input to the next layer. The final layer outputs values $O_{pk}$ and passes that as input to the next layer.
  - Adapt weights (start from control layer, and work backwards):
    - $w_{ij}(t + 1) = w_{ij}(t) + \eta \delta_{pj} O_{pk}$ where, $w_{ij}(t)$ represents the weights from node $i$ to node $j$ at time $t$, $\eta$ is a gain term, and $\delta_{pj}$ is an error term for pattern $p$ on node $j$.
    - For output units: $\delta_{pj} = k O_{pj} (1 - O_{pj}) (Y_{pj} - O_{pj})$
    - For hidden units: $\delta_{ij} = k O_{pj} (1 - O_{pj}) \sum_{k} \delta_{pk} w_{jk}$ where, the sum is over the $k$ nodes in the layer above node $j$. The stopping condition may be weight change, number of epochs, and so on.
- The main issues involved in designing and training a MLPNN are selecting how many hidden layers to use in the network, deciding how many neurons to use in each hidden layer, finding a globally optimal solution that avoids local minima, converging to an optimal solution in a reasonable period of time and validating the neural network to test for overfitting.

2) Probabilistic Neural Network

The PNN introduced by Specht [20] is essentially based on the well-known Bayesian classifier technique commonly used in many classical pattern-recognition problems. Consider a pattern vector $x$ with $m$ dimensions that belongs to one of two categories $K_1$ and $K_2$. Let $F_1(x)$ and $F_2(x)$ be the probability density functions (pdf) for the classification categories $K_1$ and $K_2$, respect

Figure 4. Correlation coefficient output.
From Bayes’ discriminant decision rule, $x$ belongs to $K_1$ if

$$\frac{F_1(x)}{F_2(x)} < \frac{L_1}{L_2} \frac{P_2}{P_1}$$

Conversely, $x$ belongs to $K_2$ if

$$\frac{F_1(x)}{F_2(x)} > \frac{L_1}{L_2} \frac{P_2}{P_1}$$

where $L_1$ is the loss or cost function associated with misclassifying the vector as belonging to category $K_1$ while it belongs to category $K_2$, $L_2$ is the loss function associated with misclassifying the vector as belonging to category $K_2$ while it belongs to category $K_1$, $P_1$ is the prior probability of occurrence of category $K_1$, and $P_2$ is the prior probability of occurrence of category $K_2$. In many situations, the loss functions and the prior probabilities can be considered equal. Hence the key to using the decision rules given by Eq.3 and 4 is to estimate the probability density functions from the training patterns.

The PNN architecture (Figure 6) is composed of many interconnected processing units or neurons organized in successive layers. The input layer unit does not perform any computation and simply distributes the input to the neurons in the pattern layer. On receiving a pattern $x$ from the input layer, the neuron $x_i$ of the pattern layer computes its output using

![Figure 5. Architecture of MLPNN.](image)

![Figure 6. Architecture of PNN.](image)
\[ \varphi(x) = \frac{1}{(2\pi)^{d/2}\sigma^d} \exp \left[ -\frac{(x-x_0)^T(x-x_0)}{2\sigma^2} \right] \]  

where \(d\) denotes the dimension of the pattern vector \(x\), \(\sigma\) is the smoothing parameter, and \(x_0\) is the neuron vector [20,21].

For two class problem, if input units is assumed to be \(x_1\) to \(x_n\). Pattern units be Class A \((Z_{A1} to Z_{A3})\) and Class B \((Z_{B1} to Z_{B0})\). Summation units be \(f_A\) and \(f_B\) and output unit \(y\), then the training algorithm for the probabilistic neural net is

Step 1: For each training input pattern, \(x(p)\), \(p=1,\ldots, P\) perform Steps 2-3.
Step 2: Create pattern unit \(Z_p\): Weight vector for unit \(Z_p\):
\[ w_p = x(p) \] (unit \(Z_p\) is either a \(Z_A\) unit or \(Z_B\) unit)
Step 3: Connect the pattern unit to summation unit. If \(x(p)\) belongs to Class A, connect pattern unit \(Z_p\) to summation unit \(S_A\). Else, connect pattern unit \(Z_p\) to summation unit \(S_B\).

The application algorithm for classifying is given as

Step 1: Initialize weights from training algorithm.
Step 2: For input pattern to be classified, do Steps 3–5.
Step 3: Patterns units:
- Calculate net input,
\[ Z_{inj} = x.w_j = x^Tw_j \]
- Calculate the output
\[ Z=\exp\left(\frac{Z_{inj}-1}{\sigma}\right) \]
Step 4: Summation units
The weights used by the summation unit for Class B is,
\[ V_B = P_B C_B m_x/P_A C_A m_y \]
Step 5: Output unit:
It sums the signals from \(f_A\) and \(f_B\). Input vector is classified as Class A if the total input to decision unit is positive.

The main advantage of PNN compared to MLPNN is
- faster to train a PNN network than an MLPNN.
- more accurate than MLPNN.
- insensitive to outliers (wild points).
- generate accurate predicted target probability scores.
- approach Bayes optimal classification.
- slower than MLPNN at classifying new cases.
- require more memory space to store the model

3) Support Vector Machine
The SVM proposed by Vapnik [22] has been studied extensively for classification, regression, and density estimation. The SVM is a binary classifier and it maps the input patterns into a higher dimensional feature space through some nonlinear mapping chosen \(a priori\). A linear decision surface is then constructed in this high-dimensional-feature space. Thus, SVM is a linear classifier in the parameter space, but it becomes a nonlinear classifier as a result of the nonlinear mapping of the space of the input patterns into the high-dimensional feature space. Training the SVM is a quadratic-optimization problem. SVM has been shown to provide high generalization ability. A proper kernel function for a certain problem is dependent on the specific data and till now there is no good method on how to choose a kernel function [22,23]. In this paper, the choice of the kernel functions was studied empirically and optimal results were achieved using radial-basis function (RBF) kernel function.

SVMs are free of optimization headaches of neural networks because they present a convex programming problem, and guarantee finding a global solution. They are much faster to evaluate than density estimators, because they make use of only relevant data points, rather than looping over each point regardless of its relevance to the decision boundary.

4) Self Organizing Maps
Self-organizing maps learn to classify input vectors according to how they are grouped in the input space. Feature maps allocate more neurons to recognize parts of the input space where many input vectors occur and allocate fewer neurons to parts of the input space where few input vectors occur. SOM also learn the topology of their input vectors. Neurons next to each other in the network learn to respond to similar vectors. The layer of neurons can be imagined to be a rubber net that is stretched over the regions in the input space where input vectors occur. SOM allow neurons that are neighbors to the winning neuron to output values. Thus the transition of output vectors is much smoother than that obtained with competitive layers, where only one neuron has an output at a time.

Initially, the weight and learning rate are set. The input vectors to be clustered are presented to the network.

Once the input vectors are given, based on initial weights, the winner unit is calculated either by Euclidean distance method or sum of products method. An epoch is said to be completed once all the input vectors are presented to the network. By updating the learning rate, several epochs of training may be performed. The training algorithm for SOM is as below

Step 1: Set topological neighborhood parameters
Set learning rate, initialize weights.
Step 2: While stopping condition is false do Steps 3-9
Step 3: For each input vector \(x\), do Steps 4-6.
Step 4: For each \(j\), compute squared Euclidean distance.
\[ D(j) = \sum_{i=1}^{n} (W_{ij} - x_i)^2 \] \(i = 1\) to \(n\) and \(j = 1\) to \(m\)
Step 5: Find index \(J\) when \(D(j)\) is minimum.
Step 6: For all units \(J\) with the specified neighbourhood of \(J\), for all \(i\), update the weights.
\[ W_{ij(new)} = W_{ij(old)} + \alpha(x_i \cdot W_{ij(old)}) \]
Step 7: Update the learning rate.
Step 8: Reduce the radius of topological neighborhood at specified times.
Step 9: Test the stopping condition.
The map formation occurs in two phases:

a) Initial formation of perfect (correct) order

b) Final convergence.

The second phase takes a longer duration than the first phase and requires a small value of learning rate. The learning rate is a slowly decreasing function of time and the radius of the neighborhood around a cluster unit also decreases as the clustering process goes on. The initial weights are assumed with random values. The learning rate is updated by \( \alpha(t+1) = 0.5\alpha(t) \).

5) Principal Component Analysis

A PCA network combines unsupervised and supervised learning in the same topology. PCA is an unsupervised linear procedure that finds a set of uncorrelated features, principal components, from the input. A MLP is supervised to perform the nonlinear classification from these components. PCA is a technique that finds an orthogonal set of directions in the input space and provides a way to find the projections into these directions in an ordered fashion. The orthogonal directions are called eigenvectors of the input vector and the projections of the corresponding eigenvalues.

a) Ordering of the principal components

PCA must transform the input samples into a new space (the feature space) such that the information about the samples is kept, but the dimensionality is reduced. From the input space, it finds an orthogonal set of \( P \) directions where the input data has the largest energy, and extracts \( P \) projections from these directions in an ordered fashion. The first principal component is the projection, which has the largest value (think of the projections as the shadow of the data clusters in each direction as in Figure 7), while the \( P^{th} \) principal component has the smallest value. If the largest projections are extracted, then the most significant information about the input data is kept. This segment of the network computes the eigenvectors of the input’s correlation function without ever computing the correlation function itself. The outputs of the PCA layer are therefore related to the eigenvalues and can be used as input features to the supervised segment for classification. Since many of these eigenvalues are usually small, only the \( M \) (\( M<P \)) largest values need to be kept. This speeds up training even more.

The importance of PCA analysis is that the number of inputs for the MLP classifier can be significantly reduced. This results in a reduction of the number of required training patterns and a reduction in the training times of the classifier. Problem with linear PCA networks is evident when the input data contains outliers. Outliers are individual pieces of data that are far removed from the data clusters (i.e., noise). They tend to distort the estimation of the eigenvectors and create skewed data projections.

6) Initializing Neural Networks with Stern Series

A Calkin-Wilf tree is a special type of binary tree obtained by starting with the fraction \( 1/1 \) and iteratively adding \( a/(a+b) \) and \((a+b)/b\) below each fraction \( a/b \). The Stern-Brocot tree is closely related, putting \( a/(a+b) \) and \( b/(a+b) \) below each fraction \( a/b \). Both trees generate every rational number. Writing out the terms in sequence gives 1/1, 1/2, 1/3, 2/1, 1/4, 3/2, 2/3, 3/1, 1/4, 4/3, 3/5, 5/2, 2/5, 5/3, 3/4, 4/1,… as shown in Figure 8.

The sequence has the property that each denominator is the next numerator [26] and is known as Stern's diatomic series represented mathematically as

\[
\begin{align*}
a(0) &= 0, \quad a(1) = 1; \\
\text{for } n >= 0, \quad a(2n) &= a(n), \\
a(2n+1) &= a(n) + a(n+1). 
\end{align*}
\]

As an array the terms are:

1, 2
1, 3, 2, 3
1, 4, 3, 5, 2, 5, 3, 4
1, 5, 4, 7, 3, 8, 5, 7, 2, 7, 5, 8, 3, 7, 4, 5 and so on.

Finding \( 1/[[a(n)*a(n+1)] \) for each row

R=1 \( \frac{1}{2}, \frac{1}{2} \)
R=2 \( 1/3, 1/6, 1/6, 1/3 \)
R=3 \( 1/4, 1/12, 1/15, 1/10, 1/10, 1/15, 1/12, 1/4 \) and so on.

Depending on the importance of a specific attribute chosen, we can initialize the weight of neural network with stern series for quick training. A tree showing the designed stern series for weight initialization is shown below in Figure 9.

The main impact of initializing the neural network weight with stern series is quick training period. The code for generating Stern series is given below.
The key design decisions for the neural networks used in the classification are the architecture and the training process. The adequate functioning of neural networks depends on the sizes of the training and the testing set. To comparatively evaluate the performance of the classifiers, all the classifiers presented in this paper were trained by the same training data set and tested with the evaluation data set. In order to compare the performance of the different classifiers for the same classification problem, in addition to CANFIS, we also implemented the MLPNN, PNN, PCA, SVM, and SOM. We performed different experiments during implementation of the classifiers and the number of hidden neurons was determined by taking into consideration the classification accuracies. In the hidden layers and the output layers, the activation function used was the sigmoidal function. The sigmoidal function with the range between zero and one introduces two important properties. First, the sigmoid is nonlinear, allowing the network to perform complex mappings of input to output vector spaces, and secondly, it is continuous and differentiable, which allows the gradient of the error to be used in updating the weights. The training algorithm for different classifiers is based on adjusting all the weights between the neurons to minimize the mean square error of all the training patterns. The Levenberg-Marquardt algorithm is used for training the classifiers as it combines the best features of Gauss-Newton technique and steepest-descent algorithm and does not suffer from slow convergence [19].

3. DIAGNOSTIC SYSTEM USING CANFIS

CANFIS combines Classification and Regression Trees (CART) and the Neuro-Fuzzy Inference System (NFIS) in a two step procedure. CART is a tree-based algorithm used to optimize the process of selecting relevant predictors from a large pool of potential predictors. Using the selected predictors, NFIS builds a model for continuous output of the predictand. In this sense, CANFIS migrates various degrees of neuro-fuzzy spectrum between the two extremes: a completely understandable FIS and a black-box NN, which is at the other end of interpretability spectrum. Neuro-fuzzy models can be characterized by neuro-fuzzy spectrum, in light of linguistic transparency and input-output mapping precision. CANFIS powerful capability stems from pattern-dependent weights between consequent layer and fuzzy association layer. Membership values correspond to those dynamically changeable weights that depend on input patterns. CANFIS bears a close relationship to the computational paradigms of radial basis function (RBF) networks and modular networks.

The fundamental component for CANFIS is a fuzzy neuron that applies membership functions (MFs) to the inputs. Two membership functions commonly used are general Bell and Gaussian. The network also contains a
normalization axon to expand the output into a range of 0 to 1. The second major component in this type of CANFIS is a modular network that applies functional rules to the inputs. The number of modular networks matches the number of network outputs, and the number of processing elements in each network corresponds to the number of MFs. CANFIS also has a combiner axon that applies the MFs outputs to the modular network outputs. Finally, the combined outputs are channeled through a final output layer and the error is back-propagated to both the MFs and the modular networks.

The function of each layer is described as follows. Each node in Layer 1 is the membership grade of a fuzzy set (A, B, C, or D) and specifies the degree to which the given input belongs to one of the fuzzy sets. The fuzzy sets are defined by three membership functions. Layer 2 receives input in the form of the product of all output pairs from the first layer. The third layer has two components. The upper component applies the membership functions to each of the inputs, while the lower component is a representation of the modular network that computes, for each output, the sum of all the firing strengths. The fourth layer calculates the weight normalization of the output of the two components from the third layer and produces the final output of the network.

The architecture of CANFIS network is presented in Figure 10.

Figure 10. CANFIS network topology.
One disadvantage of CANFIS is that it should not be used to predict values outside the extreme contained in the learning database. This limitation becomes less relevant with increased database size. Another disadvantage is that sufficient database volume is required to build the model. As such it is not capable of direct prediction for sites which have a lack of archived observations.

4. EXPERIMENTAL RESULTS

The simulations were realized by using MATLAB 6.0 Neural Network Toolbox and Neurosolution software. Six different neural network structure, Multi layer perceptron, Probabilistic neural network, Principal component analysis, Radial basis function, Support vector machine and Self organizing map neural network were applied to WBCD database to show the performance of these neural networks on breast cancer data. To evaluate the correctness of the proposed system, PPV (positive predicted value) was computed in each case.

PPV is computed as:

\[
PPV = \frac{Correct\ results}{All\ results} \times 100
\]

Table 3 gives the recommended inputs by each input recommenders, Decision tree and Correlation coefficients.

Table 4 gives the results cited in the literature on WBCD dataset and Table 5 gives our results. Figure 11 shows the CANFIS networks learning curve using Neuro Solution software on WBCD database. Figure 12 shows the output vs. desired plot for CANFIS network on WBCD dataset and the obtained Mean Square Error is only 0.020588.

Table 3. Recommended Inputs by each input recommender.

<table>
<thead>
<tr>
<th>Decision Tree input</th>
<th>X₆</th>
<th>X₃</th>
<th>X₇</th>
<th>X₈</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation coefficient input</td>
<td>X₂</td>
<td>X₇</td>
<td>X₃</td>
<td>X₆</td>
</tr>
</tbody>
</table>

Table 4. Experimental results of previous work on WBCD dataset.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>PPV (percent)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy-Genetic</td>
<td>97.07</td>
<td>[2]</td>
</tr>
<tr>
<td>ILFN</td>
<td>97.23</td>
<td>[7]</td>
</tr>
<tr>
<td>Fuzzy</td>
<td>96.71</td>
<td>[7]</td>
</tr>
<tr>
<td>ILFN &amp; Fuzzy</td>
<td>98.13</td>
<td>[7]</td>
</tr>
<tr>
<td>SANFIS</td>
<td>96.07–96.3</td>
<td>[4]</td>
</tr>
<tr>
<td>NNs</td>
<td>97.95</td>
<td>[24]</td>
</tr>
</tbody>
</table>

Table 5. Experimental results of our works on WBCD dataset.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>All Inputs PPV (%)</th>
<th>Decision Tree PPV (%)</th>
<th>Correlation Coefficient PPV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CANFIS</td>
<td>98.82</td>
<td>98.53</td>
<td>97.94</td>
</tr>
<tr>
<td>PCA</td>
<td>98.53</td>
<td>98.24</td>
<td>97.65</td>
</tr>
<tr>
<td>SOM</td>
<td>97.94</td>
<td>96.77</td>
<td>97.94</td>
</tr>
<tr>
<td>SVM</td>
<td>97.65</td>
<td>95.30</td>
<td>95.89</td>
</tr>
<tr>
<td>PNN</td>
<td>97.06</td>
<td>97.65</td>
<td>97.65</td>
</tr>
<tr>
<td>MLP</td>
<td>97.65</td>
<td>98.24</td>
<td>97.36</td>
</tr>
</tbody>
</table>

The reduced input dataset shows almost the same performances or better performances with the same learning iteration number and shows better/similar performance against the results of previous works. Since the result derived by the reduced input dataset shows better performance and it has significantly higher advantage in computation, it would be a better method to be implemented in real situations. Therefore, the proposed methods-combined algorithm with dominant input recommenders, can be appropriate methods of inference system for the problem of breast cancer diagnosis.
5. DISCUSSION

Based on the results of the present paper, we would like to highlight the following.

1) The high classification accuracies of CANFIS with full data give insights into the nine measures of the WBCD database. This classification accuracy slightly decreases with input recommenders.

2) The classification accuracy of PCA, SOM, PNN and MLP does not change much even after decreasing the inputs with input recommenders.

3) When we initialized the weight of neural network using stern series instead of zero as we usually do, the speed of training was noted to increase.

4) During SVM training, most of the computational effort is spent on solving the quadratic programming problem in order to find the support vectors. The SVM maps the features to higher dimensional space and then uses an optimal hyperplane in the mapped space. This implies that though the original features carry adequate information for good classification, mapping to a higher dimensional feature space could potentially provide better discriminatory clues that are not present in the original feature space. The selection of suitable kernel function appears to be a trial-and-error process. One would not know the suitability of a kernel function and performance of the SVM until one has tried and tested with representative data. For training the SVMs with RBF-kernel functions, one has to predetermine the σ values. The optimal or near optimal σ values can only be ascertained after trying out several, or even many values.

5) The pattern layer of a PNN often consists of all training samples of which many could be redundant. Including redundant samples can potentially lead to a large network structure, which, in turn, induces two problems. First, it would result in a higher computational overhead simply because the amount of computation necessary to classify an unknown pattern is proportional to the size of the network. Second, a consequence of a large network structure is that the classifier tends to be oversensitive to the training data and is likely to exhibit poor generalization capabilities to the unseen data. However, the smoothing parameter also plays a crucial role in the PNN classifier, and an appropriate smoothing parameter is often data dependent.

6. CONCLUSIONS

In this work, the performance of various neural network structures was investigated for breast cancer diagnosis problem. Initializing Neural network with Stern series was proposed to speed up training. CANFIS is the best trade off between neural networks and fuzzy logic providing smoothness and adaptability. It also gives better classification accuracy in terms of PPV [Table 5] than all other neural classifiers analyzed. The performance of the SVM was not as high as the SOM and PCA. This may be attributed to several factors including the training algorithms, estimation of the network parameters, and the scattered and mixed nature of the features. The results of the present paper demonstrated that the CANFIS and PCA can be used in the classification of the WBCD data by taking into consideration the misclassification rates. This work also indicates that CANFIS can be effectively used for breast cancer diagnosis to help oncologists.
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Appendix

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>Adaptive Boosting</td>
</tr>
<tr>
<td>AP</td>
<td>Accuracy Percentage</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Diagnosis</td>
</tr>
<tr>
<td>CANFIS</td>
<td>Coactive Neuro-Fuzzy Inference Systems</td>
</tr>
<tr>
<td>CART</td>
<td>Classification and Regression Trees</td>
</tr>
<tr>
<td>DT</td>
<td>Decision Tree</td>
</tr>
<tr>
<td>FIS</td>
<td>Fuzzy Inference Systems</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>MLPNN</td>
<td>Multi Layer Perceptron Neural Network</td>
</tr>
<tr>
<td>NFIS</td>
<td>Neuro-Fuzzy Inference System</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PNN</td>
<td>Probabilistic Neural Network</td>
</tr>
<tr>
<td>PPV</td>
<td>Positive Predicted Value</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>SOM</td>
<td>Self Organizing Map</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>WBCD</td>
<td>Wisconsin Breast Cancer Data</td>
</tr>
</tbody>
</table>
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ABSTRACT
Mammography is a specific type of imaging that uses low-dose x-ray system to examine breasts. This is an efficient means of early detection of breast cancer. Archiving and retaining these data for at least three years is expensive, difficult and requires sophisticated data compression techniques. We propose a lossless compression method that makes use of the smoothness property of the images. In the first step, de-correlation of the given image is done using two efficient predictors. The two residue images are partitioned into non overlapping sub-images of size 4x4. At every instant one of the sub-images is selected and sent for coding. The sub-images with all zero pixels are identified using one bit code. The remaining sub-images are coded by using base switching method. Special techniques are used to save the overhead information. Experimental results indicate an average compression ratio of 6.44 for the selected database.

Keywords: Lossless Compression; Mammography image; Prediction; Storage Space

1. INTRODUCTION
Breast cancer is the most frequent cancer in the women worldwide with 1.05 million new cases every year and represents over 20% of all malignancies among female. In India, 80,000 women were affected by breast cancer in 2002. In the US, alone in 2002, more than 40,000 women died of breast cancer. 98% of women survive breast cancer if the tumor is smaller than 2 cm [1]. One of the effective methods of early diagnosis of this type of cancer is non-palpable, non-invasive mammography. Through mammogram analysis radiologists have a detection rate of 76% to 94%, which is considerably higher than 57% to 70% detection rate for a clinical breast examination [2].

Mammography is a low dose x-ray technique to acquire an image of the breast. Digital image format is required in computer aided diagnosis (CAD) schemes to assist the radiologists in the detection of radiological features that could point to different pathologies. However, the usefulness of the CAD technique mainly depends on two parameters of importance: the spatial and grey level resolutions. They must provide a diagnostic accuracy in digital images equivalent to that of conventional films. Both pixel size and pixel depth are factors that critically affect the visibility of small low contrast objects or signals, which often are relevant information for diagnosis [3]. Therefore, digital image recording systems for medical imaging must provide high spatial resolution and high contrast sensitivity. Due to this, mammography images commonly have a spatial resolution of 1024x1024, 2048x2048 or 4096x4096 and use 16, 12 or 8 bits/pixel. Figure 1 shows a mammography image of size 1024x1024 which uses 8 bits/pixel.

Nevertheless, this requirement retards the implementation of digital technologies due to the increment in processing and transmission time, storage capacity and cost that good digital image quality implies. A typical mammogram digitized at a resolution of 4000x5000 pixels with 50-µm spot size and 12 bits results in approximately 40 Mb of digital data. Processing or transmission time of such digital images could be quite long. An efficient data compression scheme to reduce the digital data is needed.

The goal of the image compression techniques is to represent an image with as few bits as possible in such a way that the original image can be reconstructed from this representation without or with minimum error or distortion. Basically image compression techniques have been classified into two categories namely lossy and lossless methods. Lossy compression methods cannot achieve exact recovery of the original image, but achieves significant compression ratio. Lossless compression techniques, as their name implies, involve no loss of information. The original data can be recovered
Existing lossless image compression algorithms can be broadly classified into two kinds: Those based on prediction and those that are transform based. The predictive coding system consists of a prediction that at each pixel of the input image generates the anticipated value of that pixel based on some of the past pixels and the prediction error is entropy coded. Various local, global and adaptive methods can be used to generate prediction. In most cases, however the prediction is formed by a linear combination of some previous pixels. The variance of the prediction error is much smaller than the variance of the gray levels in the original image. The variance of the prediction error is much smaller than the corresponding estimate for the original image. Thus higher compression ratio can be achieved by entropy coding the error image. The past pixels used in the prediction are collectively referred to as a context. The popular JPEG-LS standard uses the prediction based coding technique [8]. Transform based algorithms, on the other hand, are often used to produce a hierarchical or multi-resolution representation of an image and work in the frequency domain. The popular JPEG-2000 standard uses the transform based coding technique [9].

Several techniques have been proposed for the lossless compression of the digital Mammography. A. Neekabadi et al. [10] uses chronological sifting of prediction errors and coding the errors using arithmetic coding. For the 50 MIAS (Mammography Image Analysis Society) images, CSPE gives better average compression ratio than JPEG-LS and JPEG-2000. Xiaoli Li et al. [11] uses grammar codes in that the original image is first transformed into a context free grammar from which the original data sequence can be fully reconstructed by performing parallel and recursive substitutions and then using an arithmetic coding algorithm to compress the context free grammar. Compression ratio achieved is promising but it involves more complicated processing and large computation time. Delaunay triangulation method [12] is another approach. It uses geometric predictor based on irregular sampling and the Delaunay triangulation. The difference between the original and the predicted is calculated and coded using the JPEG-LS approach. The method offers lower bit rate than the JPEG-LS, JPEG-lossless, JPEG2000 and PNG. A limitation is the slow execution time. Lossless JPEG2000 and JPEG-LS are considered as the best methods for the mammography images. Lossless JPEG 2000 methods are preferred due to the wide variety of features, but are suffered from a slightly longer encoding and decoding time [13].

Recently, there have been a few instances of using segmentation for lossless compression. Shen and Rangayyan [14] proposed a simple region growing scheme which generates an adaptive scanning pattern. A difference image is then computed and coded using the JBIG compression scheme. Higher compression ratio is possible with such a scheme for the high resolution medical images. But the application of the same scheme to normal images did not result in significant performance improvement. Another scheme reported in literature involves using a variable block size segmentation(VBSS) to obtain a context sensitive encoding of wavelet coefficients, the residual being coded using a Huffman or Arithmetic coder [15,16]. The performance of the method is comparable to that of the lossless JPEG standard. Mar wan Y. et al. [17] proposed fixed block based (FBB) lossless compression methods for the digital mammography. The algorithm codes blocks of pixels within the image that contain the same intensity value, thus reducing the size of the image substantially while encoding the image at the same time. FBB method alone gives small compression ratio but when used in conjunction with LZW it provides better compression.
ratio.

We propose a method based on Base switching (BS). Trees-Juen Chuang et al. [18] have used Base-switching method to compress the general images. [19] And [20] also have used the same concept for the compression of digital images. The algorithm segments the image into non overlapping fixed blocks of size \( n \times n \) and codes the pixels of the blocks based on the amount of smoothness. In the proposed work we have optimized the original BS method for the compression of mammography images. Specific characteristics of mammography images are well suited for the proposed method. These characteristics include low number of edges and vast smooth regions.

The organization of the paper is as follows. Section 2 describes the basic Base Switching (BS) method. The proposed algorithm is given in Section 3. Experimental results and conclusion are given in Sections 4 and 5 respectively.

2. BASE-SWITCHING ALGORITHM

The BS method divides the original image (gray-level data) into non-overlapping sub-images of size \( n \times n \). Given a sub-image \( A \) whose \( N \) gray values are \( g_0, g_1, \ldots, g_{N-1} \), define the “minimum” \( m \), “base” \( b \) and the “modified sub-image” \( A^I \), whose \( N \) gray values are \( g_0^I, g_1^I, \ldots, g_{N-1}^I \), by

\[
m = \min g_i \quad (1)
\]

\[
b = \max g_i - \min g_i + 1 \quad (2)
\]

\[
A^I_{n \times n} = A_{n \times n} - m \times I_{n \times n} \quad (3)
\]

Also, \( g_i^I = g_i - m \) for all \( i = 0 \) to \( N - 1 \) \quad (4)

where \( N = n \times n \) and each of the elements of \( I \) is 1. The value of ‘b’ is related to smoothness of the sub-image where smoothness is measured as the difference between maximum and minimum pixel values in the sub-image.

The number of bits required to code the gray values \( g_i^I \) is,

\[
B = \lceil \log_b g_i^I \rceil \quad (5)
\]

Then, total bits required for the whole sub-image is,

\[
Z_d = N \times \lceil \log_b b \rceil \quad \text{bits} \quad (6)
\]

For example, for the sub-image of Figure 2, \( n = 4 \), \( N = 16 \), \( m = 95 \& b = 9 \). Modified sub-image of Figure 3 is obtained by subtracting 95 from every gray values of A.

For the sub-image in Figure 3, since \( B = 4 \), \( Z_d = 64 \) bits.

In order to reconstruct \( A \), value of \( B \) and \( m \) should be known. Therefore encoded bit stream consists of \( m \), \( B \) and \( A^I \) coded using \( B \) bits. In the computation of \( B \), if \( b \) is not an integer power of 2, \( \log_b(b) \) is rounded to the next higher integer. Thus, in such cases, higher number of bits is used than absolutely required. BS method uses the following concept to exploit this redundancy.

\[
\min g_i^I = 0 \quad \text{and} \quad \max g_i^I = b - 1 \quad (7)
\]

The image \( A^I = (g_0^I, g_1^I, \ldots, g_{N-1}^I) \) can be treated as an \( N \) digit number \( (g_0^I g_1^I \ldots g_{N-1}^I)_b \) in the base \( b \) number system. An integer value function \( f \) can be defined such that \( f (A^I, b) \) is a decimal integer equivalent to the base-\( b \) number.

\[
f (A^I, b) = \sum_{i=0}^{N-1} g_i^I \times b^i \quad (8)
\]

\[
g_0^I + g_1^I \times b + \cdots + g_{N-1}^I \times b^{N-1} \quad (9)
\]

Then, number of bits required to store the integer \( f (A^I, b) \) is

\[
B_z = \lceil \log_b N \rceil \quad (10)
\]

Reconstruction of \( A^I \) is done by switching the binary (base 2) number to a base \( b \) number. Therefore, reconstruction of \( A \) needs the value of \( m \) and \( b \). The format of representation of a sub-image is as shown below.

| Min. value in the n \times n block. \hspace{1cm} | Value of b For the n \times n block \hspace{1cm} | f (A^I, b) coded using \hspace{1cm} | Z_b \hspace{1cm} | Z_b \hspace{1cm} |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------|-----------------
| (8 bits)                                      | \hspace{1cm}                                 | \hspace{1cm}                                | \hspace{1cm}    | \hspace{1cm}   |
| Z_d \hspace{1cm}                               | \hspace{1cm}                                | \hspace{1cm}                                | \hspace{1cm}    | \hspace{1cm}   |

<table>
<thead>
<tr>
<th>Min. value in the n \times n block. \hspace{1cm}</th>
<th>Value of b For the n \times n block \hspace{1cm}</th>
<th>f (A^I, b) coded using \hspace{1cm}</th>
<th>Z_b \hspace{1cm}</th>
<th>Z_b \hspace{1cm}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(8 bits)</td>
<td>\hspace{1cm}</td>
<td>\hspace{1cm}</td>
<td>\hspace{1cm}</td>
<td>\hspace{1cm}</td>
</tr>
<tr>
<td>Z_d \hspace{1cm}</td>
<td>\hspace{1cm}</td>
<td>\hspace{1cm}</td>
<td>\hspace{1cm}</td>
<td>\hspace{1cm}</td>
</tr>
</tbody>
</table>

For the example of Figure 3, \( b = 9 \) and therefore \( Z_b = 51 \) bits. It is easy to prove that always \( Z_b \leq Z_d \). We know that, Maximum value of \( f (A^I, b) = b^{N-1} \).

Total number of bits required to represent \( f \) in binary is

\[
Z_b = \lceil \log_b N \rceil = \left\lceil N \times \log_b b \right\rceil \quad (11)
\]

Always,

\[
\left\lceil N \times \log_b b \right\rceil \leq N \times \lceil \log_b b \rceil \quad (12)
\]

This verifies that \( Z_b \leq Z_d \).

2.1. Formats Used for Encoding

Original BS algorithm uses a block size of 3x3 for seg-
mentation. There are three formats used by the original algorithm for encoding the sub-images.

**Format 1:**
If \( b \in \{1, 2, ..., 11\} \), then the coding format is

<table>
<thead>
<tr>
<th>c</th>
<th>b</th>
<th>m</th>
<th>( Z_n ) bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>8</td>
<td>Binary equivalent of ( f(A^i, b) )</td>
</tr>
</tbody>
</table>

This format is economical when \( b < 2^{3.4} \)

**Format 2:**
If \( b \in \{12, 13, ..., 128\} \), then the coding format is

<table>
<thead>
<tr>
<th>c</th>
<th>b</th>
<th>m</th>
<th>( g' ) for ( 0 \leq i \leq 8 ),</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>8</td>
<td>Binary equivalent of ( (g', f(A^i, b)) )</td>
</tr>
</tbody>
</table>

Here \( P(\text{min}, \text{max}) \) is a pair of two 3 bit numbers indicating the position of minimum and maximum values. If \( b > 11 \), writing the positions of minimum and maximum values is economical than coding them.

**Format 3:**
If \( b \in \{129, 130, ..., 256\} \), then the coding format is

<table>
<thead>
<tr>
<th>c</th>
<th>( g_0, g_1, ..., g_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72 bits</td>
</tr>
</tbody>
</table>

Here, \( c \) stands for the category bit. If \( c = 0 \), then the block is encoded using Formats 1 or 2; otherwise Format 3 is used.

### 2.2. Hierarchical Use of BS Technique

The encoded result of Subsection 2.1 can be compressed further in a hierarchical manner. We can imagine that there is a so-called “base-image”, whose gray values are \( b_0, b_1, b_2, ..., b_{255} \); then, since it is a kind of image (except that each value is a base value of a sub-image rather than a gray value of a pixel), we can use the same BS technique to compress these base values. The details are omitted. Besides \( b \), the minimal value \( m \) of each block can also be grouped and compressed similarly. We can repeat the same procedure to encode \( b \) and \( m \) values further.

### 3. PROPOSED METHOD

In the proposed method, we made following modifications to the basic BS method.

1) Prediction
2) Increasing the block size from 3x3 to 4x4
3) All-zero block removal
4) Coding the minimum value and base value

#### 3.1. Prediction

After reviewing the BS method, it is found that number of bits required for a sub-image is decided by the value of base ‘b’. If ‘b’ is reduced, the number of bits required for a sub-image is also reduced. In the proposed method, prediction is used to reduce the value of ‘b’ significantly.

A predictor generates at each pixel of the input image the anticipated value of that pixel based on some of the past inputs. The output of the predictor is then rounded to the nearest integer, denoted \( x_n \) and used to form the difference or prediction error

\[
e_n = x_n - x_n^{'}(14)
\]

This prediction error is coded by the proposed entropy coder. The decoder reconstructs \( e_n \) from received code words and perform the reverse operation

\[
x_n = e_n + x_n^{'}(15)
\]

The quality of the prediction for each pixel directly affects how efficiently the prediction error can be encoded. The better this prediction is less is the information that must be carried by the prediction error signal. This, in turn, leads to fewer bits. One way to improve the prediction used for each pixel is to make a number of predictions then chose the one which comes closest to the actual value [21]. This method also called as switched prediction has the major disadvantage that the choice of prediction for each pixel must be sent as overhead information. The proposed prediction scheme uses two predictors and one of them is chosen for every block of pixels of size 4x4. Thus, the choice of prediction is to be made only once for the entire 4x4 block. This reduces the amount of overhead. The two predictions are given in Eq. 16 and 17, in that, Pr1 is the popular MED predictor used in JPEG-LS standard and Pr2 is the one used by [5] for the compression of mammography images.

For the entire pixels of a block of size 4x4, one of the two predictions is chosen depending on the smoothness property of the predicted blocks. Here, smoothness is measured as the difference between maximum and minimum pixel values in the block. The predictor that gives the lowest difference value will be selected for that block. The advantage here is that the overhead required for each block is only one bit.

\[
\text{Pr}_1 = \begin{cases} 
\min (A, B) & \text{if } C \geq \max (A, B), \\
\max (A, B) & \text{if } C < \min (A, B). 
\end{cases}
\]

(16)

\[
\text{Pr}_2 = \left( (A \times 0.1 + B \times 0.3 + C \times 0.1 + D \times 0.2 + E \times 0.2 + F \times 0.1) \right)
\]

(17)

Here, A, B, C, D, E and F are the neighbors of pixel involved in prediction as depicted in Figure 4.

The proposed switched prediction is described in the equation form in 18 where d1 and d2 are the differ-
3.2. Increasing the Block Size from 3x3 to 4x4

It is obvious that smaller block size gives lower $b$ value but at the cost of increased overhead for the total image. The basic BST algorithm uses a block size of 3x3 to achieve optimum balance between amount of overhead and compression efficiency. Since the prediction increases smoothness, a larger block size can be chosen without significant difference in the smoothness. Certainly, this will improve the compression ratio. We have tested the proposed algorithm using different block sizes and found that block size of 4x4 gives the best result. This is supported by Table 1 giving the average compression ratios obtained for the 50 mammography images for various block sizes.

3.3. All-Zero Block Removal

Mammography images are highly correlated so that pixels inside most of the sub-images are same. During prediction and subtraction they have the highest chance of becoming zeros. If a sub-image of the error image has all its pixel values as zero, then that is marked as an all-zero block by storing a bit 1 in the encoding format. For each of the remaining sub-images, bit 0 is stored in the encoding format and is retained for further processing. Mammography images of MIAS data-set shows very large amount of all-zero blocks. This is supported by Table 2 showing average number of all-zero blocks present in the 50 mammography images of the MIAS dataset.

For these images, total bits required for marking the presence or absence of all-zero blocks is 65536, since...
total sub-images are 65536. The error image will have both negative and positive pixel values since the prediction has changed the range of the pixel values from [0, 255] to [-255, 255]. Therefore, 9 bits are required to record the pixel values. The approximate average compression ratio obtained by all-zero block removal for the 50 MIAS images considered in Table 2 can be estimated by the following formula:

\[ CR = \frac{1024 \times 1024 \times 8}{65536 + \text{remaining blocks} \times \text{pixels per block} \times \text{bits per pixel used for coding}} \]

Here the value 65536 indicates the overhead bits required for marking the presence or absence of all-zero blocks. The numerator gives total bits used by the original uncompressed image. This computation clearly shows that removal of all-zero blocks alone gives an approximate compression ratio of 1.73.

3.4. Coding the Minimum Value and the Base Value

The error image will have both negative and positive pixel values. The prediction has changed the range of the minimum value from [0,255] to [-255,255]. Therefore, 9 bits are required to record the minimum value. By studying various images, it is found that minimum values are ranging from -128 to 64. More concentration is observed between -8 to 0. Similarly, base values are concentrated in the range 1 to 15. This statistics is supported by Table 3 of average number of minimum values and base values for the 50 mammography images.

To exploit this redundancy, we use a typical categorize and coding technique. A four bit code is used to identify the minimum values. Minimum values less than 1 and greater than -15 are given with codes 0 to 14, whereas other minimum values are represented by the code 15 followed by their actual 9 bit values. A scheme similar to this can be used to code the base values also. Base values between 1 and 15 are identified by using 4 bit codes whereas values greater than 15 are identified using the code 15 followed by their actual 9 bit values. The two four bit codes for each of the sub-images are combined to get an 8 bit number. Such 8 bit numbers are stored in a file and Huffman encoded at the end.

3.5. System Overview

As shown in Figure 7, we first divide the error image into sub-images of size 4x4. The sub-images are then processed one by one. For each sub-image, we have to determine whether it belongs to all-zero category and if so they are removed. The remaining blocks are retained for further processing.

The two binary files zero and predict are separately run length encoded, grouped and Huffman encoded. Also, the two four bit files min and base are combined to form an eight bit file and Huffman encoded.

3.6. Decoding a Sub-Image

Following are the decoding steps:

1) The files min, base, zero and predict are reconstructed.

2) The decoding algorithm first checks whether the block is an all-zero block or not. If all-zero, then a 4x4 block of zero’s is generated.

3) Otherwise, base value and minimum value are first obtained by using the files min and base. The modified image A' is reconstructed as explained in Section 2 and 4x4 error image is obtained by adding min value to it.

4) Type of prediction used is read from the predict file. The prediction rule is applied to the 4x4 error image and the original 4x4 sub-image is reconstructed.

4. RESULTS

We evaluated the performance of the proposed scheme using the 50 gray-scale images of the MIAS dataset that include three varieties of images: Normal, Benign and Malignant. The MIAS is a European Society that researches mammograms and supplies over 11 countries with real world clinical data. Films taken from the UK national Breast Screening Program have been digitized to 50 micron pixel edge and representing each pixel with an 8 bit word. MATLAB is the tool used for simulation. All the simulation was conducted on a 1.7GHZ processor and was supplied with the same set of 50 mammography images. Each mammogram has a resolution of 1024x1024 and uses 8 bits/pixel. Results of the proposed method are compared with that of the popular methods. Comparison of Compression results for the 50 MIAS images is shown in Table 4. This set includes all the three varieties of images namely normal, benign and malignant.
Table 4. Comparison of compression results for the 50 MIAS images.

<table>
<thead>
<tr>
<th>Method</th>
<th>PNG</th>
<th>JBIG</th>
<th>JPEG2000</th>
<th>JPEG-LS</th>
<th>PROPOSED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression Ratio</td>
<td>4.30</td>
<td>5.88</td>
<td>6.29</td>
<td>6.39</td>
<td>6.44</td>
</tr>
</tbody>
</table>

Figure 8 and Figure 9 show the two images mdb040.png and mdb025.png that gives best and the worst compression ratio respectively.

5. CONCLUSIONS

Several techniques have been used for the lossless compression of mammography images; none of them have used the smoothness property of the images. Our study has shown that there is very large number of zero blocks present in mammography images. We have picked up the concept of Base switching transformation and successfully optimized and applied it in conjunction with other existing compression methods to digitized high resolution mammography images. Comparison with other approaches is given for a set of 50 high resolution digital mammograms comprising of normal, benign and malignant images. Compared with the PNG method, one of the international standards, JBIG, performs better by 36%. Transformation method based JPEG2000, another international compression standard, when used in lossless mode, performs slightly better than JBIG by 7%. Whereas, the latest standard for lossless image compression JPEG-LS based on prediction based method, performs best among the four international standards of lossless coding techniques. It gives a compression ratio of 6.39 which is 1.5% better than the JPEG 2000. Finally, for these images, the proposed method performs better than PNG, JBIG, JPEG2000 and JPEG-LS by 50%, 9.5%,
2.4% and approximately 1% respectively. The success of our method is primarily due to its zero block removal procedure, compression of the overheads and the switched prediction used. It should be also noted that the speed of the BST method is very much comparable with the speed of other standard methods as verified by [18]. Further investigation on improvement of the performance of our method is under way, by developing more suitable prediction methods. Motivated by the results obtained here, our next study will carry out the compression of larger database of natural images and medical images obtained by other modalities.
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ABSTRACT

Tissue deposition of normally soluble proteins, or their fragments, as insoluble amyloid fibrils causes both acquired and hereditary systemic amyloidoses, which is usually fatal. Amyloid is associated with serious diseases such as Alzheimer’s disease, type 2 diabetes, Parkinson’s Disease, Huntington’s Disease, cancer and the transmissible spongiform encephalopathies. Information concerning the structure and mechanism of formation of fibrils in these diseases is critical for understanding the process of pathology of the amyloidoses and to the development of more effective therapeutic agents that target the underlying disease mechanisms. Structural models have been made using information from a wide variety of techniques, including electron microscopy, X-ray diffraction, solid state NMR, and Congo red and CD spectroscopy. Although each type of amyloidosis is characterised by a specific amyloid fibril protein, the deposits share pathognomonic histochemical properties and the structural morphology of all amyloid fibrils is very similar. In fact, the structural similarity that defines amyloid fibres exists principally at the level of β-sheet folding of the polypeptides within the protofibril, while the different types vary in the supramolecular assembly of their protofibrils.

Keywords: Amyloid; Protofibrils; Aggregation; Neurodegenerative

1. INTRODUCTION

Amyloid fibril formation arises from the slow aggregation of intermediately folded peptide or protein molecules. During this process the protein goes from its native soluble form to insoluble fibril, which is highly β-sheet in character [1,2,3,4]. The aggregation of the amyloid β peptide has been examined in various solvents and conditions and this has led to a model by which a conformational switching occurs from an α-helix or random coil to a β-sheet structure early on the amyloid-forming pathway [5], prior to a nucleation-dependent process leading to the elongation of the fibril. Along this pathway, small oligomeric intermediates and short fibrillar structures (protofibrils) have been observed. In cross-section, the fibril appears to be composed of several subfibrils or protofibrils. Each of these protofibrils is rich in stacked β-sheet structures in which hydrogen bonded β-strands run perpendicular to the fibril’s axis, and the backbone hydrogen bonds are parallel to it [6].

The basic process of amyloid formation is known to involve the construction of fibrils from individual polypeptide monomer units held together by noncovalent interactions generated by the formation of intermolecular β-sheets or the correct stacking of intramolecular β-sheet structures [7]. Small polypeptide fragments (as small as five or six residues long) are able to form amyloid fibrils from fully denatured conformations, larger sequences, typically between 80 and 150 residues, appear to require the population of more compact or partially folded states to form amyloids [7]. In a number of systems it has been demonstrated that amyloid fibril formation by proteins in vitro is preceded by the formation of metastable, nonfibrillar forms often referred to as protofibrils. These species often have the appearance of spherical beads 2–5 nm in diameter, beaded chains, where the individual beads again have a diameter of 2–5 nm, or annular structures, formed apparently by the circularisation of the beaded chains.

Figure 1 suggests that the various fates awaiting a polypeptide chain, once it has been synthesized in the cell, will depend on the kinetics and thermodynamics of the various equilibria between various possible states [5,8]. In its monomeric state, the protein is believed to fold from its highly disordered unfolded state (3) through a partially structured intermediate state (2) to a globular native state (1) [8,9]. The unfolded and partially folded states can form aggregated species that are frequently disordered. Highly ordered amyloid fibrils can form through a mechanism of nucleation and elongation [8,9,10] showed that the β-domain is the destabilized region of the human lysozyme. This implies that the aggregation process may be initiated by intermolecular rather than intramolecular association [8,10,11].
Figure 1. A proposed mechanism for lysozyme amyloid fibril formation [8]. An intermediate structural state form of the protein (2) aggregates through the β domain (4) to commence fibril formation. This intermediate (4) shows a pattern for the development of the fibril.

Negative-stain electron microscopy (EM) showed that the amyloid fibrils associated with the various diseases mostly appear straight, and unbranched, and are 30-120 Å in diameter. They consist of two or more filamentous subunits, which twist around each other with 11.5 nm, 24 β-strand periodicity resulting in a protofilament diameter of 5-6 nm. The amyloid fibril, shown in Figure 2, is about 25-35 Å wide and consists of two or three subunit strands helically arranged with a 35-50 Å diameter repeat [12,13,14,15,16,17].

X-ray fibre diffraction showed that all types of fibrils have a common core structure [18,19,20,21]. They consist of a helical array of β-sheets along the length of the fibre. This indicates that the polypeptide chain in fibres are hydrogen-bonded together along their entire length which increases their stability [18,19,20,21]. Cross β-sheets consist of two dominant reflections: a sharp and intense meridional reflection at 4.8 Å, which corresponds to the average distance between the hydrogen-bonded β-strands that comprise β-sheets and a strong and more diffuse reflection on the equator between 9-11 Å arising from the distance between stacked β-sheets, [18,19,20,21]. The X-ray diffraction pattern of PI3-SH3 fibril is shown in Figure 3 [21]. The fibril contains two reflections: the main reflection, which is intense, occurs at 4.71 Å while the weaker reflections appear at 9.42 Å.

Figure 2. Modeling of an amyloid fibril structure. (a) Overview of the fibril structure showing protofilaments extended in regular helical twists along the length of the fibre (b) Side view of inter-sheet spacing between subprotofilaments of 9-11 Å perpendicular to the axis (c) Cross-section of amyloid fibril (d) Slightly tilted side view of the fibril showing inter-strand spacing of 4.7 Å along the fibre axis [16].
In some systems, small amounts of preformed amyloid fibrils, added to the sample to act as seeds, induce the formation of amyloid fibrils more readily if protofibrils are present in the sample rather than non-aggregated or smaller oligomeric species. This observation suggests that, in these cases at least, fibrils can form preferentially from the assembly of protofibrils. Evidence exists, however, that some oligomeric aggregates assembling into chains and rings with “bead-on-string” morphology may be off-pathway species that are not amyloid-competent [22].

The soluble precursors of amyloid deposits do not share any sequence homology or common fold. However, amyloid aggregates have common structural features: 1) they show the same optical behavior (such as birefringence) on binding certain dye molecules like Congo red; 2) they present very similar morphologies (long, unbranched and often twisted fibrillar structures a few nanometers in diameter); and 3) they display the characteristic cross-β X-ray diffraction pattern which indicates that the “core” structure is composed of β-sheets running perpendicular to the fibril axis. [5,23].

2. AMYLOIDOSIS DISEASES

Amyloid formation is associated with a number of diseases e.g. Alzheimer’s, Parkinson’s, Huntington’s, Creutzfeldt-Jakob, Spongiform and other neurodegenerative diseases in which the formation of β-sheet aggregates known as amyloid plaques that, among other features, are extremely resistant to protease action, an indication of close packed clusters. All these diseases are primarily associated with old age [3, 24,25]. It is a general observation that solubility and protease resistance depend on actual secondary structure. A helical and or random coil content has been shown to be coincident with high solubility and protease susceptibility whereas a β-sheet content has been shown to determine poor solubility and resistance to proteolysis [26,27]. The clinical classification of amyloidosis includes primary (de novo), secondary (a complication of a previously existing disorder), familial, and isolated types [28,29]. Each disease is characterized by a particular protein or polypeptide that aggregates in an ordered manner to form insoluble amyloid fibrils [30]. These amyloid fibrils are deposited in the tissues, where they are associated with the pathology of the disease [31].

There are relatively few examples of nonpathological functions. Given that many proteins have the ability to form amyloids. Among the few known functions are the amyloid curli, adhesive appendages of gram-negative bacteria, and yeast regulatory amyloids that may mediate epigenetic diversification. Recently, a natural amyloid has been found to accelerate melanin assembly in melanocytes. Amyloids have been proposed to have a role in the establishment of memory, as well. The discovery of new functions for amyloids would greatly increase our knowledge of their roles in the normal functioning of cells [32]. The role of amyloid β-peptide in the pathogenesis of neurodegenerative disorders is not completely elucidated, but its toxic effect is not necessarily correlated with senile plaque deposition, since it has been shown that the neurotoxic effect of amyloid β-peptide is independent of plaque formation in transgenic mouse models. It has been suggested that neurotoxic effects can be induced by diffusible amyloid β-peptide oligomers or by intraneuronal accumulation of amyloid β-peptide [33].

The function of the majority of proteins is attributable to its unique three dimensional structure [34]. Failure to fold to into its correct structure limits of abrogates the protein’s ability to perform the biological roles for which it was produced [35]. Not only does the aggregation of folding intermediates strips the cell of an important resource, the presence of the aggregate themselves can have dire consequence and results in a wide range of disease such as described in the Table 1.

Conformational diseases such as those in Table 1 are associated with proteins that do not attain or maintain their native structure resulting in aggregation and insolubilization [36,37]. The insoluble deposits in this disease form either plaques or fibrillar tangles within tissues and their accumulation ultimately result in cell damage or death [35,38].
3. THE ALZHEIMER’S DISEASE

Alzheimer’s disease (AD) is one of the most common neurodegenerative disorders associated with aging, and is characterized by fibrillar deposits of amyloid β (Aβ) peptides in the brain parenchyma and cortical blood vessels [5,37,39]. Patients in Alzheimer’s disease often have psychiatric manifestations of disease, such as psychosis (e.g., delusions and hallucinations) and disruptive behaviors (e.g., psychomotor agitation and physical aggression), especially in the later stages of the disease (1). One of the characteristics of brains afflicted with AD is the presence of extracellular structural elements referred to as amyloid plaques. Plaques are, in part, composed of masses of filaments, which are prone to aggregate. The most abundant forms of Aβ aggregates may cause neuronal injury directly by acting on synapses, or indirectly by activating microglia and astrocytes and therefore pharmacological interventions have been developed to target the sequential events originating from Aβ synthesis [40,41]. Usually neuritic plaques composed of amyloid β-protein (Aβ) are an early and invariant neuropathological feature of Alzheimer's disease (AD), [41]. Genetic and neuropathological studies suggest that the processing of amyloid precursor protein (APP) to yield amyloid β-protein (Aβ), and its subsequent aggregation, play important roles in the pathogenesis of Alzheimer’s disease (AD) as the numbers of Aβ plaques and Aβ burden increased over time in the brain with AD and Aβ deposition precedes clinical symptom of AD. The other pathological feature of this disease is intraneural neurofibrillary tangles [42, 43,44].

The Aβ family of peptides is derived from the enzymatic breakdown of the amyloid precursor protein (APP), a 563-770 residue membrane protein expressed in neuronal and non-neuronal tissue [45]. Patients with Down syndrome develop AD because of an extra copy of the amyloid precursor protein (APP) gene on chromosome 21 [46]. Amyloid precursor protein (APP) is a ubiquitous membrane glycoprotein encoded by a single gene on chromosome 21 and formed as a cleavage byproduct by three proteases, β-, γ- and α-secretase [47]. It’s cleavage via the α-secretase or the β-secretase pathway, often referred to as the amyloidogenic pathway. When APP is cleaved by α-secretase, it produces a large amino-terminal fragment APPα destined for secretion and a smaller carboxyl-terminal fragment. Further processing of the carboxyl-terminal fragment by γ-secretase produces a 22- to 24-residue fragment termed P3, which may or may not be amyloidogenic. Alternatively, when APP is cleaved by β-secretase it produces a soluble amino-terminal fragment, APPβ, and a carboxyl-terminal fragment containing the Aβ peptide. Cleavage of the carboxyl-terminal fragment by γ-secretase results in the formation of multiple Aβ variants of 40-43 amino acids, which are prone to aggregate. The most abundant forms are 40 and 42 amino acids in length, Aβ 40 and Aβ 42. Both forms are capable of assembling into 60-100 Å diameter β-sheet fibrils that exhibit the characteristic cross-β X-ray fiber diffraction pattern, and yield a red-green birefringence when stained with Congo red [45]. The ratio of Aβ 42 to Aβ 40 is about 1:10. Aβ 42 plays a critical role in the pathogenesis of AD since its aggregative ability and neurotoxicity are much greater than those of Aβ 40. Aβ 42 oligomers initially formed as a seed accelerate the aggregation of Aβ 40 to form the amyloid plaques that eventually lead to the neurodegeneration (amyloid cascade hypothesis) [47].

4. THE STRUCTURE OF AMYLOID IN ALZHEIMER DISEASE

The formation of insoluble Aβ deposits in the brain is a pathological hallmark of AD. If the hypothesis that the neurotoxicity of Aβ is mediated by amyloid fibril formation is correct, inhibition of Aβ fibril formation might
slow progression or prevent the disease. However, more recent studies have shown that fibrils are not the only neurotoxic structures and that Aβ also assembles into soluble forms like small oligomers and protofibrils, which could be responsible for neurotoxicity [48]. Aβ (1–40) and Aβ (1–42) differ structurally by the absence or presence of two C-terminal amino acids [49]. The amino acid sequence of the Aβ 1–42 peptide is D_{1}AEFRHDSG_{9} YEVHHQKLVFFAED_{23}VGSNK_{28}GAIIGLMVGGVV4 0_{42}, where subscripts indicate residue numbers.

The solid state NMR data are consistent with an Aβ1–40 monomer secondary structure composed of a structurally disordered N-terminal region followed by two β-strand segments connected by a “loop” or “bend” segment. Structural model resulted by NMR data support a parallel β-sheet structure in fibrils formed by both the 40 and 42-residue β amyloid peptides (Aβ 1–40, 42). Parallel β-sheets have been found by solid state NMR originally in fibrils formed by residues 10–35 of β-amyloid (Aβ 10–35) [23,31,50]. However, antiparallel β-sheets have also been found by solid state NMR in fibrils formed by shorter β-amyloid fragment. In agreement with the NMR experiment MD analysis of various structural models of short β-amyloid fragments, including parallel and antiparallel β-sheet structures suggested a strand-loop-strand structure with parallel β-sheets for Aβ10–35 fibrils [51]. Recent solid state NMR and electron microscopy experiments have shown that Aβ 1–40 can form at least two distinct amyloid fibril structures, with distinct and self-propagating morphologies and molecular-level structural features, dependent on subtle variations in fibril growth conditions. Although all Aβ1–40 fibril structures studied to date contain parallel β-sheets, distinct structures differ in the specific details of side-chain-side-chain contacts and in mass-per length (MPL) values [52].

Thin sections of amyloid fibrils formed from fragments of amyloid β (Aβ), the amyloid fibril protein of Alzheimer’s disease, show cross-sections containing five or six protofilaments [23,53,54,55,56]. The protofilaments were over 40Å in diameter and appeared as “beaded” structures with a 200 Å periodicity [53,54,57,58,59].

Electron microscopy studies have shown that amyloid fibrils consist of three to six protofilaments. It is possible that the exposed hydrophobic residues could be involved in helical packing among the protofilaments. It is known, for instance, that side-chain packing plays an important role in stabilizing helical coiled-coil bundles. While the center of pleated β-sheet structure is hydrophobic, the ends of the sheets are somewhat hydrophilic. Ionic interactions and/or hydrogen bond interactions as additional forces stabilizing the cross-β structure have been proposed [60].

Oligomerization of Aβ42 induced by the intermolecular β-sheet at positions 15–21 and 24–32 would confine this radical species in the oligomer, making it possible to damage the cells continuously. However, this oligomer would not lead to the fibrils since the C-terminal β-sheet is intramolecular (Figure 4(b)). As shown in Figure 4(a) and (b), the C-terminal residues in Aβ42 play a critical role in its aggregative and neurotoxicity [61] and the intermolecular β-sheet in the C-terminal region of Aβ42 seems to be preferable to long fibrils [47,62]. Aβ (1-42) did not adopt a unique fold, but rather a mixture of rapidly interconverting conformations that were classified into three distinct families. The secondary structure analysis revealed that these conformations were dominated by loops and turns but that some helical structure formed in the C-terminal hydrophobic tail. Experimental studies of full-length Aβ monomers in water (organic solvent mixtures) showed that the monomer structure consists of two α-helical regions connected through an exible turn- or bend-like kink. The model of one helical turn of the twisted pleated β-sheet is composed of 48 monomers of Aβ. Each monomer contains an antiparallel β-sheet. Overall, there are 96 β-strands. Four strands form a unit and 24 units stack together along the fibril axis. If each unit were twisted by 15° relative to its immediate neighbors (above and below) in the same way, 24 units would make a complete helical turn, with the

---

**Figure 4.** (a) A representation of the hydrophobic residue at the C-terminus of Aβ42 [61]. (b) The intramolecular anti-parallel β-sheet at the C-terminus of Aβ42 [112].
helical axis parallel to the fibril axis. Given that the angle between the two immediate strands from two different monomers was set at 15°, the helical twist formed by the 24 units in the model was actually nearly a complete turn (~350°). Four strands in each unit layer are in an identical orientation, and those between two adjacent (above, below) unit layers are in an antiparallel arrangement (Figure 5(a) and (b)). In other words, the unit layers stack in an antiparallel fashion. The distances between the two adjacent strands in different unit layers and that between two strands within a unit layer are ~4.7 and ~9.7 Å, respectively (Figure 5(c) and (d)). These distances are consistent with results from x-ray fibril diffraction studies on amyloid fibrils. NMR experiments on Aβ (10-35) monomer structure in an aqueous solution show a collapsed structure with loops, strands, and turns without any significant amount of α-helical or β-strand content. These studies suggest that Aβ monomer structure is very sensitive to external conditions, such as temperature, pH, and solvent. An Aβ (1-40) monomer structure considered with little α-helix or β-strand at low temperatures. As the temperature was increased to physiological, substantial β-sheet content developed. A folded Aβ (1-42) monomer, but not an Aβ (1-40) monomer, possesses a turn at G37-G38 stabilized by a hydrophobic interaction between V36 and V39 [63]. Preliminary cryo-electron microscopy of the amyloid fibrils form Aβ (11-25) and from Aβ (1-42) revealed that although they resembled one another closely in diameter and morphology, Aβ (11-25) appeared to form more consistently homogeneous, straight, uniform fibrils with clearly defined edges (Figure 6(a). The Aβ (1-42) fibril showed less contrast, poorly defined edges and did not appear as straight or rigid (Figure 6(b). Close inspection of Aβ (1-42) fibril images did not reveal any additional features (Figure 6(b). The Aβ (1-42) fibrils showed the spacing between the bands measured 4.7-4.8 Å, which corresponds to the hydrogen bonding distance between β-strands. These results appear to directly reveal the β-sheet structure a single amyloid fibril [5,56]. A model has been suggested for Aβ amyloid protofilaments in which, Aβ (12-42) folds into a β-hairpin and associates into four β-sheets, which twist around a central axis. In these models the β-strands are in register between the sheets. Aβ (11-25) fibrils were more ordered, uniform structures. Aβ (1-42) fibrils appeared to have less defined edges and this meant that selecting fibril images was more difficult. It is possible that this is because Aβ (1-42) fibril structure is complicated by loops and disordered protein around the periphery of the fibrils whereas Aβ (11-25) fibrils constitute the core β-sheet structure. The β-strands clearly run perpendicular to the fibre axis. The strong, obvious striations visible across the fibre in these projections indicate that the β-sheets within the
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fibril are likely to be in exact register with one another, 
where a β-strand of one sheet is in register with the 
β-strand of the adjacent sheet, so that the strands rein-
force one another in the image. Amyloid fibrils com-
posed of Aβ peptide are composed of continuous β-sheet 
structure where the β-strands run perpendicular to the 
fibre axis.

Electron microscopy has been used as a tool to exam-
ine the structure and morphology of these aggregates 
from ex vivo materials, but predominantly from synthetic 
amyloid fibrils assembled from proteins or peptides in vitro. Electron microscopy has shown that the fibrils are 
straight, unbranching, and are of a similar diameter (60-
100 Å) irrespective of the precursor protein. Image pro-
cessing has enhanced electron micrographs to show that 
amyloid fibrils appear to be composed of protofilaments 
wound around one another. In combination with other 
techniques, including X-ray fiber diffraction and solid 
state NMR, electron microscopy has revealed that the 
internal structure of the amyloid fibril is a ladder of β-
sheet structure arranged in a cross-β conformation [64].

The nonfibrillar oligomeric species are pathogenic, al-
though reports differ as to whether soluble dimers or 
higher molecular weight protofibrils are toxic. The 
highly amyloidogenic Aβ 42 forms soluble oligomers 
extremely rapidly and Aβ 42 could form the pathogenic 
oligomeric species and/or amyloid fibrils and deposit in 
senile plaques faster than Aβ 40 [23,31,50,65].

Numerous evidence suggests that β-amyloid found 
abundantly in the brains of Alzheimer disease patients, 
is toxic in neuronal cell cultures through a mechanism in-
volving free radicals. Therefore, anti-amyloid strategies 
are currently being investigated to lower the production 
of Aβ. Vitamin E prevents the oxidative damage induced 
by β-amyloid in cell culture and delays memory deficits 
[66], Another approach is using inhibitor investigation of 
anti-amyloid strategies to lower the production of Aβ. 
Using of chemical agents such as Congo red, rifampicin 
and benzo furans can prevent Aβ oligomerization and the 
formation of neurotoxic protofibrils but are not appro-
propriate in vivo due to their toxicity [67,68].

5. HUNTINGTON

Huntington’s disease (HD) is an autosomal-dominant 
neurodegenerative disorder caused by a CAG triplet re-
pet expansion coding for a poly-glutamine (polyQ) se-
quence in the N-terminal region of the Huntington (htt) 
protein [69]. The first symptoms of Huntington’s disease 
usually occur in the third to fifth decade [70]. As the 
disease progresses, a variety of motor, emotional/ behav-
ioral, and cognitive symptoms are experienced, includ-
ing unsteadiness, trouble holding onto things, trouble 
walking, changes in sleeping patterns, delusions and 
hallucinations, intellectual decline, and memory loss 
Which Psychiatric symptoms are among the most com-
mon features [71,72].

CAG repeats resulting in long polyglutamine tracts 
have been implicated in the pathogenesis of at least eight 
neurodegenerative diseases including Huntington and 
several spinocerebellar ataxias [73]. Normally, Hunting-
ton is a cytoplasmic protein expressed at high levels in 
the striatal neurons vulnerable to degeneration in HD
and at low or undetectable levels in the neurons resistant to degeneration. In HD brain, N-terminal fragments of mutant huntington were reported to accumulate and form inclusions in the nucleus and identified as a characteristic neuronal intracellular inclusion (NI) [74]. This inclusions contained β-pleated sheet stabilized by hydrogen bonds. In several cases, NI is spherical aggregates, sometimes assembled by insoluble amyloid-like fibrils. Aggregates outside the nucleus have also been observed, but it has been shown recently that nuclear localization is required for toxicity [75]. The poly-Q disorders are also associated with the formation of neuronal nuclear inclusions (NI) whose average size is about 5–7 μm, and formed by aggregates of the protein with the expanded polyglutamine sequence [75,76,77].

The hypothesis that amyloid structures are formed in Huntington’s disease (HD) is supported by evidence that polyglutamine forms amyloid like protein aggregates in vitro, which stain with Congo Red (a histological stain for amyloid) and exhibit green birefringence under polarized light, [78,79]. Ultrastructural studies of brains of HD transgenic mice revealed neuronal intranuclear inclusion that contained aggregated huntingtin protein with granular or fibrillar morphology. Neuronal intranuclear inclusion with similar structural features also were detected in postmortem brains of HD and spinocerebellar ataxia type 3 patients as well as in stable and transiently transfected cell lines. Furthermore, recombinant proteins with an expanded poly(Q) stretch (51–122 glutamines) were found to form insoluble high molecular weight protein aggregates in vitro [80].

Increasing PG length correlates with the number of inclusions, which contributes to earlier onset of illness. In vivo inclusions occur primarily in subpopulations of neurons that are affected in the illnesses. In vitro expression of PG tracts has been shown to lead to aggregation of proteins by either cross linking or by polar-zipper hydrogen bonding [81,82]. Consistent with this, it was found that the rate of aggregate formation in vitro directly correlates with repeat length: the longer the poly(Q) tract, the faster the aggregation rate. Similarly, the protein concentration required for aggregate formation decreased with an increase of the poly(Q) repeat length. In vitro aggregation of N-terminal, poly(Q)-containing huntingtin peptides is self initiated and, like a crystallization or Aβ formation, follows a nucleation-dependent pathway. [83].

Thus the formation of amyloid-like huntingtin aggregates in vitro not only depends on poly(Q) repeat length but also critically depends on protein concentration and time [79]. Among these, formation of ordered huntingtin aggregates is highly poly(Q) repeat length-dependent, which correlated the age of onset and the severity of HD. The majority of adult-onset cases have expansions ranging from 41 to 55 units, whereas expansions of 70 and above invariably cause the juvenile form of the disease. Interestingly, pathological effects occur in patients only when the length of poly-Q exceeds a rather sharp threshold of 35±40 glutamines. Thus length of the poly-Q tract correlates directly with the age of onset and with the severity of the symptoms in the diseases [79,83].

Discovery of the gene underlying HD can be used as a genetic therapy for a logical step towards finding a cure. Animal models that closely mimic the neurobiological and clinical symptoms of the disease can be used to test experimental treatments for HD across different stages of the disease [71,84].

6. PARKINSON

Parkinson’s disease (PD) is an age-related neurodegenerative disorder. In 80% cases PD is most common Parkinsonism which clinically is a syndrome characterized by tremor at rest, rigidity, slowness or absence of voluntary movement, postural, instability, and freezing. PD is a progressive disease, which affects both women and men. It has an effect on ~1% of people beyond 65 years of age, with a higher prevalence in men [85-88]. The postmortem PD substantia nigra is characterized by sporadic intraneuronal cytoplasmic inclusions known as Lewy bodies (LB). The presence of Lewy bodies are associated with neurodegenerative disorders such as sporadic and familial Parkinson’s disease (PD), dementia with LBs and the LB variant of Alzheimer’s disease. The principal component of LBs is the protein α-synuclein, but they also contain various amounts of other proteins, including the molecular chaperones, αB-crystallin, clusterin, torsin A, Hsp27 and Hsp70 [89,90,91,92,93].

α-Synuclein protein and a fragment of it, called NAC, α-Synuclein is a presynaptic protein, which was originally identified as the precursor protein for the non-β-amyloid component (NAC) of Alzheimer’s disease (AD) senile plaques. NAC is a 35 amino acid peptide comprising amino acids 61-95 of the α-syn sequence and has been identified as the second major constituent in the plaques of AD brains [94,95,96]. The formation of NAC peptides in a crossed β-pleated sheet conformation was assessed by thioflavine-S staining. Only the aged samples of NAC(1-35) and NAC(1-18) were thioflavine-S positive, indicative of the presence of amyloid-like filaments [97,98].

The involvement of α-synuclein in neurodegenerative diseases was first suspected after the isolation of a α-synuclein fragment (NAC) from amyloid plaques in Alzheimer’s disease (AD). Later, two different α-synuclein mutations were shown to be associated with autosomal-dominant Parkinson’s disease (PD), but only in a small number of families. However, the discovery that α-synuclein is a major component of Lewy bodies and Lewy neurites, the pathological hallmarks of PD, confirmed its role in PD pathogenesis [99].
Two autosomal dominant mutations in the α-synuclein gene were linked to familial early onset PD: A53T and A30P. The mutations, A30P and A53T, do not affect the conformational behavior of the monomeric protein; wild-type α-synuclein (WT), A53T, and A30P are all “natively unfolded” at low concentration. At higher concentrations, WT, A53T, and A30P all form amyloid fibrils of similar morphology by what appears to be a nucleation-dependent mechanism [97]. All three proteins also produce nonfibrillar oligomers that may be assembly intermediates, analogous to the Aβ protofibril. Fibrilization of α-synuclein is clearly accelerated by the A53T mutation but the effect of the A30P mutation on fibril formation has not been determined, although A30P accelerates the formation of nonfibrillar oligomers and the disappearance of unsedimentable protein from solution [100,101]. Circular dichroism spectroscopy indicated that α-synuclein undergoes a conformational change from random coil to β-sheet structure during assembly. X-ray diffraction and electron diffraction of the α-synuclein assemblies showed a cross-β conformation characteristic of amyloid [90].

In vitro multiple factors have been shown to accelerate α-synuclein aggregation. In aqueous solution, α-synuclein is natively unfolded within extended structure composed of random coil without a hydrophobic core. In vivo, it binds to rat brain vesicles via the first four 11-mer N-terminal repeats. In vitro, it binds to monolayer phospholipid membranes, acquiring an α-helical secondary structure probably formed by the seven N-terminal 11-residue repeats containing the conserved core sequence Lys-Thr-Lys-Glu-Gly-Val [102]. Therapeutic strategies aimed to prevent this aggregation are therefore envisaged. Although little has been learned about its normal function, α-synuclein appears to interact with a variety of proteins and membrane phospholipids, and may therefore participate in a number of signaling pathways. In particular, it may play a role in regulating cell differentiation, synaptic plasticity, cell survival, and dopaminergic neurotransmission. Thus, pathological mechanisms based on disrupted normal function are also possible [102,103].

7. SPONGIFORM AND FAMILIAL AMYLOIDOSIS DISEASES

The transmissible spongiform encephalopathies (TSEs) or prion diseases form a group of fatal neurodegenerative diseases including bovine spongiform encephalopathy, Creutzfeldt-Jakob Disease (CJD) and Gerstmann-Sträussler-Scheinker syndrome (GSS). TSEs, or prion diseases, are mammalian neurodegenerative disorders characterized by a posttranslational conversion and brain accumulation of an insoluble, protease-resistant isofrom (PrPSc) of the host-encoded cellular prion protein (PrPc) [104]. The diseases are rare, but outbreaks of acquired forms of CJD, such as variant CJD and iatrogenic CJD with cadaveric growth hormone or dura grafts, have prompted the development of therapeutic interventions and new diagnostic methods [105]. In humans, prion diseases result from infectious modes of transmission, Gerstmann-Sträussler-Scheinker Syndrome, Fatal Familial Insomnia; and modes of transmission. The clinical symptoms associated with each of the human prion disease forms vary dramatically [106,107].

Cellular prion protein, PrPC, is a predominantly α-helical glycoprotein that remains attached to the outer membrane of the cells through a glycosphatidyl inositol linkage. A β-sheet-rich conformational isoform of PrPc, termed PrPsc, has been considered to be the infectious agent of the fatal neurodegenerative diseases transmissible spongiform encephalopathies (TSE) and its hereditary forms of spongiform encephalopathies (SE). [104]. PrPSc exists as oligomers and amyloid polymers (fibres) and, unlike PrPc, is resistant to digestion by proteinase K (PK), which is considered as an indicator of formation of PrPsc. However, PrPc may undergo disease-associated structural modifications that do not lead to a protease-resistant molecule, indicating that prion disease can occur in the absence of PrPSc; further protease-resistant prion protein forms without any infectivity can be generated. [108].

Familial amyloidosis may occur in patients with familial Mediterranean fever or it may arise from transthyretin mutations. Approximately 30 such mutations have been described [28]. Transthyretin, previously called prealbumin because it migrates ahead of albumin in standard electrophoretic separations, is a serum carrier of thyroid hormones and vitamin A. The mutant transthyretin is deposited as extracellular twisted β-pleated sheet fibrils in peripheral somatic and autonomic nerves and visceral organs; it causes autonomic and peripheral somatic disorders, and the disease is ultimately fatal [28]. Clinically, patients are susceptible to neuropathic, cardiopathic, or nephropathic complications. Type I familial hereditary generalized amyloidosis is inherited as an autosomal dominant gene mutation with a single amino acid substitution of methionine for valine at position 30 in transthyretin [28].

8. CONCLUSIONS

The topics discussed in this review provide a great deal of evidence for the proteins that have an intrinsic capacity of aggregating and forming structures such as amyloid fibrils. Aggregates are most commonly formed from the interaction of partially folded intermediates containing significant native-like structure. These interactions involve extended chain or β-sheet-like conformations. Thus, both ordered and disordered aggregates show increased β structure relative to the native conformation (in the case of all-β-proteins, the increased β structure is dis-
tinct from that of the native protein).

Misfolded and aggregated species are likely to owe their toxicity to the exposure on their surfaces of regions of proteins that are buried in the interior of the structures of the correctly folded native states. The exposure of large patches of hydrophobic groups is likely to be particularly significant as such patches favour the interaction of the misfolded species with cell membranes [109,110,111]. Interactions of this type are likely to lead to the impairment of the function and integrity of the membranes involved, giving rise to a loss of regulation of the intracellular ion balance and redox status and eventually to cell death. The data reported so far strongly suggest that the conversion of normally soluble proteins into amyloid fibrils and the toxicity of small aggregates appearing during the early stages of the formation of the latter are common or generic features of polypeptide chains. Moreover, the molecular basis of this toxicity also appears to display common features between the different systems that have so far been studied.

Amyloidosis comprises a group of diseases in which protein tissue deposits have common morphologic structural, and staining properties but variable protein composition [28,37]. In this review we highlighted the relevance of amyloid fibril formation of different protein to diseases. The fibrillar morphology, diagnostic staining characteristics and underlying β-sheet structure of the proteins deposits led to them being classified as amyloid fibrils, and the diseases are now regarded as a protein misfolding disease. There are still many outstanding and critical questions regarding protein aggregation. Among these are questions about the detailed mechanism of the aggregation process, factors determining the kinetics of aggregation, the structural nature of the intermolecular interactions, and how aggregation may be effectively and efficiently prevented, especially in vivo.
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Appendix

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APP</td>
<td>Abbreviation: Amyloid precursor protein</td>
</tr>
<tr>
<td>AD</td>
<td>Alzheimer’s disease</td>
</tr>
<tr>
<td>HD</td>
<td>Huntington’s disease</td>
</tr>
<tr>
<td>PD</td>
<td>Parkinson’s disease</td>
</tr>
<tr>
<td>LBs</td>
<td>Lewy bodies</td>
</tr>
<tr>
<td>TSEs</td>
<td>Transmissible spongiform encephalopathies</td>
</tr>
</tbody>
</table>
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ABSTRACT

The brain is a highly complex system. Understanding the behavior and dynamics of billions of interconnected neurons from the brain signal requires knowledge of several signal-processing techniques, from the linear and non-linear domains. The analysis of EEG signals plays an important role in a wide range of applications, such as psychotropic drug research, sleep studies, seizure detection and hypnosis processing. In this paper we accomplish to analyze and explore the nature of hypnosis in Right, Left, Back and Frontal hemisphere in 3 groups of hypnotizable subjects by means of Fuzzy Similarity Index method.
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1. INTRODUCTION

The analysis of EEG signals plays an important role in a wide range of applications, such as psychotropic drug research, sleep studies, seizure detection and hypnosis processing. Still it is unclear that what happens in the brain during hypnosis. Changes in different EEG frequencies have already been reported in association with hypnosis; however, it is difficult to compare different studies with each other because of methodological differences as well as different criteria when selecting subjects for experiments. EEG during pure hypnosis would differ from the normal non hypnotic EEG [1].

Various EEG analysis methods have been proposed in the literature, and some of these methods achieved good results in specific applications [2].

Today’s Fuzzy theory is one of principal method of researches. A number of basic concepts and methods already introduced in the early stages of the theory have become standard in the application of fuzzy-theoretic tools to medical artificial intelligence subjects [3].

The notion of similarity involves an elaborate cognitive whenever the assessment of similarity should reproduce the judgment of a human observer based on qualitative features, it is appropriate to model it as a cognitive process that simulates human similarity perception.

Among the various knowledge representation formalisms that have been proposed as ways of reasoning in the presence of uncertainty and imperfect knowledge, a situation typical to the human cognitive processes, fuzzy logic has very important features because:

- Fuzzy set theory has been proved a plausible tool for modeling and mimicking cognitive processes, especially those concerning recognition aspects, and
- Fuzzy set theory is able to handle qualitative non-numerical descriptions, approximate class memberships and possibility reasoning [4,5].

In this study we propose to explore the nature of hypnosis in Right, Left, Back and Frontal hemisphere in 3 groups of hypnotizable subjects by means of Fuzzy Similarity Index method.

2. FUZZY SIMILARITY INDEX (FSI)

To identify the change state of a system, one of the simplest methods is to compare the feature sets of the present state and ones of the previous states. If the both states are very similar, then it means that the feature sets does not show a large change. After the feature extraction process, a fuzzy membership function can be used to transfer the present and previous features as two fuzzy sets. The parameters of the fuzzy membership function can be determined by the features. Fuzzy sets can be obtained from the feature sets of the signals under study by repeating the fuzziness process. Suppose two fuzzy sets A and B and each set includes N features \(x_1, x_2, ..., x_N\), a reliable and simple method can be used to compute the similarity between the two fuzzy sets, A and B as follows:
where $1 - |\mu_A(x_i) - \mu_B(x_i)|$ can be regarded as the similarity degree of fuzzy sets A and B on the features $x_i$. $S(A, B)$ is the average of the similarity degree of fuzzy sets A and B, called fuzzy similarity index. The range of $S(A, B)$ is from 0 to 1, which corresponds to the different similarity degree. $S(A, B) = 1$, means the two signals are identical; otherwise there exist a difference between the two signals [5].

Decision making is performing in two stages: feature extraction by computing the entropy and energy of each signal and computing fuzzy similarity index of feature sets between the reference EEG signals and the other classes of EEG signals.

### 2.1. Experimental Data

EEG data used in this study was collected by Ali Moti Nasrabadi [6]. The data collected from 32 Right hand subjects, 4 low (below 20 at Stanford scale), 16 medium (between 20–40) and 12 subjects were high (more than 40) hypnotizable. EEG signals are obtained from subjects using 19 electrodes placed at fp2, fp1, f8, f4, fz, f3, f7, t4, c4, c2, c3, t3, t6, p4, p2, p3, t5, o2, o1 locations. The electrodes are positioned as per the international 10-20 system illustrated in Figure 1 [7].

The sampling frequency was 256 Hz. To explore the relation of hypnotizability and similarity of Right–Left and Frontal-Back hemispheres during the hypnosis process between the 3 groups of hypnotizable subjects, 16 and 14 channels of electrodes placed at the fp2, fp1, f8, f4, f3, f7, t4, c4, c2, c3, t3, t6, p4, p2, p3, p4, f8, f7, t6, t5, o1, o2 (Right-Left) and fp1, fp2, f3, f4, fz, pz, p3, p4, f8, f7, t6, t5, o1, o2 (Frontal-Back) locations was chosen respectively.

### 3. FEATURE EXTRACTION

In this experiment a simple algorithm is used to extract the features from the EEG signals. Although Similarity Index method is usually perform with two features (energy, entropy) we decided to find the best features which could discriminate 3 groups of hypnotizability in Left-Right and Frontal-Back hemispheres during hypnosis.

We performed the similarity index method with 3 kinds of features, at first exam we use the usual features, energy and entropy, at second we use the entropy, Higuchi fractal dimension and at third, entropy, Higuchi and frequency band features were used.

### 3.1. Entropy

An entropy measure (Shannon’s entropy) can be calculated directly from the EEG data samples by examining the probability distribution of the amplitudes of the data values:

$$SE = - \sum_{i=1}^{M} p_i \log(p_i)$$

where, $M$ is the number of bin that the amplitudes of the EEG are partitioned into and $p_i$ is the probability associated with the $i_{th}$ bin.

### 3.2. Fractal Dimension

Fractal dimension can be used as a feature to show the complexity and self similarity of the signal. It has a relation with entropy, and entropy has a direct relationship with the amount of information inside a signal. Fractal dimension can be interpreted simply as the degree meandering (or roughness or irregularity) of a signal.

Consider $x(1), x(2), ..., x(N)$ be the time sequence to be analyzed. Construct $x(1), x(2), ..., x(N)$ new time series $x^k_m$ as

$$x^k_m = \{x(m), x(m + k), ..., x(m + \lfloor (N - m)/k \rfloor)\}$$

For $m = 1, 2, ..., k$ where $m$ indicates the initial time value, $x(1), x(2), ..., x(N)$ indicates the discrete time interval between points(delay) and $\lfloor a \rfloor$ means integer part of a.

for each of curves or time series $x^k_m$ constructed, the average length $L(m, k)$ is computed as

$$L(m, k) = \frac{(N - 1)}{k} \sum_{i=0}^{\lfloor (N - m)/k \rfloor - 1} |x(m + ik) - x(m + (i + 1)k)|$$

where $N$ is the length of time sequence and $(N - 1)/\lfloor \text{int}(N - m)/k \rfloor$ is a normalize factor. Total average length $L(k)$ is computed for all time series having the same delay $k$ but different $m$ as:

$$L(k) = \sum_{m=1}^{k} L(m, k)$$

This procedure is repeated for each $k$ ranging from...
1 to $k_{\text{max}}$. The total average length for delay $k$, $L(k)$, is proportional to $k^{-D}$ where $D$ is fractal dimension by Higuchi’s method [8].

3.3. Frequency Band

EEG contains different specific frequency components, which carry the discriminative information. Normally, most waves in the EEG can be classified as alpha, beta, theta and delta waves. The definition of the boundaries between the bands is somewhat arbitrary, however, in most of applications these are defined as; delta (less than 4 Hz), theta (4-8 Hz), alpha (8-13 Hz) and beta (13-30 Hz). When the awake person’s attention is directed to some specific type of mental activity, the alpha waves are replaced by asynchronous, higher frequency beta waves. Beta waves occur at frequencies greater than 13 Hz. Theta waves have frequencies between 4 and 8 Hz. They occur normally in parietal and temporal regions in children, but they also occur during emotional stress in some adults. Theta waves also occur in many brain disorders, often in degenerative brain states. Delta waves include all the waves of the EEG with frequencies less than 4 Hz, and they occur in very deep sleep, in infancy and in serious organic brain disease. Therefore, EEG contains different specific frequency components, which carry the discriminative information [5].

4. STATISTICS

In order to reveal any statistically significant differences between any two conditions, the ANOVA method was used separately for each type. Statistical significance was assumed where $p < 0.05$ (only statistically significant values are displayed).

5. RESULTS

In this research we compare the similarity between hypnosis in Left-Right and Frontal-Back hemisphere separately like previous steps and gathered the obtained results.

Furthermore, we evaluated the ability of FSI to discriminate 3 groups of hypnotizability by means of receiver operating characteristic (ROC) curves. ROC curve is a graphical representation of the trade-offs between sensitivity and specificity. Accuracy quantifies the total number of subjects precisely classified. The area under the ROC curve is a single number summarizing the performance. ROC indicates the probability to predict the hypnosis scale of a randomly selected hypnotizable subject. Although the set of entropy, Higuchi and frequency band (low and high) could discriminate C3 & C4 channels in Left-Right hemisphere, ROC curve value has the acceptable value for discrimination (0.753), and similar to this result in Frontal-Back hemispheres only F8 & T6 (0.721) with energy and entropy features has the acceptable ROC curve value, so there should be a trade off between features set, ANOVA and ROC curve results.

Figure 2 represents the ROC curves obtained at Left-Right and Frontal-Back hemispheres with highest discrimination. The highest ROC (0.753 for Left-Right and 0.721 for Frontal-Back hemispheres) values were achieved in C3 & C4 and F8 & T6 channels respectively. Table 1 and Table 2 shows the features, discriminated channels, $p$ and ROC value for Left-Right and Frontal-Back hemisphere respectively.

6. DISCUSSION

The differences between three groups were statistically significant in 19 channels ($p < 0.05$; ANOVA). Our results agree with previous studies that have analyzed electromagnetic brain recordings with different features. Significant differences were found between the Frontal-Back and Left-Right hemispheres in medium hypno

![Figure 2. Roc curves showing the discrimination between Left-Right and Frontal-Back hemispheres and hypnotizability scale: (a) Left-Right hemisphere (Medium hypnotizability), (b) Frontal-Back hemispheres (medium hypnotizability).]
Table 1. The features, discriminated channels, p and ROC values for Left-Right Hemispheres.

<table>
<thead>
<tr>
<th>Features</th>
<th>Discriminate channels</th>
<th>sig.&lt;0.05</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy, Entropy</td>
<td>non</td>
<td>non</td>
<td>non</td>
</tr>
<tr>
<td>Entropy, Higuchi</td>
<td>non</td>
<td>non</td>
<td>non</td>
</tr>
<tr>
<td>Energy, Entropy, Frequency Band(low)</td>
<td>C3&amp;C4</td>
<td>0.011</td>
<td>0.753</td>
</tr>
<tr>
<td>Energy, Entropy, Frequency Band(high)</td>
<td>C3&amp;C4</td>
<td>0.043</td>
<td>0.518</td>
</tr>
<tr>
<td>Energy, Entropy, Frequency Band(low &amp; high)</td>
<td>non</td>
<td>non</td>
<td>non</td>
</tr>
</tbody>
</table>

Table 2. The features, discriminated channels, p and ROC values for Frontal-Back Hemispheres.

<table>
<thead>
<tr>
<th>Features</th>
<th>Discriminate channels</th>
<th>sig.&lt;0.05</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy, Entropy</td>
<td>F8&amp;T6</td>
<td>0.042</td>
<td>0.721</td>
</tr>
<tr>
<td>Entropy, Higuchi</td>
<td>PZ&amp;FZ</td>
<td>0.036</td>
<td>0.389</td>
</tr>
<tr>
<td>Energy, Entropy, Frequency Band(low)</td>
<td>non</td>
<td>non</td>
<td>non</td>
</tr>
<tr>
<td>Energy, Entropy, Frequency Band(high)</td>
<td>P4&amp;F4-T5&amp;F7</td>
<td>0.016-0.006</td>
<td>0.198-0.389</td>
</tr>
<tr>
<td>Energy, Entropy, Frequency Band(low &amp; high)</td>
<td>PZ&amp;FZ</td>
<td>0.031</td>
<td>0.555</td>
</tr>
</tbody>
</table>

tizable subjects. The discriminated channels were analyzed by means of a ROC curve. The highest ROC (0.753 for Left-Right and 0.721 for Frontal-Back hemispheres) values were achieved in C3 & C4 and F8 & T6 channels respectively.
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ABSTRACT
In this paper, we present our investigation on the morphological and autofluorescence characteristics of the cones and rods using two-photon excitation with a femtosecond Ti: sapphire laser. The results show that the microstructures of the photoreceptor layers can be visualized at submicron level without any staining or slicing. The morphology and spatial distribution of the cones and rods can be resolved by autofluorescence imaging. The autofluorescence in the photoreceptor outer segments is much stronger than other layers, but susceptible to light-induced damage.
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1. INTRODUCTION
There are two basic types of photoreceptors, rods and cones, which are of different shapes and involved in different visual functions. Rods are highly sensitive to the weak and faint light, which are used for vision under dark-dim conditions at night. Cones are the basis of our color perceptions since they have different wavelength sensitivity and the consequent pathways of connectivity to the brain. The dysfunction of photoreceptors is one of most important factors of ocular fundus diseases, such as retinitis pigmentosa (RP), age-related macular degeneration (AMD), glaucoma, and so forth. [1,2] Retinitis pigmentosa is the leading cause of inherited blindness, which is characterized by progressive loss of visual function related to death of rods then cones, and leads to the breakdown of the photoreceptor outer segment disc membranes. Patients with retinitis pigmentosa (RP) show various symptoms. The onset is often gradual and insidious, and many patients fail to recognize the manifestations of this condition until it has progressed significantly. When patients do report symptoms, they commonly include difficulty with night vision (nyctalopia) as well as loss of peripheral vision. In addition, age-related macular degeneration (AMD) is a slowly progressive disease that is related to the abnormal accumulation of lipofuscin, which is located in the retinal pigment epithelium (RPE) cells and is a byproduct of incomplete digestion of photoreceptor outer segment disc membranes. Generally, the people who suffer from AMD have an early abnormal condition and experience minor visual loss. For many of these people, macular degeneration will not progress to a more serious condition. But for the others, macular degeneration may lead to severe loss of visual acuity (or centralvision). [3]

Fortunately, with the advent of near infrared femtosecond laser, multiphoton excitation fluorescence microscopy, which is based on simultaneous absorption of two or more photons, has become a novel and powerful tool in biomedical imaging. [4] It enables the possibilities to investigate the autofluorescence and spatial distribution of photoreceptors at early stage of ocular diseases, since it can increase the penetrability through the thick biological tissue and provide high-resolution imaging of endogenous fluorophores in biological tissue. [5,6] And also, Multiphoton microscopy can facilitate the simultaneous excitation of different endogenous fluorophores in biological specimens at submicron level, which benefits to the identification and evaluation of the morphological and autofluorescence characteristics of the photoreceptors. Several endogenous fluorophores exist in the photoreceptors, e.g., all-trans-retinol, NAD (P) H, A2-PE, FAD etc, which are all related to the metabolism and visual cycle. [7,8,9,10] Therefore, multiphoton microscopy can be used to investigate the autofluorescence characteristics of photoreceptors.

In this study, layered-resolved autofluorescence imaging using two-photon excitation has been performed, which can provide not only structural, but also functional information about the different layers of photoreceptors, particularly photoreceptor inner and outer segments which are vital functional layers in the photoreceptors and significant for the early diagnosis of the retinal diseases.

2. MATERIALS AND METHODS

2.1. Materials

Fresh porcine eyes are supplied by the local slaughterhouse and extracted immediately after slaughtering within one hour. The eyeballs are transported to the lab in PBS (PH 7.16)/normal saline solution and kept in a freezing box (0-4℃). The eyes are kept in the PBS (PH 7.16)/normal saline solution for less than 30 minutes before experiment. A 6mm-diameter retina-RPE-choroid-sclera complex near the macula (both the rods and cones are in existence) is trephined and the neurosensory retina is peeled off gingerly. The side that connects with the RPE cells is kept down to contact the slip of a specially designed chamber. All the specimens are freshly prepared without fixing, slicing and labeling.

2.2. Methods

The experiment is performed on an inverted confocal laser scanning microscope (Leica TCS SP2). A modelocked femtosecond Ti: sapphire laser (Coherent Mira 900F) is coupled to the microscope for two-photon excitation of the specimen. The Ti: Sapphire laser produces ultrashort laser pulses with tunable wavelength from 700nm to 980nm, a pulse width of about 120 fs and a repetition rate of 76 MHz. The excitation wavelength in this experiment is 800nm. A 63×/NA1.32 oil-immersion objective is used to focus the excitation light onto the specimen and collect the autofluorescence from the photoreceptors.

3. RESULTS AND DISCUSSIONS

Both the rod and cone photoreceptors are consisted of four parts, i.e., the outer segment, the inner segment, the nuclear region and the synaptic terminal. The outer segment is filled with stacks of membranes containing the visual pigment molecules such as rhodopsins. The inner segment contains mitochondria, ribosomes and membranes where opsin molecules are assembled and passed to the outer segment discs. The nuclear region contains the nucleus of the photoreceptor cell and the synaptic terminal is responsible for the neurotransmission to second order neurons.

Usually rod photoreceptors are slim rod-shaped structures with their inner and outer segments filling the area between the larger cones in the subretinal space and stretching to the pigment epithelium cells. Rod cell bodies make up the remainder of the outer nuclear layer below the cone cell bodies. Cone photoreceptors, on the other hand, are robust conical-shaped structures that have their cell bodies situated in a single row right below the outer limiting membrane and their inner and outer segments protruding into the subretinal space towards the pigment epithelium. Apical processes from the pigment epithelium envelope the outer segments of both rods and cones.

In our study, we obtain the image of rod and cone photoreceptors nicely aligned along vertical and horizontal directions using two-photon excitation fluorescence microscopy and we also identify the fluorophores in photoreceptor outer segments by analyzing the spectrum, intensity, distribution and components of autofluorescence [11]. Figure 1 shows the cross-sectional autofluorescence image of photoreceptors, in which individual cones and rods are clearly resolved. The XZ image of the different photoreceptor layer structures are distinguished accurately with submicron resolution. The autofluorescence in the photoreceptor outer segments is much stronger than other layers, since the outer segment is abundant in many fluorophores, such as all-trans-retinol, A2-PE, FAD, etc.

The XY image of the photoreceptor outer segment is shown in Figure 2. Because the photoreceptor outer segment is connected with the RPE cells, when the photoreceptor outer segments is separated from the

![Figure 1. Cross-sectional autofluorescence image of photoreceptors excited by two-photon excitation. (λ Ti: Sapphire=800nm).]

![Figure 2. Autofluorescence image of photoreceptor outer segment excited by two-photon excitation. (λ Ti: Sapphire=800nm).]
RPE cells, the outer segment at top may be disarranged, but the pillar-like shape can be observed (Figure 2(a)). When focusing the imaging plane slightly into the specimen, we can see the rod is aligned annularly, round in shape and 2 µm in diameter (Figure 2(b)) and the center is dark. With focusing the objective further into the specimen, the autofluorescence of cone outer segment, which locates in the center, can be detected, and the size of the cones is becoming larger and larger (Figure 2(c) and Figure 2(d)), whereas the autofluorescence of rod outer segment weakens.

Figure 3 shows the autofluorescence image of photoreceptor inner segment. The bigger cell is corresponding to the cone inner segment whose diameter is around 6 µm. Rod inner segment is around the cone and the diameter is about 2µm. Figure 4 is the autofluorescence image of photoreceptor nuclear region, which contains the nucleus of the photoreceptor cell.

4. CONCLUSIONS

Our results demonstrate, for the first time, that morphological and autofluorescence characteristics of different layers of photoreceptors can be identified by autofluorescence imaging using two-photon excitation. Since the cross section of two photon excitation is much smaller than that of single photon excitation, and two photon excitation is quadratically dependent on the intensity, it is susceptible to photodamage at the focal point. In our work, the structure and properties of procine eyes are very similar to human eyes, so the laser power on the sample is limited to the order of mW (3-4mW), which accords with ANSI about laser safety criteria for human eye. Moreover, this in vitro autofluorescence imaging of photoreceptors can give much detailed structural and functional information at high spatial resolution, which can help to more clearly understand the in vivo ocular fundus autofluorescence images obtained by confocal scanning laser ophthalmoscopy. And also, two photon excitation is IR illumination, which can penetrate the anterior segment of eyes, such as cornea and lens, and get the whole autofluorescence characteristics of the living retina, and eliminate the autofluorescence interference of the anterior segment of eyes by tightly focus without confocal pinhole. Thus, in vitro autofluorescence imaging of photoreceptors using two photon excitation can provide a clue and develop a two-photon laser scanning ophthalmoscope for in vivo living retina imaging. Although much research remains to be done, it appears that this technique has great potential to bridge the gap between clinical examination and invasive biopsy and thus facilitate the early detection and diagnosis of ocular diseases. The distribution and intensity of autofluorescence may provide an insight into the sequence of events that leads to retinal damage and may help elucidate pathological mechanisms.
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