The Case of Nonzero Initial Conditions in the Evolution of the Charge Density Distribution Function for a Spherically Symmetric System
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Abstract

We explored the Cauchy problem for the evolution of the charge density distribution function for a spherically symmetric system with nonzero initial conditions. In our model, the evolution of the charge density distribution function is simulated for the case of a non-uniform charged sphere. The initial speed of the system is nonzero. The solution breaks down into two components: the first one describes the system’s motion as a whole and the second describes the process of the evolution of the charge density function under the influence of its own electric field in the center-of-mass system. In this paper we considered the characteristic features of the implementation of a difference scheme for numerical simulation. We also illustrate the process of “scattering” of a moving charged system under the influence of its own electric field on the basis of the solution of the Cauchy problem for vector functions of the electric field and vector velocity field of a charged medium.
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1. Introduction

The main principles for studying the behavior of systems of many charged particles are stated in works [1]-[3].
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The method based on hydrodynamic approach [4] [5] was successful. In our prior work, we explored the Cauchy problem for the evolution of the charge density distribution function for a spherically symmetric system with zero initial conditions. We simulated the evolution of the charge density distribution function for both the case of a uniformly charged sphere with zero initial conditions and for the case of a non-uniform charged sphere [6]. Here we expand on our prior work and explore the case of nonzero initial conditions.

In this paper we consider the Cauchy problem for the evolution of the charge density distribution function for a spherically symmetric system with nonzero initial conditions for the velocity field \( \mathbf{v}(p,t) \) and nonzero initial conditions for the electric field vector \( \mathbf{D}(p,t) \).

\[
\left[ \frac{\partial}{\partial t} \mathbf{D}(p,t) + \mathbf{v}(p,t) \cdot \text{div} \mathbf{D}(p,t) = \text{rot} \left[ \mathbf{V}_0(t), \mathbf{D}(p,t) \right] \right], \quad p \in \Omega
\]

\[
\frac{\partial}{\partial t} \mathbf{v}(p,t) + (\mathbf{v}(p,t), \nabla) \mathbf{v}(p,t) = \frac{\alpha}{\varepsilon_0} \mathbf{D}(p,t)
\]

\[
\mathbf{V}_0(t) = \mathbf{v}_0 + \frac{t}{\varepsilon_0} \mathbf{D}', \quad \mathbf{D}(p,t) = \mathbf{D}'(p,t) + \mathbf{D}'(p,t)
\]

\[
[D]_{|t=0} = \mathbf{D}_0(p), \quad \mathbf{v}|_{t=0} = \mathbf{v}_0
\]

where \((a,b)\) denotes the vector product of vectors \(a\) and \(b\), \((a,b)\) denotes the scalar product of vectors \(a\) and \(b\); \(\nabla\) denotes the nabla differential operator; \(\varepsilon_0\) denotes the dielectric constant of the vacuum and \(\mathbf{v}_0\) denotes constant initial velocity vector. The variable \(p\) corresponds to spatial coordinates \((x,y,z)\), and the variable \(t\) represents time. Vector-function \(\mathbf{D}(p,t)\) denotes the electric field vector; \(\mathbf{v}(p,t)\) is a vector field of medium speeds; \(\mathbf{D}'\) is the external electric field; \(\mathbf{D}'\) is the beam’s own electric field. The constant \(\alpha = \frac{q_m}{m}\) sets the ratio between the charge and the mass of the particles. \(\Omega\) represents the area, in which the solution of the system is being considered. This system, together with the initial conditions, leads to the formulation of the Cauchy Problem (1), the solution of which describes the evolution of the charge density distribution function under the influence of its own electric field.

2. Approximation of the Solution

The solution of Problem (1) may be found in the form of expanding vector functions of the electric field \(\mathbf{D}(p,t)\) and vector functions of the velocity field \(\mathbf{v}(p,t)\) into series:

\[
\mathbf{D}(p,t) = \mathbf{D}(p,0) + t \cdot \mathbf{D}_1(p,0) + \frac{t^2}{2} \mathbf{D}_2(p,0) + \cdots = \sum_{k=0}^{\infty} \frac{\partial^k \mathbf{D}}{\partial t^k}(p,0) \frac{t^k}{k!}
\]

\[
\mathbf{v}(p,t) = \mathbf{v}(p,0) + t \cdot \mathbf{v}_1(p,0) + \frac{t^2}{2} \mathbf{v}_2(p,0) + \cdots = \sum_{k=0}^{\infty} \frac{\partial^k \mathbf{v}}{\partial t^k}(p,0) \frac{t^k}{k!}
\]

(2)

where the expansion coefficients in (2) can be expressed in terms of the derivatives of the initial conditions of Problem (1). Therefore, for the numerical solution of Problem (1), the approximation of the first three terms of Series (2) is to be considered. That is, for each time step, the approximation of the solution is obtained in the form of:

\[
\mathbf{D}(p,t_n+\tau) \approx \mathbf{D}(p,t_n) + \tau \cdot \mathbf{D}_1(p,t_n) + \frac{\tau^2}{2} \mathbf{D}_2(p,t_n)
\]

\[
\mathbf{v}(p,t_n+\tau) \approx \mathbf{v}(p,t_n) + \tau \cdot \mathbf{v}_1(p,t_n) + \frac{\tau^2}{2} \mathbf{v}_2(p,t_n)
\]

(3)

where \(n = 0,1,\cdots,N\); \(N\) is the total number of time steps; \(\tau\) is the step in the time \(t\). The coefficients of the time \(\tau\) in the first power are expressed in terms of the derivatives of \(\mathbf{D}\) and \(\mathbf{v}\) of the previous step in time \(t_n\) by formulas:
\[
\frac{\partial D}{\partial t}(p, t_n) = -v(p, t_n) \cdot \text{div}D(p, t_n) + \text{rot}\left[ V_0(t_n), D(p, t_n) \right]
\]
(4)

\[
\frac{\partial v}{\partial t}(p, t_n) = -\left( v(p, t_n), \nabla \right) v(p, t_n) + \frac{\alpha}{\varepsilon_0} D(p, t_n)
\]

We have the same situation for the coefficients of the time \( \tau^2 \) in the second power:

\[
\frac{\partial^2 D}{\partial t^2}(p, t_n) = -v\left( p, t_n \right) \cdot \text{div}D(p, t_n) - v(p, t_n) \cdot \text{div}D\left( p, t_n \right)
\]

\[
+ \text{rot}\left[ V_0(t_n), D_i(p, t_n) \right] + \text{rot}\left[ \frac{\alpha}{\varepsilon_0} D', D(p, t_n) \right]
\]
(5)

\[
\frac{\partial^2 v}{\partial t^2}(p, t_n) = \left( v\left( p, t_n \right), \nabla \right) v(p, t_n) - \left( v\left( p, t_n \right), \nabla \right) v\left( p, t_n \right) + \frac{\alpha}{\varepsilon_0} D_i(p, t_n)
\]

The values \( v_i(p, t_n) \) and \( D_i(p, t_n) \) are found using formulas (4). As a result, the formulas (3-5) can be used for the numerical solution to Problem (1). The difference scheme for spatial derivatives will be considered below.

### 3. An Example of the Numerical Solution

Let’s consider the case where the center of mass moves with a constant velocity \( V_0(t) = v_0 \). Due to the fact that the problem loses its symmetry and the value \( [V_0, D] \) is nonzero, it is necessary to solve the complete formulation of Problem (1).

Let’s consider a charged sphere with a charge density function in the form of:

\[
\rho_\sigma(r) = \frac{1}{\sqrt{2\pi}\sigma r} e^{-\left( \frac{\ln(r) - \mu}{2\sigma} \right)^2}, \quad \rho(r) = \frac{q}{2\pi r^2} N_p \rho_\sigma(2r),
\]
(6)

where \( \rho_\sigma(r) \) is a normal logarithmic distribution; \( \sigma, \mu \) are constants; \( N_p \) is a particle number.

Let’s solve the three-dimensional problem in the rectangular mesh. Suppose there is a three-dimensional area in which the problem is to be solved. To define the area, we take a parallelepiped with side lengths \( L_s, s = 1, 2, 3 \) as the geometric shape of the area. In this area we set a rectangular mesh

\[
\left\{ i, j, k \right\} = \left\{ 1 \leq i \leq N_{s_1}, -1 \leq j \leq N_{s_2}, -1 \leq k \leq N_{s_3} - 1 \right\}
\]
(7)

in increments of \( h_s = \frac{L_s}{N_{s_s}} \), where \( N_{s_s} \) is the number of partitions of \( L_{s_s} \). We set a time mesh

\[
0 \leq n \leq N_T - 1 \quad \text{in increments of} \quad \tau = \frac{T}{N_T}, \quad \text{where} \quad T \quad \text{is a period of time, in which the problem is to be solved.}
\]

For numerical solution we use the first-order approximation in time and that is what we obtain

\[
D_{i,j,k,n+1}^{(x)} = D_{i,j,k,n}^{(x)} + \tau \left( \text{rot}[V_0, D_{i,j,k,n}^{(x)}] - \rho_{i,j,k,n} V_{i,j,k,n}^{(x)} \right)
\]
(8)

We will use a different partition number of time increments. In other words, we will change the time increment from long to short, and we will see how the accuracy of the solution changes depending on the time increment. We will take the following value of the initial velocity:

\[
V_0 = \left\{ 10, 0, 0 \right\} \frac{M}{c}
\]
(9)

\text{i.e.} the movement along the axis OX. The time interval is \( T = 2 \times 10^{-2} \) sec., and the number of time increments \( NT \) will be changed in the range: 50, 100, 200, 400, and 800. Figure 1 shows the result of the final distribution of the charge density with the number of time increments \( NT = 50 \).

We can see a strong asymmetry of the distribution in the direction of movement.
This result contains an artifact, since the symmetry of the distribution is breaking. Therefore, the time increment should be reduced. Figure 2 shows the sequence of such distributions which corresponds to a decreasing time increment. The arrow shows the direction of the velocity $V_0$.

Figure 2 shows that the first-order approximation in time requires a significant decrease in the time increment. To achieve the required accuracy we have to decrease the time increment in more than one order of time. In this regard, it will be interesting to do a similar calculation with the second-order approximation in time scheme.

Thus, we consider the second-order approximation in time using (3-5). Figure 3 shows the charge density distribution function calculated according to the difference scheme (3-5). So, when the number of partitions in time $NT = 50$ we get a result comparable to the number of $NT = 800$ for a first-order approximation in time scheme. This result significantly reduces the computation time.

However, there are other problems related to the accuracy of the difference scheme. One of them is that it doesn’t preserve the full charge. Let’s consider the charge density distribution along the direction of the system’s motion. The section of the graph in Figure 4 is shown with the white line. This fragment of the charge density distribution function is then enlarged in Figure 5, which shows the charge density distribution at various points of time along the section.

Figure 5 shows that there is an area where we can observe oscillations of the charge density function. The two areas enclosed by rectangles in which there is a violation of charge/mass conservation law. The first area is at the bottom. In the figure it is shown as a separate enlarged fragment. It is clearly seen that the charge density function changes its sign. The sign changes because the density value itself must be zero in this area. In the other area the density function is nonzero, that’s why there has been an increase of density value at the “wave border.”

Such behavior of the solution is incorrect in both cases. Although the difference scheme uses second-order approximation in the coordinate and the second-order approximation in time, the problem still cannot be solved by reducing increments.

This problem is not new among such kind of schemes, and can be solved by means of introduction of a scheme that takes into account the direction of the charge flow. In other words, we use another difference approximation of the derivative depending on the flow direction.

So, if the flow in the node is directed from left to right, then the derivative is approximated by the expression:

$$u_m' \approx \frac{u_m - u_{m-1}}{h}$$

if the flow in the node goes from right to left, the derivative can be written as:

$$u_m' \approx \frac{u_{m+1} - u_m}{h}$$
Figure 2. The reduction of density function error by reducing the time increment.
Figure 3. The charge density distribution for the second-order approximation in time scheme.

Figure 4. The charge density distribution for the second-order approximation in time scheme showing the position of the section of the graph further illustrated in Figure 5.

Figure 5. The enlarged fragment of the charge density distribution function.
Of course, the scheme has a coordinate order, so that the first order takes the place of the second one, but on the other hand, the problem of the oscillations of the charge density will be compensated. After using the approximations (10) and (11) the graph shown in Figure 5 takes the form of the graph shown in Figure 6. As seen from Figure 6 the problem of charge conservation has been solved both in the first and in the second area.

However, we had to sacrifice the difference scheme accuracy along the coordinate. This loss of accuracy was not wasted; because Figure 7(a) shows the dips in the charge density which appeared on the right and on the left of a moving clot, although there were none of them in the second-order coordinate. Therefore, to compensate for this effect, all we have to do is to increase the dimension of the mesh to 150 × 150 × 150 instead of 100 × 100 × 100. As a result, we can see that the dips in the charge density disappeared as shown in Figure 7(b).

4. Conclusions

The mathematical methods developed in this work may be applied in many areas ranging from theoretical physics to 3D graphics to machine learning in aging research [7] [8].

In this paper we considered the collective effects, which influence the evolution of the beam charge density distribution function. The motion of a charged system influenced by its own electric field has been simulated. In this work we constructed the difference scheme for the Cauchy problem with different orders of approximation and provided the numerical calculations for the model charge density distribution, which illustrate the application of the obtained difference scheme.

![Figure 6. The evolution of the charge density function with time.](image)

![Figure 7. a), b) on different meshes: a) 100 × 100 × 100, b) 150 × 150 × 150.](image)
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