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Abstract 
With the development of Computerized Business Application, the amount of data is increasing ex-
ponentially. Cloud computing provides high performance computing resources and mass storage 
resources for massive data processing. In distributed cloud computing systems, data intensive 
computing can lead to data scheduling between data centers. Reasonable data placement can re-
duce data scheduling between the data centers effectively, and improve the data acquisition effi-
ciency of users. In this paper, the mathematical model of data scheduling between data centers is 
built. By means of the global optimization ability of the genetic algorithm, generational evolution 
produces better approximate solution, and gets the best approximation of the data placement at 
last. The experimental results show that genetic algorithm can effectively work out the approx-
imate optimal data placement, and minimize data scheduling between data centers. 
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1. Introduction 
With the increase of network equipment as well as the development of the Internet, data generation and storage 
capacity are growing explosively; data centers will face unpredictable visitor volume [1]. The large amount of 
data and the complex data structures make traditional database management unable to meet the requirements of 
big data storage and management. The distributed architecture of cloud computing can provide high-perfor- 
mance computing resources and mass storage resources [2] [3]. However, in distributed cloud computing system, 
data-intensive computing needs to deal with large amounts of data; in multi-data center environment, some data 
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must be placed in a specified data center and cannot be moved. A computation may process datasets from dif-
ferent data centers, then data scheduling between data centers will occur inevitably. Because of the huge size of 
data and limited network bandwidth, data scheduling between data centers has become a huge problem. The da-
tasets processed simultaneously by a computation should be placed in the same data center, then almost all data 
processing is completed locally; that is the basic idea of the paper. 

Much work has been developed about the data placement in distributed system and they can be divided into 
two types in general: static data placement and dynamic data placement. Most static data placement algorithms 
require complete knowledge of the workload statistics such as service times and access rates of all the files. Dy-
namic data placement algorithms [4] [5], generate file-disk allocation schemes on-line to adapt to varying work-
load patterns without a prior knowledge of the files to be assigned in the future. Dynamic data placement strate-
gies update the placement strategy potentially upon every request. Obviously, they are effective when the data 
size is relatively small such as the case in web proxy caching. However, in applications like distributed video 
servers, dynamic schemes become less useful [6] [7]. In data-intensive computing, if multiple computations 
jointly process multiple datasets in a frequent way, these datasets are supposed to be correlative with each other. 
Some researches on data placement are based on data correlation [8]-[12]; however, the definitions of data cor-
relation are not reasonable, and no effective method is proposed to reduce the data scheduling between the data 
centers. Replica strategy [13] is an effective measure to reduce the data scheduling and has earned widespread 
research interests, and it is also based on data placement. 

This paper presents a genetic algorithm-based data placement strategy. First, a mathematical model of data 
scheduling between the data centers in cloud computing is built, and the fitness function based on the objective 
function is defined to evaluate the fitness of each individual in a population. After the initial population gener-
ated in accordance with the principle of survival of the fittest, the evolution of each generation produces better 
approximate solution. In every generation, roulette-wheel selection is used to choose the appropriate individuals 
with high fitness value and the individuals with low fitness value are eliminated. With the crossover and muta-
tion operations, we change the placement location of datasets. Under the principle of survival of the fittest, the 
optimal individual can be found during the evolution. 

2. Data Placement Strategy in Cloud Computing 
In cloud computing systems, data storage typically achieves petabytes magnitude scale, complex and diverse 
data structures, high requirements of data service type and level have brought great pressure to data management 
[14]. Cloud systems have the characteristics of data-intensive and compute-intensive, and the concurrent execu-
tions of large-scale computations in the systems require massive data and generate amass intermediate data. This 
paper attempts to establish a model of data scheduling between data centers that provides an accurate mathe-
matical theoretical basis for data placement. 

2.1. The Model of Data Scheduling between Data Centers in Cloud Computing 
Assuming that a cloud computing system is composed by l data centers, and data are divided into n different da-
tasets based on their inherent properties. When user request for data resources, we assign their different opera-
tions into m computations. If performing a computation needs to process datasets in different data centers, data 
scheduling between data center happen. The physical model of data scheduling between data center is showed in 
Figure 1. 

Assuming that the collection of datasets stored in a distributed cloud computing system is: 

{ }1 2, , , nD d d d=                                      (1) 

where n is the number of datasets and the size of dataset id  is iε  , 1, 2, ,i n=  . 
The l data centers in the system are denoted as: 

{ }1 2, , , lS S S S=                                      (2) 

The basic capacity of data center Sk is Sk. 
The m computations in the system are denoted as: 

{ }1 2, , , mC c c c=                                       (3) 
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Figure 1. Physical model of data scheduling between data center.            

 
The execution frequencies of each computation can be denoted as: 

{ }1 2, , , mU µ µ µ=                                             (4) 

where 1µ  is the execution frequency of computation 𝑐𝑐𝑖𝑖 in unit interval. 
We define a processing factor ijα , where 

1    dataset is needed to process during the execution of  the computation

0   dataset is not needed to process during the execution of  the computation
i

ij
j i

d c
d c

α
= 


j       (5) 

Thus we can get the association matrix of the computation set C and the datasets D, which is denoted as: 

ij m n
A α

×
  =                                        (6) 

Data placement is to distribute datasets into each data center. In this paper, data replica is out of consideration. 
Similarly, we define a placement factor jkβ , where 

1    when dataset is placed in data center 

0   when dataset is not placed in data center 
j k

jk
j k

d S

d S
β

= 


                    (7) 

Thus we can get the association matrix (placement matrix) of the datasets D and the data center S, denoted as: 

jk n l
B β

×
 =                                        (8) 

Matrix B reflects the status of the datasets D stored in the data centers S. We can easily find that the sum of 
the elements of each row in matrix B is 1,  
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1
1

l

ik
k

β
=

=∑                                        (9) 

The sum of the elements of the kth column in matrix B is the number of datasets stored in the data center Sk, 
when we place datasets into data center Sk, the stored data size should not exceed the basic capacity of Sk, thus 

1

n

jk j k
j

sβ ε
=

× ≤∑                                     (10) 

Define a matrix Z, denoted as 

( )
1

*
n

i j jk
j m l

Z A B α β
= ×

 
= = × 

 
∑                              (11) 

Suppose 

( )
1

n

ik ij jk
j

z α β
=

= ×∑                                      (12) 

then matrix [ ]ik m l
Z z

×
= , ikz  is the number of datasets processed when the computation ci is performed one time 

in data center. The sum of elements in each row in matrix Z, denoted as 1
l

ikk z
=∑ , is the total number of times  

of accessing all data centers during the execution of the computation ci, also is the number of datasets processed  
during the execution of the computation ci. The sum of elements in each column, denoted as 1

m
iki z

=∑ , is the  
number of the datasets processed in data center Sk when all the computations are performed one time. Define a 
function ( )iku z  denoted as,  

( )
1 0
0 0

ik
ik

ik

z
u z

z
≠

=  =
                                    (13) 

Then the number of data centers accessed during the execution of computation ci is ( )1
l

ikk u z
=∑ , the number 

of data scheduling is ( )( )1 1l
ikk u z

=
−∑  when computation ci is executed one time. When the placement matrix  

is B, the total number of data scheduling during the execution of all computations in the system in unit interval 
can be expressed as: 

( ) ( )
1 1

1
m l

ik i
i k

B u z µ
= =

 Γ = − × 
 

∑ ∑                                 (14) 

Our objective is to find the optimal data placement solution B* that minimize ( )BΓ . When placing datasets 
to data centers, we should meet the requirements of data center capacity and no duplication of datasets place-
ment. 

( ){ }* arg min
B

B B= Γ                                     (15) 

2.2. Genetic Algorithm 
In the issue of big data placement, the solution space is very huge, and B matrices are sparsely distributed in it. 
There are a lot of traditional optimization algorithms, such as the exhaustive search algorithm, Monte Carlo al-
gorithm, Genetic algorithm, Simulated Annealing algorithm and so on. In this paper, different algorithms are 
compared to find the optimal data placement solution B*. 

Exhaustive search algorithm is a direct way to search the optimal placement matrix. It works out all possible 
data placement B matrices, then traverses to find the smallest Г(B), at this point the placement matrix is the op-
timal solution. However, the computation complexity of exhaustive search algorithm is very high which ap-
proximates ( )nl . In a distributed cloud computing system, the number of datasets n is so great that the compu-
tation complexity is unbearable to system. What is more, some constraint conditions, such as storage capacity 
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limitation 
1

n
jk j kj sβ ε

=
× ≤∑  and no replicas 1 1l

jkk β
=

=∑ , make solving the placement problem being a  

NP-hard problem. So the exhaustive search algorithm is only available when the number of datasets is small. 
Monte Carlo algorithm is based on probability theory and statistics methods. In big data placement based on 

Mont Carlo algorithm, we randomly generate a certain number of B matrices as a sample, then calculate data 
scheduling between data centers on each sample matrix B, and find out the placement matrix with the minimum 
data scheduling. Compared with the exhaustive search algorithm, the computation complexity of Monte Carlo 
algorithm is improved, however, B matrices are sparsely distributed in the solution space, the search efficiency 
of Monte Carlo algorithm is still not high. It has a strong regularity as well as constraint conditions to generate 
placement matrices, genetic algorithm uses a strategy of a directed search through a problem state space from a 
variety of points in that space [15], it is more efficient and robust than the random search, enumerative or calcu-
lus based techniques [16]. Therefore, the use of genetic algorithm can deal with this problem. 

Genetic algorithm is an adaptive search and optimization algorithm based on the mechanics of natural selec-
tion and natural genetics [17] [18]. A population of candidate solutions (called individuals) to an optimization 
problem is evolved toward better solutions [19] [20]. In genetic algorithm, the degree of adaptation of each indi-
vidual to the environment is represented by fitness. Individual with high fitness has a greater chance to survive. 
In each generation, the fitness value of each individual in the population is evaluated, individuals with higher 
fitness value are stochastically selected from the current population, then crossover and mutation operator are 
manipulated to form a new generation. The new generation of candidate solutions is then used in the next itera-
tion of the algorithm. 

1) Encoding 
In the issue of genetic algorithm-based data placement, the placement of datasets in data centers is represented 

by matrix B, because of the string structure of matrix, the placement matrix is directly manipulated as genotype 
in genetic algorithm. 

2) Individual and population 
An individual is a point in the searching space, the collection of placement matrices is the searching space of 

the data placement. 
A population consists of several individuals and it is a subset of the whole searching space. 
3) Fitness function 
Fitness function is the evaluation function to guide the search in genetic algorithm [21] [22]. In the issue of 

genetic algorithm-based data placement, the objective function is denoted as Г(B), and the fitness function is the 
reciprocal of the objective function, that is 𝐹𝐹 = 1/Г(B). 

4) Genetic operators 
① Selection: Roulette wheel selection is a genetic operator used in genetic algorithms for selecting potentially 

useful solutions for recombination [23], chromosomes with higher fitness level are more likely to be selected. 
The steps of Roulette wheel selection are as follows: 

Step 1: Obtain the fitness value f(i) of each individual in a N size population. 
Step 2: Suppose there is an individual 𝑘𝑘 and its probability of being selected is ( )p k : 

( ) ( ) ( )
1

1
; 1, 2, ,

N

i
p k f k f i k N

−

=

= =∑                            (16) 

Step 3: Suppose 𝑞𝑞(0) = 0, ( ) ( ) ( ) ( ) 1, 2,1 2 ;q k p p p k k N= + + + =  ; 
Step 4: Generate a random number r (0 ≤ r < 1), if q(k‒1) < r < q(k), then individual k is selected. 
② Crossover: In Genetic algorithm, crossover operator is used to vary the programming of a chromosome or 

chromosomes from one generation to the next [24]. Before crossover, individuals in the population should be 
paired randomly and choose the crossover point and then exchange some genes. Assume that B1 pairs with B2, 
generate two random number r1, r2 (0 < r1 < r2 < n) as the crossover point, then exchange the genes between the 
two points, the resulting organisms are the children. Figure 2 is the schematic of the two-point crossover in a 
4*3 placement matrix.  

③ Mutation: Mutation alters one or more genes in a chromosome from its initial state. For a binary string, if 
the genome bit is 1, it is changed to 0 and vice versa. When the mutation operator is used in a placement matrix, 
a random number r1 (0 ≤ r1 < n) is generated, and the placement of dataset 

1r
d  is to be changed, then generate 

two random number r2, r3 (0 ≤ 𝑟𝑟2 ≠r3 < l), If 
1 2r rβ  is 1, then change it from 1 to 0, and 

1 3r rβ  from 0 to 1; if  
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Figure 2. Perform two-point crossover operator on placement matrixes.         

 
1 2r rβ  is 0, then change it from 0 to 1, meanwhile change another 1 in the same row from 1 to 0, to ensure that 

each row has only one 1, thus change the placement of dataset 
1r

d  in data center. Figure 3 is the schematic of 
the mutation in a 4*3 placement matrix. 

2.3. Process of Data Placement Based on Genetic Algorithm 
Step 1: Determine the size of population (G), crossover rate (Pc) and mutation rate (Pm) according to the actual 
situation. 

Step 2: Generate the initial population: Initial population BG (0) consists of G placement matrices. To gener-
ate an individual matrix Bi, all the elements of the matrix is set to 0, then n random numbers 
{ }1 2 3, , , , , ,i nr r r r r   (0 ≤ ri < l) are produced, random number ri indicates dataset di is to be placed into data 
center 

ir
S , then placement factor 

iirβ  is changed from 0 to 1. If the generated matrix does not meet the con-
straint condition in Equation (10), then abandon it and generate a new one. 

Step 3: Calculate the fitness of each individual in population BG(T), T = 0, 1, 2, ⋅⋅⋅, MaxGen: Get matrix Z by 
matrix multiplication, that is *Z A B= . The number of non-zero elements of row 𝑖𝑖 in matrix Z is the times of 
accessing all data centers during the execution of the computation ci, when computation ci is executed one time,  
the number of data scheduling is ( )( )1 1l

ikk u z
=

−∑ . Then we can work out the total number of data schedule 

ing in tB  during the execution of all computations in the system in unit interval, that is: 

( ) ( )
1 1

1
m l

t ik i
i k

B u z µ
= =

 Γ = − × 
 

∑ ∑                                (17) 

Step 4: Calculate the number of data scheduling Г(Bt) of each individual in population BG(T), the fitness val-
ue of Bt is denoted as 𝐹𝐹 = 1/Г(Bt). After the fitness value of each individual and the probabilities being chosen 
are calculated, select G individuals from BG(T) by roulette wheel selection. 

Step 5: Perform crossover operator on the selected placement matrices: Crossover rate Pc represents the per-
centage of the chromosomes taking part in the crossover operation [18] [19]. The process of crossover is as fol-
lows: 
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Figure 3. Perform mutation operator on placement matrixes. 

 
Step 6: Perform mutation operator on the selected placement matrices: Mutationrate Pm represents the per-

centage of the chromosomes taking part in the mutation operation [25] [26]. If the size of a population is G and 
each individual has n genes, the number of genes to be mutated is G*n*Pm. We can generate random number (0 
≤ 𝑟𝑟 ≤ 1), if r < Pm, the corresponding gene is to be mutated. The process of mutation is as follows:  

 

 
 
Step 7: Abandon the new individuals that do not meet the requirements of the storage capacity limitation  

1
n

jk j kj z sβ ε
=

× ≤∑  and no replicas 1 1l
jkk β

=
=∑  = 1. If the generation does not exceed MaxGen, return Step 3  

and continue the evolution, otherwise terminate the iteration and find the individual with highest fitness, the in-
dividual is regard as the approximate optimal solution. 

Step 8: From the definition of placement factor jkβ  in Equation (7), we get to know that jkβ  = 1 denotes 
dataset jd  is placed in data center Sk. After we find the approximate optimal solution B*, the placement of da-
taset jd  can be determined by the placement factor jkβ  in B*. 

3. Experiment and Simulation 
3.1. Simulation Environment 
To test the data placement strategy based on genetic algorithm proposed in this paper, a “digital city” oriented 
data storage and access platform is constructed. The platform is composed of 20 Dell Power Edge T410 servers. 
Each of them has 8 Intel Xeon E5606 CPU (2.13 GHz), 16G DDR3 memory and 3TB SATA disk. Every server 
acts as a data center and we deploy VMware and independent Hadoop distributed file system on each data center. 
Under the environment of Gigabit Ethernet, users can submit data and perform computations through digital city 
application demonstration system developed by Flex 4.5. 

3.2. Simulation Result and Analysis 
In this paper, genetic algorithm is applied to the placement of big data, and comprehensive performance test has 
been done. To verify the feasibility of genetic algorithm in data placement, we compared the data scheduling 
between data centers of solutions searched by genetic algorithm with exhaustive search algorithm when the 
number of datasets was small, the relationship between the minimum number of data scheduling of different 
number of datasets and the generation are represented by a line chart. We ran 10 test computations randomly for 
400 times on 3 data centers and compared the data scheduling between data centers of solutions searched by 
different algorithms when the number of datasets changed. In genetic algorithm the size of initial population was 
200, the maximum generations was set to 1000, and the crossover rate and the mutation rate were 0.5 and 0.05 
respectively. The number of iterations of the Monte Carlo algorithm was 106. 
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The data scheduling between data centers of the three algorithms is shown in Figure 4. From Figure 4, we 
can find the results of the three algorithms are exactly the same in each case as the number of datasets changes. 
The results of exhaustive search algorithm are obtained by traversing, thus the corresponding results are the op-
timal data placement matrices, so using genetic algorithm and Monte Carlo algorithm can also find the optimal 
data placement matrices. 

As Figure 5 schematically shows, with the increase of generation, the minimum number of data scheduling 
becomes smaller and smaller, optimization results get more and more close to the optimal solutions. When the 
number of datasets is 8, the convergence generation is around 400, the convergence generations of different 
number of datasets are different from each other. 
 

 
Figure 4. Data scheduling between data centers with different number of 
datasets.                                                          

 

 
Figure 5. Minimum number of data scheduling in the evolution.             
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With the increase of the number of datasets, exhaustive search algorithm became infeasible because of the 
computation complexity. Then we compared the data scheduling between data centers of approximate optimal 
solutions searched by genetic algorithm with the results searched by Monte Carlo algorithm when the number of 
datasets was large, the optimization time of each algorithm were also compared. We ran 30 different test com-
putations randomly for 2500 times on 5 data centers with different number of datasets, then we ran the test 
computations on different numbers of data centers when the number of datasets was 60. In genetic algorithm the 
size of initial population was 5000, the maximum generations was set to 2000, and the crossover rate and the 
mutation rate were 0.6 and 0.1 respectively. The number of iterations of the Monte Carlo algorithm was 109. 

From the Figure 6 and Figure 7, we can see the increase of datasets or data centers leads to the growth of da- 
 

 
Figure 6. Data scheduling between data centers with different number of 
datasets.                                                          

 

 
Figure 7. Data scheduling between data centers with diffferent number of 
data centers.                                                          
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ta scheduling between data centers. By comparing the data, we find that the data scheduling between data cen-
ters of approximate optimal data placement matrices searched by genetic algorithm are always smaller than 
Monte Carlo algorithm in each case. So for data placement issue, in the case of large datasets, the search results 
of genetic algorithm are better than Monte Carloalgorithm. 

Figure 8 schematically shows the relationship between the minimum number of data scheduling of different 
number of datasets and the generation. In the experiment, the number of data center was fixed as 5. It appears 
that the convergence generations of different number of datasets are different from each other. Then the number 
of datasets was fixed as 60 and we ran 30 test computations randomly for 2500 times on different numbers of 
data centers, as shown in Figure 9. With the increase of generation, the minimum number of data scheduling 
becomes smaller, and optimization results get more close to the optimal solutions. 
 

 
Figure 8. Minimum number of data scheduling of different number of data-
sets in the evolution.                                                          

 

 
Figure 9. Minimum number of data scheduling of different number of data 
centers in the evolution.                                              
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The optimization time of the two algorithms are showed in Figure 10 and Figure 11. We can find either the 
increase of datasets or the number of data centers would lead to the increase of the optimization time, and the 
growth rate of optimization time of Monte Carlo algorithm is much higher than genetic algorithm. It is time 
costly for Monte Carlo algorithm to find an approximate optimal data placement matrix when the number of da-
tasets or data centers increase to a certain degree. In the case of large number of datasets, the characteristics of 
inherent parallelism and convergence of genetic algorithm made it possible to find a better solution within an 
acceptable time. 

4. Summary and Future Work 
In the environment of distributed cloud computing, placing data to the appropriate data center has become a  
 

 
Figure 10. Optimization time of the two algorithms in different number of 
datasets.                                                               

 

 
Figure 11. Optimization time of the two algorithms in different number of 
data centers.                                                          
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critical issue. Reasonable placement of datasets in data centers can minimize the number of data scheduling be-
tween the data centers. In this paper, a mathematical model is built to illustrate the relationship among datasets, 
data centers and computations. Three different algorithms are used to search the approximate optimal data 
placement matrices. By comparing genetic algorithm with exhaustive search algorithm and the Monte Carlo al-
gorithm, we can work out the truth that under verifiable conditions, genetic algorithm can find the optimal data 
placement matrix; when the number of datasets is large enough, genetic algorithm can find an approximate op-
timal data placement matrix in a reasonable time, and the optimization result is better than Monte Carlo algo-
rithm. 

Currently, the focus of our research is to find an optimal data placement matrix, making the number of data 
scheduling between the data centers as small as possible. During the research, the impact of data access history 
and access heat on data placement are out of our consideration. The heat of the data and the execution frequency 
of computations are not constant over time, then data placement needs to update which increases the cost of data 
management for enterprise; this issue needs further study. In terms of genetic algorithms, the selection is an im-
portant operator. There are many selection methods, such as Roulette wheel selection method, league selection 
method, expectations selection method. In this paper we use Roulette wheel selection method. Different methods 
of genetic selection affect the performance of the algorithm which requires further study. 
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