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Abstract

Capacity analysis is a fundamental and important issue for continuous phase modulation (CPM) signals. In the letter, we investigate the capacity formula of CPM MIMO systems. Using Finite State Machine (FSM), the CPM symbols can be modeled as Markov source by combining channel and CPM modulation. Thus the capacity of CPM signals can be derived in form of the erroneous probability and normalized CPM bandwidth. In addition, the capacity of CPM MIMO systems is derived over Gaussian channels and Rayleigh channels. Finally, numerical simulations are implemented according to various parameters such as modulation scheme, modulation index \( h \), memory length \( L \), and antenna configuration.
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1. Introduction

CPM is a non-linear modulation with significant advantages for low power, low cost and spectrum efficiencies. Notwithstanding these favorable features, however, it is difficult to compute the capacity of a channel using CPM due to several factors such as the continuous phase and the nonlinearity of modulation [1]. In [1], the CPM in AWGN channels was considered equivalent to a multiple access channel using Laurent decomposition, which was an attempt to solve theoretical problem for Shannon capacity of CPM. In addition to this, symmetric information rate (SIR) is an alternative measure for Shannon capacity. It can achieve a lower bound of capacity constrained on the modulation format [2]. By modeling CPM using FSM (Finite State Machine), SIR can be estimated via BCJR algorithm [3]. Hereafter, a reliable estimate of the capacity was extended to genera-
lized CPM scheme [4]. On the other hand, the theoretical limits on the bandwidth efficiency of CPM signals were estimated by implementing the Carson’s Rule bandwidth measure [5].

Unfortunately, there is not closed-form formula so far even for point-to-point link. Let alone the analysis of CPM in MIMO environment. In this letter, we derive the upper bounds of capacity for CPM systems over Gaussian and Rayleigh band-limited channels. First of all, the symmetry information rate (SIR) is given in form of mutual information between input and output. Then SIR is calculated in terms of Markov source for M-ary CPM signals [6]. Further, the probability of an erroneous decision over Gaussian and Rayleigh channels is obtained respectively. Finally, the approximate upper-bounded capacity over band-limited channels can be derived for CPM MIMO systems.

2. Signal Model and Capacity Formulation

Capacity portrays the achievable rate at which information can be reliably transmitted over a communications channel. Unlike linear modulations such as PSK and QAM, the spectral properties of CPM signals generally depend on the complete statistical description.

2.1. Signal Model

The baseband CPM signal transmitted by source has complex form as [7].

\[ x(t; D) = \sqrt{E_s} \exp \left[ j(\varphi(t; D) + \theta_0) \right] \]  

and

\[ \varphi(t; D) = 2\pi h \sum_{n=-\infty}^{\infty} D_n q(t - nT) \]  

where \( E_s \) is the power of CPM signal, \( T \) is the symbol period, \( h \) is the modulation index, \( \varphi = \sqrt{-1} \), \( \{D_n\} \) is the sequence of independent information symbols drawn from the alphabet \( \{\pm 1, \pm 3, \ldots\} \), \( \theta_0 \) is initial phase.

The function \( q(t) \) in (2) is defined as the phase smoothing response of the CPM signals.

\[ q(t) = \int_0^t g(t) dt \]  

The shape of \( g(t) \) in (3) defines a family of CPM schemes, where two widely used types such as rectangular pulse with pulse length \( L \) (LREC) and raised cosine pulse with pulse length \( L \) (LRC) are given in Table 1.

2.2. Capacity Formulation

The block diagram of a CPM modulation channel is illustrated in Figure 1. Input symbols that are drawn from \( \{0, 1, \ldots, M\} \) are mapped into \( D(k) \in \{- (M - 1), \ldots, (M - 1)\} \). Herein the channel combined with CPM modulation model would be better identified as a discrete memory-less channel (DMC). As the inputs of CPM modulator are independent and uniformly distributed random variables, a generalized CPM scheme may be modeled using Finite State Machine
Table 1. Pulse-shaping function of CPM schemes.

<table>
<thead>
<tr>
<th>Modulation Scheme</th>
<th>Pulse-Shaping Function $g(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRC</td>
<td>$\frac{1}{2LT} \left[ 1 - \cos\left(\frac{2\pi t}{LT}\right) \right], 0 \leq t \leq LT$</td>
</tr>
<tr>
<td>LREC</td>
<td>$\frac{1}{2LT}, 0 \leq t \leq LT$</td>
</tr>
</tbody>
</table>

Figure 1. Block diagram of a CPM modulation channel.

Thus, the SIR (bit/channel use) may be calculated in terms of Markov source for M-ary CPM signals (as shown in Figure 1). In Gaussian channels, received signal is represented as

$$y = x + w$$

where the noise $w$ has zero-mean and variance $N_0$. The mutual information between the input signal $X$ and the output signal $Y$ is therefore obtained as the length $N$ goes to infinity, i.e.,

$$SIR = I(D, \hat{D}) = \lim_{N \to \infty} \frac{1}{N} I(X(t, \hat{D}(N-1)); Y(t, \hat{D}(N-1)))$$

Invoking information theory, the mutual information can be written as

$$I(D, \hat{D}) = H(\hat{D}) - H(\hat{D} | D)$$

To calculate each item in (6), we have

$$H(\hat{D}) = \sum_{j=1}^{M} p(\hat{D}_j) \log \frac{1}{p(\hat{D}_j)}$$

$$= \sum_{j=1}^{M} \sum_{i=1}^{M} p(\hat{D}_j | D_i) p(D_i) \log \frac{1}{\sum_{j=1}^{M} p(\hat{D}_j | D_i) p(D_i)}$$

$$H(\hat{D} | D) = \sum_{j=1}^{M} \sum_{i=1}^{M} p(\hat{D}_j | D_i) p(D_i) \log p(D_j | D_i)$$

To compute (7) and (8), the probability of an erroneous decision over Gaussian channels is written as [7]

$$p^\text{error}_{\text{gauss}} = \frac{1}{2} \text{Q}\left(\frac{d^2_{\text{min}}}{\gamma_{\text{gauss}}^{1/2}}\right)$$

where $\gamma_{\text{gauss}} = \frac{E_b}{N_0}$ and $d^2_{\text{min}}$ denotes the minimal distance with respect to the
pair of sequences \( D_n \) and \( \hat{D}_n \). In practical calculation, \( d_{\text{min}}^2 \) should be of the form [7]

\[
d_{\text{min}}^2 = \lim_{N \to \infty} d_{\text{min},N}^2
= \lim_{N \to \infty} 2E_r \cdot \min_D \left\{ N - \frac{1}{N} \int_0^{N_T} \cos \left[ \phi(t, \hat{D}) \right] dt \right\}
\] (10)

In Rayleigh fading channels, the CPM-MIMO system is comprised of \( N_T \) transmit antenna and \( N_R \) receive antenna. The received signal vectors are given by

\[
Y = HX + W
\] (11)

where \( X \) are CPM signal vectors that are transmitted from \( N_T \) antennas, \( H \) is the channel matrix, in which each entry is independent and identical distributed \((i.i.d)\) Rayleigh fading.

For the orthogonal design with \( N_T \times N_R \) antennas, the received SNR can be given by expression in [8] as

\[
\gamma_{\text{Rayleigh}} = \sum_{a_r=1}^{N_R} \sum_{a_t=1}^{N_T} |h_{a_r,a_t}|^2 \frac{E_b}{N_T N_0}
= \sum_{a_r=1}^{N_R} \sum_{a_t=1}^{N_T} \rho_{a_r,a_t} \frac{E_b}{N_T N_0}
\] (12)

As the magnitude of \( h_{\text{stat}} \), i.e. \( |h_{\text{stat}}| \), is Rayleigh distributed, \( \rho = |h_{\text{stat}}|^2 \) is exponentially distributed. Hence, the probability of an erroneous decision over Rayleigh channels can be calculated to

\[
p_e^{\text{Rayleigh}} = \int_{\rho} Q(\min(d_{\text{min}}^2 \cdot \gamma_{\text{Rayleigh}}(\rho)^{1/2}) \rho) d\rho
\] (13)

Since \( Q(\cdot) \) function can be simplified as \( Q(\cdot) \leq (1/2) \exp(-r^2/2) \), (13) can be approximately upper-bounded by

\[
p_e^{\text{Rayleigh}} \leq \frac{1}{2} \left( 1 + \frac{d_{\text{min}}^2 E_b}{2N_T N_0} \right)^{-N_T N_R}
\] (14)

On the other hand, the normalized CPM bandwidth is confined according to the parameters of CPM signals [5].

As for LREC scheme, the Carson’s Rule bandwidth of the CPM signal is given by

\[
B \geq \frac{\pi}{T} \sqrt{\frac{M^2 - 1}{3L}} + \frac{1}{LT}
\] (15)

As for LRC scheme, the Carson’s Rule bandwidth of the CPM signal is given by

\[
B \geq \frac{h}{T} \sqrt{\frac{1.5 M^2 - 1}{3L}} + \frac{1.5}{LT}
\] (16)

Finally, the CPM capacity can be given by

\[
R \leq C = \frac{\mathbb{I}(D; \hat{D})}{BT} \leq \frac{H(\hat{D}) - H(\hat{D} | D)}{h \sqrt{\frac{\alpha M^2 - 1}{3L} + \frac{\alpha}{L}}}
= \begin{cases} \text{LREC} & \alpha = 1 \\ \text{LRC} & \alpha = 1.5 \end{cases}
\] (17)
3. Numerical Results and Discussions

In this section, we provide simulated results to analyze the channel capacity of CPM MIMO system. Figure 2 depicts the capacity of CPM with $M = 2$, $L = 1$ REC over Gaussian channels. In high signal to noise ratio (SNR), the capacity (bits/s/Hz) turns to be larger as modulation index $h$ is decreased. This may attribute to the constraint of bandwidth. Whereas in low SNR, the capacity for $h = 0.4$, $0.5$ and $0.6$ appears close to each other.

As a comparison, the plots of channel capacity are given regardless of bandwidth. It is observed in Figure 3 that, the SIR will become larger as modulation index $h$ is increased. It is demonstrated that the minimal distance $d_{\text{min}}^2$ should play an important role in the erroneous probability.
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Figure 2. Capacity of CPM with $M = 2$, 1REC over Gaussian channels.
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Figure 3. SIR of CPM with $M = 2$, 1REC over Gaussian channels.
The capacity of CPM with $M = 2$, $h = 0.5$ for REC and RC ($L = 1$ and 2) over Gaussian channels are shown in Figure 4. Although the minimal distance $d_{\text{min}}^2$ for LREC and LRC with $M = 2$, $h = 0.5$ is same, the capacity of CPM for LREC is larger than that for LRC. It is owing to the fact that the normalized CPM bandwidth for LREC is narrower than that for LRC. Similarly, the capacity of CPM for $L = 2$ REC should be larger than that for $L = 1$ REC.

Then, our next concern is about CPM MIMO systems with $N_t \times N_r$ antennas over Rayleigh channels. Under the condition that $M$ is same (as plotted in Figure 5), the capacity of $(N_t, N_r) = (2, 2)$ should be the largest due to its diversity gain. On the other hand, when the configuration $(N_t, N_r)$ of CPM MIMO systems is same, the capacity for $M = 4$ is entirely larger than that for $M = 2$.

**Figure 4.** Capacity of CPM with $M = 2$, $h = 0.5$ for REC and RC ($L = 1$ and 2) over Gaussian channels.

**Figure 5.** Capacity of CPM with $h = 0.5$, 1REC for $M = 2$ and 4 over Rayleigh channels.
4. Conclusion

In this paper, we investigate the capacity of CPM MIMO systems over band-limited channels. We give a formulation of CPM capacity in form of SIR and normalized CPM bandwidth. For this purpose, the erroneous probability of CPM MIMO systems over Gaussian channels and Rayleigh channels is given and derived respectively. Finally, the capacity of CPM MIMO systems is simulated and evaluated according to various parameters such as modulation scheme, modulation index $h$, memory length $L$, and antenna configuration.
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