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Abstract

The optimal load distribution over a set of independent paths for Multi-Protocol Label Switching for Traffic Engineering (MPLS-TE) networks is regarded as important issue; accordingly, this paper has developed a mathematical method of optimal procedures for choosing the shortest path. As a criterion for choosing the number of paths, a composite criterion is used that takes into account several parameters such as total path capacity and maximum path delay. The mathematical analysis of using the developed method is carried out, and the simulation results show that there are a limited number of the most significant routes that can maximize the composite quality of service indicator, which depends on the network connectivity and the amount of the traffic. The developed technological proposals allow increasing the utilization factor of the network by 20%.
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1. Introduction

The telecommunication network traffic is regarded as casual and non-stationary, accordingly, the network becomes overloaded in certain elements and areas and less overloaded in others. This leads to critical situations that require measures to re-distribute the traffic over the network which is not sufficiently investigated, and the available technologies do not provide effective solutions for network restoration.
In [1], mathematical model was proposed for Multi-Protocol Label Switching for Traffic Engineering (MPLS-TE) to improve the Quality of Service (QoS) providing the mathematical limits when optimum traffic distribution is assumed. In [2], the optimum number of routing paths was investigated for MPLS-TE, as a result, the optimum number of the shortest independent paths was theoretically determined, while in [3], the parameters to develop the routing performance are investigated.

In [4], both of multipath routing and traffic distribution were investigated and optimum solution is proposed to find the shortest path using Dijkstra and Bellman-Ford algorithm. Interesting and useful comparative analysis for various routing strategies is produced in [5] with the relative proposed framework models.

More important and useful resent published work in this field is shown in [6] [7] and the references there in.

When the network becomes in a critical situation in term of traffic limit and hence the network performance; there are two ways to solve this obstacle which are:

- Load limiting technique, and
- Load redistribution technique which takes into account the availability of the network resources.

The load redistribution technique is directed linked to the QoS allowed in the network and usually it is recommended for practical use.

The task of network recovery in critical situations, due to its non-stationarity, can be solved based on the management of the corresponding resources, using the procedure of recursive estimation of the traffic state. The control algorithm in this case can be constructed using the results of the separation theorem that is with the possibility of a linear solution and the Gaussian nature of the estimated process of traffic changes. This algorithm is implemented in the form of a sequence of two separate procedures which are: Optimal stochastic estimation of the network state and the deterministic linear control of network resources, taking into consideration that the obtained stochastic estimation is considered as the control parameter. In this paper, the qualitative characteristics of the evaluation, the structure of control algorithms are obtained and recommendations are given on the choice of the parameters of these algorithms.

As evaluation algorithms, it is recommended to select Kalman-Bucy filtration procedures that are optimal in the sense of the minimum mean-square error of the estimate. However, the direct use of these algorithms due to the non-stationary nature of the situation is unacceptable, because the use of model identification and adaptation procedures will lead to an excessively cumbersome task (curse of dimension) and will require additional channel resources. A more rational solution is to choose a higher rate of processing the observation results, so that the convergence time of the procedure is significantly less than the interval of the quasi-stationary nature of the estimated process, which is estimated to be parts of seconds. Calculated data on the feasibility of computing devices of the required productivity are obtained in this paper.
The rest of the paper is arranged to be presented in four sections, where in Section 2, the mechanism of MPLS-TE optimizing load balance is produced. In Section 3, selecting the information distribution flow method is proposed. In 4, the load control model for the proposed work is shown before concluding the paper work in 5.

2. The Mechanisms of Optimizing the Load Balance in MPLS-TE Networks

The recovery procedures are offered in most modern transport technologies such as the Automatic Protection Switching in SDH, however, only MPLS-TE has a possibility of resource optimization after network recovery. The applicable types of optimization nowadays are:

1) Periodic optimization;
2) On-demand optimization;
3) Event-based optimization.

In most hardware devices, there is a time interval for optimizing the tunnel. This is done to find a better way to meet traffic restrictions and requirements. In Cisco routers [8], a default value of this interval is one hour and can be changed in the range of (0 to 604,800) seconds.

On-demand optimization is used very rarely in practice and is only needed in particular cases, such as, after creating several tunnels on a working network, it is necessary to check whether there is a better way to service traffic, which guarantees less delay than the existing one.

Load balancing optimization should be performed whenever there is a better way to send traffic with the specified service parameters. Therefore, in case of event-based optimization, the search for the optimal path is made each time a specified event occurs, such as a new path appears on the network.

Figure 1(a) & Figure 1(b) shows a situation where a failure in the network leads to a non-optimal use of network resources, assuming that all channels in the considered network have the same bandwidth. In the MPLS-TE network; there are two tunnels: A-B-E and A-B-D. To protect the tunnel A-B-E, a bypass B-D-E was created. This virtual path is in a waiting state and is only used if the section between B-E is inoperative. In case of failure of the network section B-E, rerouting procedures will switch traffic to the bypass B-D-E. In general, as a result of network recovery after a failure, using of network resources may not be optimal, because of what some resources will be overloaded, and some will not

Figure 1. Switching to the bypass tunnel in case of failure of the communication channel.
be used at all (Figure 1(b)). Obviously, in this situation, it is necessary to optimize the distribution of network resources, while taking into account the time limitations of the procedure.

It is important to notice that there is no other technique is applied in this network, which makes it possible to improve this technique when applying network coding technique such as used in [9] [10] [11] [12] to improve the network reliability when one or more baths are out of service.


3. Selecting the Method of Information Flows Distribution

As explained in Section 2; in the case of critical network operation, it is necessary to carry out the load redistribution from separate sites for a limited and predetermined time. In general, the problem of optimal distribution of information flows is NP-complete, and its application in the case of a critical operating mode is regarded as difficult problem to solve. More the constructive and realizable in practice are regarded as rational methods, which fall in two main methods:

- Traffic limitation method: The method is rather constructive, it is often used, but in many cases, it is unacceptable because of the possible increase in the loss of data packets and the quality of multimedia services deterioration.
- Traffic redistribution method: This method is implemented in the presence of redundant paths. Modern networks are built in such a way that unused bypasses are always there, and their resources can be used in case of overloading the main paths.

The proposed work in this paper applies the second method as it is more constructive in term of the QoS limitation conditions. In order to circumvent the NP-completeness of the traffic redistribution task; a heuristic algorithm that minimizes network congestion when the specified conditions are met, is proposed.

The idea of the algorithm is as follows: It is intended to use a centralized strategy to manage the whole or a fragment of the network (Figure 2). First, the

![Figure 2. Construction of a matrix of given loads in the case of a centralized control strategy.](image-url)
given values of the load are found, on the basis of which a matrix with a zero diagonal (1) is constructed.

\[
\begin{pmatrix}
\hat{T}_{21} & 0 & \hat{T}_{15} & \hat{T}_{14} \\
0 & \hat{T}_{23} & 0 & \hat{T}_{24} \\
\hat{T}_{31} & \hat{T}_{32} & 0 & \hat{T}_{34} \\
\hat{T}_{41} & \hat{T}_{42} & \hat{T}_{43} & 0
\end{pmatrix}
\] (1)

Non-diagonal elements are thus the given load of the corresponding communication direction in the network \( \hat{T}_{ij} \), which is defined as

\[
\hat{T}_{ij} = \frac{T_{ij}(t)}{v_{ij}},
\] (2)

where \( T_{ij} \) is the corresponding load at time \( t \), \( v_{ij} \) is the throughput of the communication channel \( ij \). Further, on each subsequent time interval the load is redistributed from the most loaded channels \( ij \) to the unloaded bypasses consisting of two sections: \( ik \) and \( kj \). There can be more than two such sections. The proposed algorithm can be used both for the case of a fully connected network and for a network of arbitrary connectivity. The constraints on connectivity are not fundamental and do not affect the algorithm as a whole. It should be noted that, in the framework of MPLS-TE technology proposed in \[13\] \[14\] \[15\] where the full connectivity of the network can be achieved on the basis of logical methods, i.e. tunnels (virtual channels) between all inputs and outputs of distributed elements can be formed, which leads to complete connectivity. The great advantage of this method of redistribution is that it allows not only preventing network congestion, but also ensures the restoration of the network operability after failures of individual elements and directions of communication.

### 4. Load Control Model for TCN

To solve load balancing tasks, constant monitoring and control of the load level are carried out, which occurs as follows:

- Packets sent to the interface \( n_n \) are counted;
- The obtained values \( n_n \) serve to generate averaged data \( \hat{n}_n \) about the load for a certain interval of observation time \( \tau_n \leq \tau_{wc} \):

\[
\hat{n}_n = \frac{1}{n} \sum_{n=1}^{n} n_n.
\] (3)

The interval \( \tau_n = \sum \Delta n \) should be chosen based on the condition \( \tau_n \leq \tau_{wc} \) which is the period of traffic quasi-stationary, which is a few seconds. A recursive estimate, which is more adaptive and consistent with management tasks, can be more adequate in conditions of nonstationarity:

- Critical mode thresholds are entered, on reaching which re-routing and load re-distribution are implemented.

Since the traffic parameters are monitored with a certain error, the resulting sample \( n_n(k) \) is subject to statistical processing:
\[ \hat{n}_x(k) = n_x(k) \pm \Delta n_x(k). \] (4)

In addition, the presence of various disturbing random factors such as delays, sampling errors, and no stationarity of the load itself, which leads to the fact that the observation results should be interpreted as a sequence of readings \( x(k) \) observed against a background of random interference \( n_x(k) = \nu(k) \):

\[ y(k) = x(k) + \nu(k), \] (5)

where the dimension of the observation vector \( \text{dim}(y(k)) \) corresponds to the number of controlled directions. The level of cumulative errors of random interference \( \nu(k) \) is characterized by the power spectral density \( V_{\nu} \). The value \( V_{\nu} \) is of a formal nature and determines the level of all the interfering factors that lead to measurement errors. However, in practice, the relative value \( \frac{V_x}{V_{\nu}} \) is considered as important, where \( V_x \) is the power spectral density of the useful estimated signal \( x(k) \). The value \( \frac{V_x}{V_{\nu}} \) is interpreted in standard communication tasks as the signal-to-noise value \( \frac{P}{P_0} \). In essence, \( x(k) \) displays the traffic state, and, given that the network processes the traffic, it’s adequately displayed in the network state.

Evaluation of the process \( x(k) = (x_1, x_2, \cdots, x_k) \) can be obtained by the known formula:

\[ \hat{s}(k) = \frac{1}{k} \sum_{i=1}^{k} x(k). \] (6)

At the same time, this estimate (6) is effective and unbiased only for stationary processes of ergodic type. To estimate non-stationary traffic parameters, a recursive estimate, obtained by the stochastic approximation method [16] or, in the general case, by the Kalman-Bucy filtration method [16], is more suitable. The time interval \( \Delta t = t(k + 1) - t(k) \) between sample values should be chosen so that our interval of quasi-stationarity \( \tau_{ac} \gg \Delta t \). Practice shows that the ratio \( \Delta t/\tau_{ac} = 0.01 \cdots 0.1 \) is appropriate, while \( \Delta t \) should be \( 0.05 \cdots 0.5 \) sec.

Consider the set of nodes in the telecommunications network exchanging information as in Figure 3. Any modern network can function successfully and steadily if the network management system, for example the TMN system, copes with the current traffic changes. Such control of the structure and state can be performed both by the whole and part of the system. In this case, the management \( u(t) \) itself is a component of the state \( x(k) \). A mathematical model that reflects the dynamics of a state can be described by a differential equation [17]:

\[ \frac{dx(k)}{dt} = F(t)x(t) + \sum_j B_j(t)u_j(t) + G(t)w(t), \] (7)

where \( F(t) \), \( B(t) \), and \( G(t) \) are the matrices of state, control, and excitation, respectively, \( u(t) \) is a vector of controllable parameters, and \( w(t) \) is a vector of virtual noise with a level \( E[w(k)w^T(k)] = V_{\nu}. \) Physically, the interpretation of
the matrix coefficients occurring in Equation (7) is as follows: \( R(t) \) displays the rate of change of state by elements of the matrix; elements of the matrix \( F(t) \) are the inverse of the correlation intervals of random states \( F_{ij}^\tau = \frac{1}{\tau_{\text{rop}}} \). \( G(t) \) displays the level of random changes of this traffic. For purely deterministic states with constant loads, \( G(t) = 0 \). \( B(t) \) determines the level of controlled impacts.

For a discrete system, the analogue of Equation (7), respectively, has the following form:

\[
x(k+1) = F(k)x(k) + \sum_j B_j(k)u_j(k) + G(k)w(k).
\]

(8)

The optimal solution, which allows obtaining a real-time recursive estimation satisfying the minimum mean-square deviation criterion shown in Equation (9) is the Kalman-Bucy procedure, which is presented in Equation (10)

\[
J = \min E(x(k) - \hat{x}(k))^2,
\]

(9)

\[
\hat{x}(k) = \hat{x}(k|k-1) + K(k)[y(k) - H(k)\hat{x}(k|k-1)],
\]

(10)

where \( K(k) = V_s(k|k-1)H^T(HV_s(k|k-1)H^T + B_s(k))^{-1} \) and \( V_s(k|k-1) = \hat{O}(k)[I - K(k)H]V_s(k|k-1)\hat{O}^T(k) + V_w(k) \) is an a posteriori variance of the prediction error, \( V_s(k) \) is an a posteriori variance of the estimation error, and \( V_s(k) = [I - K(k)H(k)]V_s(k|k-1) \). The direct use of the estimate (10) is not always possible for telecommunication networks that are distributed, since delays in the control loop \( \tau_{\text{rop}} \) can reach values that commensurate with the selected sample intervals \( \Delta t \) or even exceed them. Under these conditions, management can be synthesized according to the forecast only. The forecast value is:

\[
\hat{x}(k|k-1) = \hat{O}(k,k-1)\hat{x}(k) + \sum_j B_j(k)\mu_j(k),
\]

(11)
where $B_j$ determines the control value in the $j$ direction of the communication.

The estimation error $V_\dot{x}(k)$ and a one-step ahead forecast error are respectively determined by the relations

$$V_\dot{x}(k) = E\left[ x(k) - \dot{x}(k) \right] [x(k+1) - \dot{x}(k)]^T$$

and

$$V_\dot{x}(k|k-1) = E\left[ x(k) - \dot{x}(k|k-1) \right] [x(k+1) - \dot{x}(k|k-1)]^T.$$

It is characteristic that the forecast $\hat{x}(k|k-1)$ is determined at the same steps of discrediting. Obviously, the forecast is always less accurate than the estimate. It follows from the definition that the errors of this forecast are determined by the values

$$\hat{O}(k,k-1) = e^{\Delta t \tau},$$

where $\Delta t$ is the step of discrediting, $\tau$ is the interval of the process correlation $x(k)$. It’s obvious that for the less inertial state changes $x(t)$, for which $\tau > \tau_{\text{corr}}$ at the same $\Delta t$, the forecast error will be greater than for the more inertial ones. Accordingly, the estimate (10) will also be worsened. Figure 4 shows the dependence of the relative forecast error (11) on the delay value in the control loop. Since the forecast accuracy decreases with increasing delay, in cases where delays in the network reach significant values, the control procedures may prove ineffective. In these cases, it is needed to switch to a management that operates on the mean of traffic changes or equips the network with more resources. In practice, the delay value $\tau_{\text{net}}$ commensurate or exceeds the correlation interval $\tau_{\text{corr}}$ rarely. Note that for time-invariant states $x(t) = \text{const}$ the estimate and, accordingly, the forecast can also be obtained asymptotically, with absolute accuracy while $t \to \infty$. Unfortunately, this situation is not real in communication practice.
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Figure 4. Graph of the dependence of the relative forecast error on the delay value in the control loop.
Consider other dependencies related to the accuracy of estimation and prediction. This accuracy can be determined by a ratio of the a priori and a posteriori variance of the estimates \( V_{\hat{x}}(k) / V_w(k) \) and is determined by the variance of the process \( x(k) \) itself or by the value \( V_w \).

At a known ratio of signal-to-noise (\( P_s / P_n \)) levels in the observation channel, the ratio of the a posteriori and a priori variances is calculated by the formula:

\[
\frac{V_{\hat{x}}(k)}{V_w} = \frac{2}{1 + \sqrt{1 + \frac{P_s}{P_n}}}.
\]

It is logical to consider the relation (13) for the case of a steady state when the transient processes are completed, that is when \( V_{\hat{x}}(k) \to V_{\hat{x}}(\infty) \). The graph of (13) dependence is presented in Figure 5.

Let us find the optimal control law for the \( u(k) \). It is known from the optimal control theory \[17\] that the value \( u_{opt}(k) \) is found by minimizing the Hamiltonian along the optimal trajectory. The optimal control for the \( i \)-th node is given by the criterion

\[
J_i = E \left\{ \sum_{k=0}^{N} \left[ x^T(k) P_i x(k) + \sum_{j=1}^{M} u_j^T(k) Q_i u_j(k) \right] + x^T(N) P_i x(N) \right\}.
\]

The terms of (14) functional have an important physical interpretation. The last term ensures the minimum state deviations of \( x \) from the optimal trajectory at the final instant of time \( x(N) \). The first term in square brackets ensures

\[\text{Figure 5. Graph of the dependence of the relative error of the random process estimation on the signal-to-noise ratio.}\]
the minimization of the mean-square state spreads along the entire path of the system’s motion. The sum of the terms containing \( Q^*_j \) minimizes management costs. The last term is important in the case when one or another type of energy is spent on the management implementation. When these energy inputs are not important, the middle term can be omitted.

Let for each of the \( M \) nodes a solution is obtained minimizing (14) exponent, which is a set of strategies \( \{g_1^*, g_2^*, \ldots, g_M^*\} \) is obtained:

\[
J_i(g_1^*, g_2^*, \ldots, g_M^*) \leq J_j, \forall g_j.
\]  

(15)

Taking into account (14) criterion, the system control trajectory (8) can be analyzed in reverse time, beginning with the last step \( L_i(N) = P_i \):

\[
L_i(k) = P_i + \hat{Q}^\top \left[ I + \sum_j B_j B_j^\top L_j(k+1) \right]^{-1} \hat{J}_i
\]

\[
\star \left[ L_i(k+1) + \sum_j L_j(k+1) B_j Q_j B_j^\top L_j(k+1) \right] \left[ I + \sum_j B_j B_j^\top L_j(k+1) \right]^{-1} \hat{O}
\]

(16)

It can be shown that optimal control is realized in the form of a linear procedure [18] [19] [20] [21]:

\[
 u_{opt}(k) = D(k) \hat{x}(k).
\]  

(17)

An equation satisfying condition (4.15) exists and is unique [17] if for every step \( k \) there is an inverse value in the square brackets of the expression:

\[
D(k) = -B_i^\top L_i(k+1) \left[ I + \sum_j B_j(k) B_j^\top(k+1) L_j(k) \right]^{-1} F(k).
\]  

(18)

It follows from (18) that the coefficient \( D_i(k) \) does not depend on the results of (8) observation. This can only be when exactly these \( D_i(k) \) quantities should be involved in this control procedure, provided that we have complete information on the load status of neighboring nodes and use closed-loop control strategies without delays in all directions. Thus, the costs \( J_i(k) \) are completely determined by the \( V_o/V_s \) relation, respectively characterizing the a priori variance of the useful estimated signal and the inertial \( i \)-th direction, which is characterized by the value \( \hat{O}_i(k,k-1) \) enclosed in the state matrix values \( \hat{O}(k) \).

In our linear model (8), leading to the solution of (17), disturbing factors are changes in the real-time traffic. It is obvious that a random process \( x(t) \) or a discrete-time one \( x(k) \) can be approximated by the normal probability distribution law \( w(x) \rightarrow N[m, \sigma^2_x] \), since it itself is formed as the sum of many independent factors—communication requests. This allows us to apply the separation theorem [18] to the control implementation. Its essence is that the optimal control itself (16) is a deterministic procedure which includes an optimal mean square estimate \( \hat{x}(t) \).

This number depends on the network connectivity and traffic amount and allows you to maximize the composite quality-of-service indicator. The developed technological proposals allow increasing the network utilization rate by 20%.
5. Conclusion

The procedure for estimating the amount of the redistributed load is obtained, which guarantees the prevention of overloading of network nodes. As the redistribution coefficient, the value 0.2 of the reduced flux is justified. The procedure is a patio-temporal organization of calculations, where redistribution is performed at all $(i-x)$ directions of communication at each $k-M$ step, and then a forecast is given for the $k+1$ step. And there is an optimal ratio of redistributed flows across all sections of the network. The state of the controlled section in the transient state is analyzed. Recommendations are given for choosing the sampling step $\Delta t$, which can be within the limits. The proposed heuristic algorithm for the redistribution of information flows can be used for various network configurations.
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