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Abstract
Relay selection is an effective method to realize the cooperative diversity gain in wireless networks. In this paper, we study a threshold-based single relay selection algorithm. A reasonable threshold value is set at each relay node, and the first relay with the instantaneous channel gain larger than the threshold will be selected to cooperate with the source. The exact and closed form expression for its outage probability is derived over independent, non-identically distributed (i.n.i.d) Rayleigh channels. The complexity of the algorithm is also analyzed in detail. Simulation results are presented to verify our theoretical analysis.
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1. Introduction
User cooperation is a promising technique to improve the performance of wireless networks [1-3]. One possible approach to realize cooperative diversity is to use distributed space-time coding (DSTC) among participating nodes [4]. However, the design of such code is difficult in practice and is still an open area of research.

Aiming at these problems, Bletsas et al. introduced a novel scheme called opportunistic relaying in [5], where only the “best” relay among all available candidates is selected to cooperate with the source. Analysis in [5,6] proved that this method can provide the same diversity-and-multiplexing tradeoff (DMT) as DSTC. However, as pointed in [5], a distributed relay selection may lead to packet collision which is a cause to fail the procedure, and the centralized approach requires a large number of channel estimations, which is energy-inefficient and not practical for resource-constrained networks.

In order to overcome the above-mentioned drawbacks, Hwang and Ko proposed a sub-optimal relay selection algorithm in [7], where a pre-determined threshold is set both at the relay and the destination, and the first relay with equivalent channel gain larger than the threshold is selected. This algorithm can significantly reduce the implementation complexity and power consumptions compared with the conventional opportunistic relaying algorithm. However, reference [7] didn’t present the exact outage probability formula of the algorithm.

In this paper, we follow the basic ideas of [7] while some detailed analyses are presented. The main contribution of our work is that we derive the exact closed form expression for the outage probability of the algorithm over independent, non-identically distributed (i.n.i.d) Rayleigh channels. We will show that this algorithm can achieve the same diversity order as opportunistic relaying, while its complexity in terms of the amount of channel estimations can be reduced obviously.

2. System Model and Basic Assumptions
We consider a half-duplex dual-hop communication system as shown in Figure 1, where there are a source (S), a destination (D) and K relay nodes (R_k, k ∈ {1,...,K}).

There are two types of relay selection, reactive and proactive [6], and we only focus on the latter. That is to say, the “best” relay is chosen prior to the source transmission among a collection of K possible candidates. After this has been completed, a two-phase communication starts. During the first phase, the source transmits and the “best” relay listens, while during the second phase, the “best” relay forwards a version of the received
signal to the destination using decode-and-forward (DF) protocol [1].

For each link, the channel is assumed to be block flat fading (quasi-static), which remains constant during one frame and varies independently from frame to frame (In our system, one frame is comprised of two phases). The channel gain, i.e., the squared channel strength, between the source and the destination, the source and the kth relay, and the kth relay and the destination are represented by $g_{sd}$, $g_{sk}$ and $g_{kd}$, respectively ($k \in [1,...,K]$).

The channel coefficients are modeled as zero-mean, independent, circularly-symmetric complex Gaussian random variables, so $g_{sd}$, $g_{sk}$ and $g_{kd}$ obey exponential distributions and notations $\lambda_{sd}$, $\lambda_{sk}$ and $\lambda_{kd}$ are introduced to denote their distribution parameters.

In the following analysis, we consider two communication scenarios. For Scenario I, the direct link between the source and the destination doesn’t exist, i.e., the source communicates with the destination only via relaying. For Scenario II, the source can communicate with the destination directly, and the destination combines the two received signals coming from the source and the best relay with a maximal ratio combiner (MRC).

3. Review of the Threshold-Based Relay Selection Algorithm

The relay selection procedure is activated before every source transmission, the operation of the algorithm was described in [7] and we summarize it as follows.

Step 1: Initialize $k = 0$.

Step 2: Set $k \leftarrow k + 1$, if $k = K + 1$, go to Step 4.

Step 3: If the instantaneous channel gain of the kth relay is larger than the predetermined threshold value, i.e. $\min\{g_{sk}, g_{kd}\} > \theta_h$, relay $k$ is selected as the best relay and the algorithm terminates: $k^* = k$, otherwise go to Step 2.

Step 4: Evaluate $k^* = \arg \max_k \{\min\{g_{sk}, g_{kd}\}\}$ and select node $k^*$ as the best relay.

In the algorithm above, $\theta_h$ is the predetermined threshold value and $k^*$ denotes the “best” relay. Note that we use the minimum of the channel gains between the links $S \rightarrow k$ and $k \rightarrow D$ to describe the channel quality at relay $k$, which is consistent with the statements in [6,7].

4. Research of the Threshold-Based Relay Selection Algorithm for Scenario I

4.1. Outage Probability of the Algorithm

Theorem 1: Denoting the required spectral efficiency by $R$ and the average transmit signal-to-noise by $SNR$, the outage probability of the threshold-based algorithm can be expressed by (1), where $\gamma = (2^{2R} - 1)/SNR$.

Proof: Communication through the “best” relay fails due to outage when either of the two hops (from the source to the best relay and from the best relay to destination) fails. Thus the outage probability can be expressed as [8]:

$$\Pr\{\text{outage} = \Pr\{\min\{g_{sk}^*, g_{kd}^*\} < \gamma\} \right)$$

For each $i$, letting $g_i$ represent the minimum of $g_{sk}$ and $g_{kd}$, i.e., $g_i = \min\{g_{sk}, g_{kd}\}$, we can see that the probability in (2) depends on the statistical property of $g_i$.

Recall that the algorithm selects the first relay with the instantaneous channel gain larger than the threshold as the best relay, and if no such relay exists, the best relay is selected as the opportunistic relaying method does, so we have to consider two cases to calculate the probability.

Case 1: The channel gains of all relays are below the threshold.
By using the fact that the minimum of two independent exponential random variables with parameter \( \lambda_u \) and \( \lambda_d \) is again an exponential random variable with parameter \( \lambda_u + \lambda_d \), the probability of case 1 can be calculated as

\[
\Pr\{\text{case 1}\} = \Pr\{\max_{i=1,\ldots,K}\{\min\{g_u, g_d\}\} < \text{th}\}
= \prod_{i=1}^{K}\left(1 - e^{-(\lambda_u + \lambda_d)\text{th}}\right)
\]  

(3)

For case 1, \( k^* \) is the relay node with the largest channel gain and the outage probability conditioned on case 1 is given by

\[
\Pr\{\text{Outage | case 1}\} = \Pr\{g_{k^*} < \gamma | \text{case 1}\}
\]  

(4)

Case 2: At least one relay has the channel gain larger than \( \text{th} \).

This case is the complementary event of case 1 and its probability is given in (5).

\[
\Pr\{\text{case 2}\} = 1 - \prod_{i=1}^{K}\left(1 - e^{-(\lambda_u + \lambda_d)\text{th}}\right)
\]  

(5)

For case 2, \( k^* \) is the first relay with channel gain larger than the threshold and the corresponding outage probability formula is expressed as

\[
\Pr\{\text{Outage | case 2}\} = \frac{\Pr\{g_{k^*} < \gamma\}}{\Pr\{\text{case 2}\}} = \frac{\sum_{i=1}^{K}\Pr\{k^* = i & g_i < \gamma\}}{\sum_{i=1}^{K}\Pr\{g_i < \text{th}, \ldots, g_{i-1} < \text{th}, g_i > \text{th}, g_i < \gamma\}}
\]  

(6)

So the outage probability conditioned on case 2 is given in (7).

\[
\Pr\{\text{Outage | case 2}\} = \begin{cases} 
1, & \gamma \geq \text{th} \\
\frac{\sum_{i=1}^{K}\prod_{j=1}^{i}\left(1 - e^{-(\lambda_u + \lambda_d)\text{th}}\right)}{1 - \prod_{i=1}^{K}\left(1 - e^{-(\lambda_u + \lambda_d)\text{th}}\right)}, & \gamma < \text{th} 
\end{cases}
\]  

(7)

Finally, the outage probability of the algorithm can be evaluated, using total probability formula, as

\[
\Pr\{\text{Outage}\} = \sum_{i=1}^{2}\Pr\{\text{case i}\}\Pr\{\text{Outage | case i}\}
\]  

(8)

Substituting (3), (4), (5), (7) into (8) and with the help of the following multinomial expansion [9], (1) can be obtained. However, we omit the details of this procedure due to the limitation of space.

\[
\prod_{i=1}^{K}(x_i + y_i) = \sum_{n=0}^{K} \sum_{1 \leq h_1 < \ldots < h_n \leq K} \prod_{i=1}^{n} x_{h_i} \times \prod_{i=h_{n+1}}^{K} y_{i}
\]  

(9)

### 4.2. Discussion on the Results

The result in (1) may be attractive because it indicates that the threshold-based relay selection algorithm can achieve the same outage probability as opportunistic relaying in [6] when a suitable threshold value is determined, despite its simplicity.

Intuitively, to select the threshold value equal to \( \gamma \), called outage threshold, is a simple but reasonable choice. Note that \( \gamma \) depends only on the required spectral efficiency and average transmit signal-to-noise ratio, so \( \text{th} \) need not to be updated frequently during the communication procedure, which reduces the complexity of the algorithm obviously.

Computer simulations are carried out to validate the analytical expressions. In Figure 2, we compare the outage probability of the threshold-based scheme to that of opportunistic relaying [5] over the channel described in Section 2. To see the differences of the two algorithms clearly, we only give the results for low SNR regimes. In this simulation, we assume the nodes of the whole network are distributed in a 1 × 1 rectangular coordinate system. The source node is located at (0,0) and the destination node at (1,1), \( K = 4 \) relay nodes are generated randomly and the mean of the fading coefficient between node \( i \) and \( j \) is determined by the distance \( d_{ij} \) between them, i.e. \( 1/\lambda_{ij} = d_{ij}^{-\eta} \), where the path loss exponent is set to be \( \eta = 2 \). We assume \( R = 1 \) and set \( \text{th} = 1 \). As can be seen from the figure, there is an excellent match between the curves of analytical results and simulation ones. The results show that when SNR > 5 dB, i.e., \( \text{th} > \gamma \), the outage probability of threshold-based relay selection algorithm is exactly the same as that of opportunistic relaying, whereas
there is a performance loss if SNR < 5 dB, i.e., \( th < \gamma \).

These observations are consistent with the results in (1).

Figure 2 also shows the outage probability for random selection method. It is noticeable that random selection incurs a substantial penalty loss. This is due to the fact that selecting the “best” relay randomly removes potential selection diversity benefits.

Now we consider the complexity of the threshold-based algorithm in terms of the amount of channel estimations and compare it with that of opportunistic relaying method in [5,6]. The opportunistic relaying needs the \( 2K \) number of channel estimations, while the average number of channel estimations of threshold-based method can be evaluated by (10).\(^1\)

\[
N_e = 2K \left( \prod_{i=1}^{K} \left( 1 - e^{-\beta_i + \lambda_d \theta} \right) \right) + 2 \sum_{i=1}^{K} \left( \prod_{j=1}^{K} \left( 1 - e^{-\beta_j + \lambda_d \theta} \right) \right) e^{-\beta_i + \lambda_d \theta} i (10)
\]

It is not hard to achieve the closed form expression of (10) but this may be not helpful to analyze. Instead, we use numerical calculations to give some intuitive results in Table 1, where we set \( \lambda_k = 1, \lambda_{kd} = 0.7 \) \((k\in\{1,2,\ldots,K\})\) for convenience.

Table 1. Complexity comparison.

<table>
<thead>
<tr>
<th>System Parameter</th>
<th>The Amount of Channel Estimations</th>
<th>Reduced by</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K = 2, th = 1 )</td>
<td>Opportunistic relaying 4</td>
<td>Threshold-based selection (average) 3.6346</td>
</tr>
<tr>
<td>( K = 4, th = 0.7 )</td>
<td>Opportunistic relaying 8</td>
<td>Threshold-based selection (average) 5.0334</td>
</tr>
<tr>
<td>( K = 4, th = 1 )</td>
<td>Opportunistic relaying 8</td>
<td>Threshold-based selection (average) 6.0626</td>
</tr>
<tr>
<td>( K = 4, th = 1.5 )</td>
<td>Opportunistic relaying 8</td>
<td>Threshold-based selection (average) 7.1108</td>
</tr>
<tr>
<td>( K = 5, th = 1 )</td>
<td>Opportunistic relaying 10</td>
<td>Threshold-based selection (average) 6.9551</td>
</tr>
</tbody>
</table>

Figure 3. The outage probabilities of opportunistic relaying and threshold-based algorithm without the direct link.

From the results above we can conclude that the threshold-based relay selection algorithm is especially attractive in large networks. Besides that, the lower the threshold value is, the less the number of channel estimations is. However, reducing the threshold will incur a performance loss. Therefore, considering both the performance and complexity, we select the optimal threshold value \( th = \gamma \).

5. Research of the Threshold-Based Relay Selection Algorithm for Scenario II

In this section, we investigate the performance of the algorithm for Scenario II. The channel gain between the source and the destination is denoted by \( g \). For simplicity, we set \( th = \gamma \).

Similar to Section 4, we consider two cases and calculate the outage probability as follows.

**Case 1:** The channel gains of all relays are below the threshold, i.e., \( \max_{i\in\{1,2,\ldots,K\}} \{g_{sd} - \min\{g_{d,i} \} \} < th \). The probability of this case can be represented by

\[
Pr\{\text{case 1}\} = \Pr\{\max_{i\in\{1,2,\ldots,K\}} \{\min\{g_{d,i} \} \} < th\} = \prod_{i=1}^{K} \left( 1 - e^{-\beta_i + \lambda_d \theta} \right) (11)
\]

In this case, \( k' \) is the relay node with the largest channel gain and the outage event happens if either of the three situations takes place,\(^2\)

\(1\)In fact, the actual amount is less than this, however, we use (10) for simplicity.

\(2\)In fact, the actual amount is less than this, however, we use (10) for simplicity.
for Scenario II, the simulation condition is given by (13). Finally, the outage probability of the algorithm is expressed by (16).

In Figure 4, we compare the outage probability of the threshold-based scheme to that of opportunistic relaying [5] with \( \gamma = \gamma' \) for Scenario II, the simulation conditions are the same as that for Figure 2. Simulation results also validate our analytical conclusions.

6. Conclusions

In this paper, we have studied a threshold-based single relay selection algorithm for wireless networks. The analytical closed form expressions of its outage probability are derived. Through computer simulations we analyze the performances of the algorithm. The results show that this method can achieve the same outage probability as that of opportunistic relaying with a suitable threshold, while its complexity is obviously reduced. 
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Abstract

This paper emphasizes on the characteristics and schemes of carrier acquisition and track in high dynamic and high information-rate situation. Carrier acquisition model is analyzed theoretically and the design principle of carrier acquisition is deduced and described clearly. An algorithm for carrier acquisition in high dynamic and high information-rate situation is provided. This paper also proves the validity of the algorithm and design scheme in high dynamic and high information-rate situation.

Keywords: HAPS, High Dynamic and High Information-Rate, Acquisition, Track

1. Introduction

Now the HAPS (high altitude platform Station) system has been concentrated on research because of important values in military and application. The HAPS communication system is comprised by the stable HAP as wavelet relay station, controlling devices on the earth, accessing devices and various kinds of wireless users. Recently many research centers including US military are researching the HAPS communication because of many merits such as low expense, fast deployment, little ground devices, convenient retrieve and so on. An information system formed by HAP in stratosphere will be a new generation-system for the wireless communications and the specialized communication system combines the advantages of both terrestrial and satellite communication systems and avoids, to different extents, their disadvantages. Then many countries had spent large manpower and resources to research the HAPS communication system profoundly [1-3].

In the literature [4,5] frequency detector loop was added to the carrier track loop, therefore, the traditional closed-loop technology was substitute with open-loop carrier error estimation technology. A combined method of data phase information and carrier frequency estimation was provided in literature [6] by means of correction of the local numerical control oscillator (NCO) through the frequency and phase error estimation. In the literature [7,8] the author analyzed the frequency and phase error by means of the combined method of self-adaptive filter and flatness technology. In order to implement the carrier acquisition and track in high dynamic and high information-rate situation, the technologies referred to the literatures above can’t reach the requirement of the communication system obviously. Therefore this paper provides a new and suitable carrier acquisition and track technology for HAPS communication in high dynamic and high information-rate situation and proved its validity.

2. Principle of Acquisition and Track

To comprehend clearly design method and algorithm this paper in high dynamic and high information-rate situation, the design principle of carrier acquisition and track loop is introduced firstly. The base principle is the non-linear disposal of the suppressed carrier QPSK signal, then the carrier is recovered by phase lock loop and referenced carrier is obtained for coherent demodulation.

\[ x(t) = V_s \sin(\omega_0 t + \theta + \theta) \] (1)

Phase shift \( \theta = 2\pi i / N \) may be some discrete value when \( iT_i < t < (i+1)T_i \) \( (i = 1, 2, \ldots, N) \); \( \theta \) is the phase that need local referenced signal to track. In order to decrease code error resulting from phase offset during the coherent demodulation, therefore phase lock loop is used to track the drift variation when \( \theta \) is changed with the time. What phase estimated value will result is a key problem. The maximum \( \hat{\theta} \) of likelihood function \( p(x / \theta) \) is discussed to be regard as the estimated value of \( \theta \).
Therefore the limit is a fixed value. In the period $T_v$, carrier and after A/D sample can be obtained from the following equation:

$$\xi_{sl}(t) = \frac{2}{V_T} \int_{t_r}^{(i+1)t_r} x(t) \sin(\omega_0 t + \theta) dt$$

$p(x/\theta)$ is a set which is composed by $m$ independent random variables. The union probability density function (pdf) is:

$$p(X/\theta) = p(x_1, x_2, \ldots, x_m/\theta)$$

$$= 1\left(\frac{1}{2\pi\sigma^2}\right)^{m/2} \exp\left(-\frac{\sum_{k=1}^{m} (x_k - S_k)^2}{2\sigma^2}\right)$$

(Make sample interval tend to zero. So $m \to \infty$, Equation (4) is transferred to Equation (5) in the following.)

$$p(X/\theta) = A_k \exp\left\{-\frac{1}{N_0} \int_0^{T_v} [x(t) - S(t, \theta)]^2 dt\right\}$$

$$= A_k \exp\left\{-\frac{1}{N_0} \int_0^{T_v} x^2(t) dt + \frac{2}{N_0} \int_0^{T_v} x(t) S(t, \theta) dt - \frac{1}{N_0} \int_0^{T_v} S^2(t, \theta) dt\right\}$$

The first integral in Equation (5) has nothing to $\theta$; the third integral in Equation (5) is signal energy which will not vary with the parameter $\theta$. Therefore the limit of the likelihood function depends on the value of the second integral in Equation (5). $p(x/\theta)$ can rewrite to Equation (6) in the following.

$$p(X/\theta) = A_k \exp\left\{\int_0^{T_v} x(t) S(t, \theta) dt\right\}$$

$$A_1, A_2$$ is constant respectively.

The value $\theta_i = 2\pi i / N$ is carried in the period $T_v$ at the same probability and the likelihood function of the $N$ dimension signal can be written as the following:

$$p(X/\theta) = F \sum_{i=1}^{N} \exp\left\{\frac{1}{N_0} \int_0^{T_v} [\xi_{sl}(t) \cos(\theta_i) + \xi_{sl}(t) \sin(\theta_i)] dt\right\}$$

Here, $\xi_{sl}(t) = \frac{2}{V_T} \int_{t_r}^{(i+1)t_r} x(t) \sin(\omega_0 t + \theta) dt$.

The solution of the equation $\frac{d}{d\theta} \ln p(x/\theta)|_{\theta=\theta_i} = 0$ is $\theta = \hat{\theta}$ which can be obtained from the following equation:

$$\frac{d}{d\theta} \sum_{i=1}^{N} [\xi_{sl}(t) \cos(\theta_i) + \xi_{sl}(t) \sin(\theta_i)]$$

The solution $\hat{\theta}$ obtained from the Equation (8) is a non-offset estimated value of carrier phase $\theta$. Carrier component information is switched to carrier component by means of non-linear power process. When $|\theta - \hat{\theta}| \leq \pi / N$, the Mathematical expectation will be larger than zero if $\theta > \hat{\theta}$; otherwise the Mathematical expectation will be smaller than zero if $\theta < \hat{\theta}$. We can set $N = 4$ in the Equation (8) and can get the construction form of QPSK easily. The implementation of carrier link acquisition and track is based on this principle in high dynamic and high information-rate situation for HAPS communication systems.

### 3. Method of Acquisition and Track

The sampled signals are divided into two path signals which will be processed by Quadrature and frequency down-conversion. The output signal of numerical frequency down-conversion is regarded as input signal of differential demodulation and carrier track loop. DQPSK algorithmic diagram of acquisition and track is shown in Figure 1.

The main process of the algorithm is as the following:

The input signal $I_x$ and $Q_x$ after A/D sample can be written in digital form: $I_x(k) = A_x(k) \cos(\phi(k))$, $Q_x(k) = A_x(k) \sin(\phi(k))$.

Set $S_m(k) = I_x(k) + jQ_x(k) = A_x(k)e^{-j\phi(k)}$, therefore:

$$S_m(k) = S_m(k)S_m(-k-1) = A_x(k)A_x(k-1)e^{-j(\phi(k)-\phi(k-1))}$$

$$Dok(k) = \text{Re}[S_m(k)]$$

Cross(k) = Im[S_m(k)], in the condition of QPSK modulation the equation $A_x(k) = A_x(k-1) = A_x$ will exist. Therefore:

$$Dok(k) = A_x^2 \cos(\phi(k) - \phi(k-1))$$

$$Cross(k) = -A_x^2 \sin(\phi(k) - \phi(k-1))$$

set $\Delta \phi = \phi(k) - \phi(k-1)$, whose phase value is $0, \pi/2, \pi, 3\pi/2$. But only three logical levels (0, 1 and -1)
appear when detection is made in Equation (10). Therefore a fixed phase $\pi/4$ is considered here and the detection method is in the following:

\[
Dok(k) = A_k^2 \cos[\phi(k) - \varphi(k-1) + \pi/4],
\]
\[
Cross(k) = -A_k^2 \sin[\phi(k) - \varphi(k-1) + \pi/4].
\]

Combine $\Delta\phi_{\text{mod}} = \phi(k) - \phi(k-1) = 0, \pi/2, \pi, 3\pi/2$ with the two equations above.

Therefore,

\[
Dok(k) = \pm \frac{1}{\sqrt{2}} A_k^2
\]
\[
Cross(k) = \pm \frac{1}{\sqrt{2}} A_k^2
\]  

(11)

Parallel data output after the differential demodulation is corresponding with the four conditions above. In order to synchronize the output signal of NCO and intermediate frequency signal, the frequency of NCO is adjusted by phase bias of output after differential demodulation. The phase bias control signal is generated by phase detection module. The concrete method is in detail in the following:

Suppose the frequency bias between output of NCO and intermediate frequency signal is $\Delta\omega$ and initial phase bias is $\Delta\varphi$. Therefore the total phase bias is $\Delta\varphi_e = \Delta\omega t + \Delta\varphi$. Then:

\[
Dok(k) = A_k^2 \cos[\Delta\varphi_{\text{mod}} - \Delta\varphi_e + \pi/4]
\]
\[
Cross(k) = -A_k^2 \cos[\Delta\varphi_{\text{mod}} - \Delta\varphi_e + \pi/4]
\]

\[
S_{\text{dPC}} = \text{Sign}[Dok(k)]Cross(k) - \text{Sign}[Cross(k)]Dok(k)
\]
\[
S_{\text{dPC}} = 2A_k^2 \sin \Delta\varphi_e
\]  

(12)

\[
S_{\text{dPC}} = 2A_k^2 \sin \Delta\varphi_e
\]

(13)

NCO frequency is controlled by loop filter and $\Delta\varphi_e$ will come to zero. Therefore the carrier acquisition and track is implemented in high dynamic and high information-rate situation.

4. Experiment and Simulation Analysis

In the design of the carrier acquisition and track loop with high dynamic and high information-rate, the carrier acquisition deriving from DQPSK has a good performance in our experiment. The performance of the algorithm proposed in this paper can’t be known directly because of no comparison with other carrier acquisition algorithms. In [5], carrier phase offset, frequency offset and Doppler frequency shift acceleration were simulated in high dynamic situation. So we referred the simulated method in the literature to compare the performance between EKF (Extended Kalman Filter) method and the proposed method in the paper.

With reference to related simulated parameters in [5], the carrier frequency is 10.7 MHz, frequency offset is 200 Hz, and initial phase offset is 0.1°. The simulated results are shown in Figure 2. When the frequency is

![Figure 1. Algorithm of carrier acquisition deriving from DQPSK.](image1)

![Figure 2. Phase offset estimation of doppler's frequency shift.](image2)
5. Conclusions

As a branch of the wireless mobile communications with fast development, HAPS communication attracts more and more attention. This paper emphasizes on the characteristics and schemes of carrier acquisition and track in high dynamic and high information-rate situation. Carrier acquisition model is analyzed theoretically and the design principle of carrier acquisition is deduced and described clearly. An algorithm for carrier acquisition in high dynamic and high information-rate situation is provided. This paper also proves the validity of the algorithm and design scheme in high dynamic and high information-rate situation. By comparison with other methods of carrier acquisition and track, the method proposed this paper is suitable with low complexity of hardware and easy to realization in engineering.
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Abstract

This paper addresses the design of practical communication strategies for multi-antenna amplify-and-forward and decode-and-forward relay systems. We show that simple linear techniques at the source and destination in conjunction with maximum ratio combining can provide an optimal transmission strategy in terms of received SNR without imposing a huge computational load over the relay node(s). Besides, the structures of precoding matrices are very similar at the source and relay nodes, which reduce the complexity as all nodes can play the role of source and relay nodes without changing their transmission structure. Numerical results show that the proposed transmission and reception techniques can improve the received SNR, and hence enhance the ergodic capacity.

Keywords: Cooperation, Relay System, Linear Precoding, Maximum Ratio Combining

1. Introduction

Relay networking [1-5] is one of the frameworks in which the concept of cooperation [6] becomes meaningful. In these systems, a source node tries to send its corresponding information to the destination node with the help of one or a number of relay node(s). Cooperative relaying targets additional diversity and coding gain and provides additional level of reliability, particularly when the direct source-destination link has poor quality.

Two natural questions in the context of relay networks are the problems of transmission and reception strategies. Mainly, how the source and relay node(s) should send the information to the destination node and how the destination should optimally combine the source information with replicate version(s) of information from relay node(s). Obviously, one cannot answer to these two questions separately. In other words, transmission and reception strategies should be jointly optimized.

A major practical issue to be addressed in the design of transmission and reception schemes in relay networks is complexity. Unlike point-to-point transmission schemes in which transmitter and receiver are responsible for the recovery of their own information, in the relay systems, other parts of the network are also engaged in the communications. Hence, it is very desirable that the communication strategy imposes minimum level of computational loads on the relay nodes. This point becomes one of the constraints that should be taken into account in the design of strategies for relay systems.

Two popular strategies can be considered for transmission in relay networks: amplify-and-forward (AF), in which a relay node does not decode the received signal but forwards it to the destination with a specific weight (e.g., [5,7-10]), and decode-and-forward (DF), in which a relay node decodes the received signal from the source and retransmits a decoded version of the signal to the destination (e.g., [11,12]). In this paper, we develop practical transmission and reception for both cases. In addition, throughout this paper, we assume that all terminals (nodes) operate in a half-duplex mode.

While there is a vigorous body of work on the relay systems in which each individual terminal is equipped with single antenna, the case of multi-antenna nodes has not been studied extensively. In [13], it was shown that the relay systems with MIMO capability offer a promising capacity and this capacity scales linearly with the number of antennas at source/destination and logarithmically with the number of relay nodes or antennas. For a similar case, a cooperative beamforming approach that can achieve the capacity of the network in the limit of large number of relay nodes was proposed in [14]. Another interesting setup can be found in [15] where the authors elaborate the effect of relay-assisted transmission...
on the capacity of rank-deficient MIMO systems.

While all the above results are attractive from a theoretical point of view, the need for practical transmission and reception schemes that can practically realize the ability of multi-antenna relay networks in providing higher capacity and performance compared to that of systems with single-antenna terminals is still pronounced. In [16], three signaling strategies for multi-antenna relay systems are discussed and compared. An optimal hybrid relaying strategy based on a combination of filtering and AF protocol was derived and can outperform AF relaying, especially when Channel State Information (CSI) is available at the relay node. In [17], an AF relaying structure that maximizes the capacity when there is no direct link between source and destination nodes has been introduced. The authors, however, mentioned that their analysis is intractable when there is a direct link between source and destination nodes.

The scarcity of studies on the design of communication schemes for multi-antenna relay systems in the literature is the main motivation of this study. More specifically, throughout this paper, we assume the source, destination and relay nodes are all equipped with multiple antennas. Our goal is to find optimal transmission and reception schemes for this setup while avoiding a huge complexity especially at the relay node. We show that a maximum ratio combining scheme at the receiver in conjunction with suitable linear precoding techniques at transmit and relay node can lead us to this end. Our study shows that the proposed scheme is optimal in terms of received SNR (and capacity) while maintaining an acceptable computational load at all nodes. In addition, the technique can be applied to both AF and DF protocols with small modifications. This feature can facilitate switching between two protocols whenever necessary. On the other hand, structures of source and relay nodes are identical, and, hence, enable a node to play the role of the source or relay in different time instants without the need of additional software or hardware overhead.

We further show that a Generalized Maximum Ratio Combiner (GMRC) at the destination is optimum for both AF and DF protocols in terms of SNR. Furthermore, for DF protocol, the precoders at the source and relay nodes should send the information in the direction of the eigenvectors corresponding to the strongest eigenvalues of the channel matrices. While it is straightforward to derive the precoding structure in the case of DF protocol, the case of AF cannot be elaborated easily. We instead propose a relay selection scheme that can result in the best possible received SNR.

The rest of the paper is organized as follows. In Section 2, we present the system model of the multi-antenna relay network. In Section 3, maximum ratio combining schemes for different scenarios such as point-to-point MIMO, multipoint-to-point system, AF and DF relaying are studied. Section 4 is allocated to the precoder design for transmit and relay nodes and in Section 5, numerical results are presented. Conclusions are given in Section 6.

2. System Model

We consider a relay system composed of one $M$-antenna source (transmit) node, one $L$-antenna relay node and one $N$-antenna destination (receive) node, operating in a half-duplex mode. For simplicity in notations, in the following analysis, we assume $L = M$ and single-symbol transmission, i.e., at a specific time instant, the source tends to transmit a symbol $x$ of a pre-determined code book (or constellation) to the destination. It applies a precoding vector $w_1$ of size $M \times 1$ to this symbol and sends it to both the destination and relay nodes. In the next time slot, based on the specific protocol (AF or DF), the relay node multiplies the received symbol by another precoding vector $w_2$ of the same size and resends this precoded version to the destination. Destination then combines the two received signals based on a maximum-ratio-combining strategy.

The received signal in the first time slot can be written as:

$$y_1 = \sqrt{\gamma_1} H_1 w_1 x + n_1$$  \hspace{1cm} (1)

where $H_1$ is the $N \times M$ forward channel matrix with normalized circularly symmetric Gaussian random entries, $\gamma_1$ is its corresponding SNR, $y_1$ and $n_1$ are the received and white Gaussian noise vectors of size $N \times 1$, respectively. In the second time slot, the received signal is:

$$y_2 = \sqrt{\gamma_2} H_2 w_2 \tilde{x} + n_2$$  \hspace{1cm} (2)

where $\tilde{x}$ is either a detected version of $x$ at relay node for DF or

$$\tilde{x} = \sqrt{\gamma_0} G w_1 x + n$$

for AF scenario. $G$ is the source-relay $M \times M$ channel matrix, $n$ is the $M \times 1$ noise vector at relay and $\gamma_0$ is its corresponding SNR. $H_2$, $\gamma_2$, $y_2$ and $n_2$ are defined similar to their counterparts in (1). The destination combines these two signals using two weight vectors $\tilde{w}_1$ and $\tilde{w}_2$ to construct the received signal

$$y = \tilde{w}_1^H y_1 + \tilde{w}_2^H y_2$$  \hspace{1cm} (3)

The decision is made on $y$ to detect the transmit symbol $x$. Our goal is to find two precoding ($w_1$ and $w_2$) and two weight vectors ($\tilde{w}_1$ and $\tilde{w}_2$) such that the received SNR is maximized. For limited transmit power, $w_1$ and $w_2$ are assumed to be

$$w_1^H w_1 \leq 1 \quad w_2^H w_2 = \| w_2 \|^2 \leq 1$$  \hspace{1cm} (4)

It is not difficult to generalize the discussions to the cases of $L \neq M$ and multiple-symbol transmission. For multiple-symbol transmission, the following analysis depends on the coding used to map the multiple symbols over multiple antennas, e.g., space-time coding, and one should also assume that $N \geq L \geq M$ so that destination (and relay) nodes are able to detect all transmitted symbols.
Maximizing SNR will minimize the probability of wrong decision over \( x \). Also, we show that maximizing SNR in this scenario is equivalent to maximizing the instantaneous mutual information and ultimately the system capacity.

### 3. Generalized Maximum Ratio Combining

#### 3.1. DF Relay-Assisted MIMO System

We first start consider a point-to-point MIMO system with \( M \) transmit antennas and \( N \) receive antennas in Figure 1(a). The transmitted symbol \( x \) is precoded at transmitter by precoder \( \mathbf{w} \) and the received vector is combined using vector \( \hat{\mathbf{w}} \) at the receiver. Therefore, the system model can be written as:

\[
y = \sqrt{\gamma} \hat{\mathbf{w}}^H \mathbf{H} \mathbf{x} + \mathbf{w}^H \mathbf{n}
\]

where \( \mathbf{H}, \mathbf{n} \) and \( \gamma \) are similar to \( \mathbf{H}_1 \) and \( \mathbf{n}_1 \) in (1), and the corresponding received SNR is

\[
\text{SNR} = \gamma \frac{\mathbf{w}^H \mathbf{H}^H \hat{\mathbf{w}} \mathbf{H} \mathbf{x}}{\mathbf{w}^H \mathbf{w}}
\]

It is well known that one can select \( \hat{\mathbf{w}} = \mathbf{H} \mathbf{x} \) to achieve the maximum SNR

\[
\text{SNR} = \gamma \mathbf{w}^H \mathbf{H}^H \mathbf{w} \quad \text{and maximum mutual information between } x \text{ and } \hat{x},
\]

\[
I(x;\hat{x}) = \log(1 + \text{SNR}) = \log(1 + \gamma \mathbf{w}^H \mathbf{H}^H \mathbf{w}).
\]

Now let consider the case when two transmitters send the same information to a receiver but in different time instants as shown in Figure 1(b). Both transmitters are equipped with \( M \) antennas while the receiver has \( N \) antennas. This case also corresponds to an ideal DF scenario when the relay node can always correctly decode the source information. The system model is the same as (1) and (2) except that \( \hat{x} \) is replaced by \( x \) in (2). Combining (1), (2) and (3), one can write an equivalent compound system equation for the above scenario as

\[
y = (\tilde{\mathbf{w}}_1^H \tilde{\mathbf{w}}_2^H) \left( \begin{array}{c} \sqrt{\gamma}_1 \mathbf{H}_1 \\ 0 \\ \sqrt{\gamma}_2 \mathbf{H}_2 \end{array} \right) \mathbf{w}^T \begin{pmatrix} \mathbf{w}_1 \\ \mathbf{w}_2 \end{pmatrix} \mathbf{H}_2 \mathbf{x} + (\tilde{\mathbf{w}}_1^H \tilde{\mathbf{w}}_2^H) \begin{pmatrix} \mathbf{n}_1 \\ \mathbf{n}_2 \end{pmatrix}
\]

This is clearly a MIMO system with 2\( M \) transmit antennas and 2\( N \) receive antennas, and the generalized maximum ratio combining (GMRC) scheme for such a system is

\[
\hat{\mathbf{w}} = \mathbf{H}^H \mathbf{H} \mathbf{w}^T \begin{pmatrix} \mathbf{w}_1 \\ \mathbf{w}_2 \end{pmatrix}
\]

where

\[
\mathbf{H}^H = \begin{pmatrix} \sqrt{\gamma}_1 \mathbf{H}_1 & 0 \\ 0 & \sqrt{\gamma}_2 \mathbf{H}_2 \end{pmatrix}
\]

Note that there is a fundamental difference between MRC and GMRC as MRC just considers combining in space domain over elements of receive antennas while GMRC includes combining over both space and time.

In a general DF scenario, the received signal after combining becomes

\[
y = (\tilde{\mathbf{w}}_1^H \tilde{\mathbf{w}}_2^H) \left( \begin{array}{c} \sqrt{\gamma}_1 \mathbf{H}_1 \\ 0 \\ \sqrt{\gamma}_2 \mathbf{H}_2 \end{array} \right) \mathbf{w} \mathbf{H}_2 \mathbf{x} + (\tilde{\mathbf{w}}_1^H \tilde{\mathbf{w}}_2^H) \begin{pmatrix} \mathbf{n}_1 \\ \mathbf{n}_2 \end{pmatrix}
\]

where \( x' \) denotes the symbol decoded and re-transmitted by the relay, \( i.e., x' = x \) for correct detection and \( x' \neq x \) for erroneous detection. Let \( \alpha \) denote the probability of erroneous detection at the relay. The optimum combining vectors for DF transmission can be written as:

\[
\hat{\mathbf{w}}_1 = \mathbf{H}_1 \mathbf{w}_1 \quad \text{and} \quad \hat{\mathbf{w}}_2 = \delta \mathbf{H}_2 \mathbf{w}_2
\]

where the coefficient \( \delta \) can be estimated from \( \alpha \). Consider an approximation by assuming that \( x' = -x \) for an erroneous detection at the relay. Note that this consideration is exact for binary transmission. For a general \( M \)-ary signaling scheme, this assumption represents a pessimistic consideration. Under this assumption, the SNR's corresponding to the cases of correct and erroneous detection at the relay are respectively,

\[
\text{SNR}_1 = \frac{(d_1 + d_2)(d_1' + d_2')}{d_0}, \quad \text{SNR}_2 = \frac{(d_1 - d_2)(d_1' - d_2')}{d_0}
\]

where

\[
d_1' = \sqrt{\gamma}_1 \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1, \quad d_2' = \sqrt{\gamma}_1 \tilde{\mathbf{w}}_1^H \mathbf{H}_2 \tilde{\mathbf{w}}_1, \quad d_1 = \sqrt{\gamma}_1 \tilde{\mathbf{w}}_2^H \mathbf{H}_1 \tilde{\mathbf{w}}_2, \quad d_0 = \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1 + \tilde{\mathbf{w}}_2^H \mathbf{H}_2 \tilde{\mathbf{w}}_2
\]

The average received SNR can then be written as (11). From (11) and considering a system equation similar to (6) and (7), one can find the corresponding equivalent system equation for this general DF scenario as (12).

\[
\text{SNR} = (1-\alpha)\text{SNR}_1 + \alpha \text{SNR}_2 = \frac{(\gamma_1 \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1 + \gamma_2 \tilde{\mathbf{w}}_2^H \mathbf{H}_2 \tilde{\mathbf{w}}_2 + \gamma_1' \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1 + \gamma_2' \tilde{\mathbf{w}}_2^H \mathbf{H}_2 \tilde{\mathbf{w}}_2 + \gamma_1'' \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1 + \gamma_2'' \tilde{\mathbf{w}}_2^H \mathbf{H}_2 \tilde{\mathbf{w}}_2) + (1-2\alpha)(\gamma_1' \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1 + \gamma_2' \tilde{\mathbf{w}}_2^H \mathbf{H}_2 \tilde{\mathbf{w}}_2) + \gamma_1'' \tilde{\mathbf{w}}_1^H \mathbf{H}_1 \tilde{\mathbf{w}}_1 + \gamma_2'' \tilde{\mathbf{w}}_2^H \mathbf{H}_2 \tilde{\mathbf{w}}_2)}{\tilde{\mathbf{w}}_1^H \tilde{\mathbf{w}}_1 + \tilde{\mathbf{w}}_2^H \tilde{\mathbf{w}}_2}
\]

where \( \text{SNR} \) is the channel matrix of the equivalent MIMO system and can be approximated as:

\[
\mathbf{H} = \begin{pmatrix} \sqrt{\gamma}_1 \mathbf{H}_1 & 0 \\ 0 & \sqrt{\gamma}_2 (1-2\alpha) \mathbf{H}_2 \end{pmatrix}
\]
In other words, the coefficient $\delta$ can be approximated as $\delta \approx 1 - 2\alpha$ when $\alpha$ is small. Note that one can use other estimations to find $\delta$ or the optimum weight ad-hoc. In general, the idea is to reduce the weight of the signal in the second transmit interval as it may contain error and degrade the total received SNR at the destination.

### 3.2. AF Relay-Assisted MIMO System

The difficulty with this scenario is that the noise in the second time slot is no longer white. In other words, based on (1) and (2), the system equation in this case can be rewritten as:

$$y = (\tilde{w}_1^H \tilde{n}_1) \left( \sqrt{\gamma_1} H_1 \right) + (\tilde{w}_2^H \tilde{n}_2) \left( \sqrt{\gamma_2} H_2 \right) + n$$

(13)

The difference between the AF and DF protocols is that $W_2$ is the $M \times M$ precoding matrix (instead of vector) at the relay node, and the noise in the second time interval is no longer white. Assuming $n$ and $n_1$ are uncorrelated, the autocorrelation function of the noise in the second time interval can be written as:

$$\Lambda = \text{E} \{ (n_1 + \sqrt{\gamma_2} H_2 W_2^H n_2 + \sqrt{\gamma_2} H_2 W_2^H n_2) (n_1 + \sqrt{\gamma_2} H_2 W_2^H n_2)^H \}$$

(14)

where $I_M$ denotes identity matrix of size $M$. Applying an eigenvalue decomposition over $\Lambda$, one can write $\Lambda = U D U^H$ where $U$ and $D$ are $N \times N$ unitary and diagonal matrices, respectively.

Defining the pre-whitening filter as $W_p = D^{-1/2} U^H$ and applying it to the received signal in the second time-slot will make the output noise white. With that, one can apply (8) directly to derive the structure of combining vectors. The system model can be considered as (12) with:

$$H = \left[ \begin{array}{cc} \sqrt{\gamma_1} H_1 & 0 \\ 0 & \sqrt{\gamma_2} H_2 \end{array} \right]$$

Now from (13), the optimum combining vectors for an AF relay-assisted MIMO system can be written as:

$$\tilde{w}_1 = H_1 w_1 \quad \text{and} \quad \tilde{w}_2 = D^{-1/2} U^H H_2 W_2^H w_2$$

(15)

In other words, the optimum weight vector in the second time interval is a combination of an MRC vector and a pre-whitening filter. By applying pre-whitening filter, the output noise will be white and therefore one can apply the combining weight vectors in (15) to maximize the SNR, the instantaneous mutual information and ultimately the system capacity.

### 4. Precoding for Relay-Assisted MIMO Systems

Our goal here is to investigate the design of precoding vectors, $w_1$ and $w_2$, in (1) and (2). We start with point-to-point MIMO transmission and then generalize the results to the case of relay-assisted MIMO systems.

Recall that, after applying MRC weight vector, (6) yields $\text{SNR} = \gamma w^H H^H H w$. To maximize this SNR subject to power constraint over $w$, similar to (4), one should take $w$ in the direction of the eigenvector of Hermitian matrix $H^H H$ associated with $\lambda_{\max}$ where $\lambda_{\max}$ is the largest eigenvalue of $H^H H$. In other words, under the total transmit power constraint at source, the optimum precoding vector that maximizes the SNR of an MRC-based MIMO system can be written as:

$$w = u_{\max} (H^H H)$$

(16)

where $u_{\max}$ stands for the eigenvector of $H$ corresponding the maximum eigenvalue. With this precoding vector and considering the receive combining vector of $\tilde{w} = H w$, the receive SNR of the system can be written as $\text{SNR} = \gamma \lambda_{\max}$. From (8), (9) and (16), it can be shown that...
under the total transmit power constraints at source and relay nodes, for a multipoint-to-point MIMO system with GMRC combining vectors at receiver, the optimum precoding vectors are:

\[ \mathbf{w}_1 = \mathbf{u}_{\max}(\mathbf{H}_1^H \mathbf{H}_1) \quad \text{and} \quad \mathbf{w}_2 = \mathbf{u}_{\max}(\mathbf{H}_2^H \mathbf{H}_2) \quad (17) \]

The same conclusion is also valid for the case of DF protocol for relay-assisted MIMO systems.

Now, we are ready to revisit the problem of AF protocol. The difficulty with this case is that the optimization of precoding matrix at the relay node, \( \mathbf{W}_2 \), is not independent of the optimization of precoding vector at the source node, \( \mathbf{w}_1 \). This is because the received SNR equation resulted in the second transmit interval is

\[ \text{SNR}_2 = \sqrt{\gamma_2 \gamma_0} \mathbf{w}_2^H \mathbf{G}^H \mathbf{W}_2 \mathbf{H}^H_2 \mathbf{G} \mathbf{w}_1 \quad (18) \]

and, therefore, is a function of both \( \mathbf{w}_1 \) and \( \mathbf{W}_2 \). Note that (18) comes from applying (15) to calculate the SNR in (6). Although direct maximization of (18) for \( \mathbf{W}_2 \) would be difficult, one can make a clever guess that if we select \( \mathbf{W}_2 \) such that it maximizes SNR over the source-relay link, \( \mathbf{G} \), this can ultimately result in the maximization of the SNR in (18) over the entire link from source to destination. Therefore, assume that \( \mathbf{W}_2 \) can be written as

\[ \mathbf{W}_2 = \mathbf{G} \mathbf{w}_1 \hat{\mathbf{w}}_2^H \quad (19) \]

where \( \mathbf{G} \) is responsible for maximizing the SNR at relay node while \( \hat{\mathbf{w}}_2 \) is an independent vector reserved for further optimization of precoding matrix at the relay node. Moreover, for maximizing the SNR over the relay-destination link, using (16), it can be shown that

\[ \hat{\mathbf{w}}_2 = \mathbf{u}_{\max}(\mathbf{H}_2) \quad (20) \]

Now, \( \mathbf{w}_1 \), the precoding vector at the source node is the only remaining parameter to be selected. However, \( \mathbf{w}_1 \) affects the received SNR from both direct and relayed links. Therefore, to optimize \( \mathbf{w}_1 \), the SNR equations similar to (10) should be considered, which makes the optimization problem very difficult if not impossible to solve. To resolve this problem, we focus on each of the transmit intervals, separately. Since in a communication system, there are usually a number of available relay terminals (rather than just one), we, ultimately, propose the use of relay selection approach to maximize the overall SNR of the system.

Consider the received SNR in the first transmit interval:

\[ \text{SNR}_1 = \gamma_1 \mathbf{w}_1^H \mathbf{H}_1^H \mathbf{H}_1 \mathbf{w}_1 \]

Based on (16), \( \text{SNR}_1 \) is maximized if \( \mathbf{w}_1 = \mathbf{u}_{\max}(\mathbf{H}_1) \).

On the other hand, in the second transmit interval, by substituting \( \mathbf{W}_2 \) of (19) into (18), it turns out that the source precoding vector will be responsible for the source-relay portion of the SNR. Therefore, to maximize this portion, one should select \( \mathbf{w}_1 = \mathbf{u}_{\max}(\mathbf{G}) \). These two equations for \( \mathbf{w}_1 \) are definitely in contrast with each other. The best scenario is that \( \mathbf{u}_{\max}(\mathbf{H}_1) = \mathbf{u}_{\max}(\mathbf{G}) \). In this case, based on (16), the overall receive SNR of the system can be written as:

\[ \text{SNR} = \lambda_{\max}(\mathbf{H}_1^H \mathbf{H}_1) (\gamma_1 + \gamma_0 \gamma_2 \lambda_{\max}(\mathbf{H}_2^H \mathbf{H}_2)) \quad (21) \]

Now, let assume that \( \mathbf{u}_{\max}(\mathbf{H}_1) \neq \mathbf{u}_{\max}(\mathbf{G}) \) but there are \( K \) available relay nodes in the system. The best relay should be selected such that the overall receive SNR is maximized. The performance degradation appears as a factor of \( \langle \mathbf{u}_{\max}(\mathbf{H}_1), \mathbf{u}_{\max}(\mathbf{G}) \rangle \) in the SNR equation. Two following extreme cases can be considered.

In the first case when the source-destination link is very strong (i.e., asymptotic case of \( \lambda_1 \rightarrow \infty \)), one should choose the precoding vector in the direction of \( \mathbf{u}_{\max}(\mathbf{H}_1) \).

Therefore, the SNR loss as compared to the optimum case in (21), is due to the eigen-mismatch in the second transmit interval and the overall SNR can be expressed as:

\[ \text{SNR} = \lambda_{\max}(\mathbf{H}_1^H \mathbf{H}_1) \gamma_1 + \langle \mathbf{u}_{\max}(\mathbf{H}_1), \mathbf{u}_{\max}(\mathbf{G}) \rangle \gamma_0 \gamma_2 \lambda_{\max}(\mathbf{G}^H \mathbf{G}) \lambda_{\max}(\mathbf{H}_2^H \mathbf{H}_2) \quad (22) \]

In the second case when the relay links are much stronger compared to the direct link (i.e., asymptotic case of \( \lambda_2, \lambda_0 \rightarrow \infty \)), the natural selection is the source precoding vector in the direction of \( \mathbf{u}_{\max}(\mathbf{G}) \). In this case, the SNR loss is due to the eigen-mismatch in the first transmit interval. The overall received SNR can also be written as:

\[ \text{SNR} = \langle \mathbf{u}_{\max}(\mathbf{H}_1), \mathbf{u}_{\max}(\mathbf{G}) \rangle \lambda_{\max}(\mathbf{H}_1^H \mathbf{H}_1) \gamma_1 + \gamma_0 \gamma_2 \lambda_{\max}(\mathbf{G}^H \mathbf{G}) \lambda_{\max}(\mathbf{H}_2^H \mathbf{H}_2) \quad (23) \]

Based on (22) and (23), amongst all \( K \) candidate relay nodes, the best relay node can be selected as

\[ i = \arg \max_{i=1,...,K} \langle \mathbf{u}_{\max}(\mathbf{H}_i), \mathbf{u}_{\max}(\mathbf{G}) \rangle \gamma_0 \gamma_2 \lambda_{\max}(\mathbf{H}_i^H \mathbf{H}_i) \]

if the source-destination link is stronger than the source-relay and relay-destination links, or

\[ i = \arg \max_{i=1,...,K} \langle \mathbf{u}_{\max}(\mathbf{H}_i), \mathbf{u}_{\max}(\mathbf{G}) \rangle \lambda_{\max}(\mathbf{H}_i^H \mathbf{H}_i) \]

if the source-relay and relay-destination links are stronger than the source-destination link, \(<, >\) stands for inner product. This selection maximizes the SNR of the relay-assisted AF system with high probability. In other words, the best relay is the one with strong source-relay and relay-destination links, i.e., large \( \gamma_0 \) and \( \gamma_2 \), and when the eigenvector corresponding to the maximum eigenvalue of source-relay link matrix is the closest to \( \mathbf{u}_{\max}(\mathbf{H}_i) \).
5. Numerical Results

We study the performance of the proposed MRC-based precoding technique by means of simulation. We consider all source, relay and destination nodes are equipped with two antennas, \( i.e., M = N = 2 \). We investigate the received SNR and average mutual information for these systems.

Figure 2 shows the received SNR for different setups in Figure 1. For the sake of comparison, we also show the performance of the precoder based on equal gain combining in point-to-point MIMO transmission. First, we observe that MRC-based precoding (case A) outperforms precoding with equal gain combining in terms of received SNR by about 3 dB. On the other hand, in the case of multipoint-to-point transmission (case B), precoding based on MRC can provide an additional gain as compared to the case of point-to-point transmission. This is mainly due to the availability of an additional path between the second transmit and receive nodes, which provides a higher average SNR at the receiver (especially when the link from first transmitter to receive node is poor). Finally, we see that the relay-assisted amplify-and-forward precoding system (case C) provides a received SNR comparable to that of an ideal multipoint-to-point system. The slight decrease in the received SNR is due to the noise accumulation in the relay node. The same conclusion is also valid for the case of a decode-and-forward system as there is a decrease in the received SNR due to the probability of wrong decision at the relay node.

Figure 3 also shows that the average mutual informa-
tion for all the above scenarios. The same conclusions can be drawn for the average mutual information, i.e., the relay-assisted MIMO precoding can provide an average mutual information close to that in the case when two transmitters send identical information to the relay node.

6. Conclusions

We studied optimal linear transmit and receive strategies for a variety of MIMO systems. Our focus was mainly on relay-assisted MIMO systems. These systems are very attractive from both theoretical and practical points of view. However, there are still many open questions concerning transmission and reception schemes in the field. We built a framework based on the well-known MRC scheme on the receiver (destination) side. As we demonstrated, the construction of the optimal combining strategies for both DF and AF relaying protocols can be based on the concept of MRC.

We first derived the optimal linear receiver structure for these systems. Next, based on the structure of optimum receivers, we investigated the optimal linear precoding vectors for the source and relay nodes. Our results show that, for the optimum receiver, the optimal transmit precoding strategy for DF protocol is to send the information in the direction of the eigenvectors of the direct ($H_1$) and relay ($H_2$) channel matrices associated with the strongest eigenvalues. This simple result is, however, not valid in the case of AF relaying protocol. Instead, for AF protocol, we propose the use of relay selection scheme to facilitate the design of precoders at the source and relay nodes. Finally, different numerical examples proved that the proposed optimal transmission and reception techniques are indeed effective and provide a meaningful gain in terms of received SNR and system capacity while maintaining the complexity very low due to linearity.
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Abstract

As wireless sensor network becomes pervasive, new requirements have been continuously emerged. However, the most of research efforts in wireless sensor network are focused on energy problem since the nodes are usually battery-powered. Among these requirements, real-time communication is one of the big research challenges in wireless sensor networks because most of query messages carry time information. To meet this requirement, recently several real-time medium access control protocols have been proposed for wireless sensor networks in the literature because waiting time to share medium on each node is one of main source for end-to-end delay. In this paper, we first introduce the specific requirement of wireless sensor real-time MAC protocol. Then, a collection of recent wireless sensor real-time MAC protocols are surveyed, classified, and described emphasizing their advantages and disadvantages whenever possible. Finally we present a discussion about the challenges of current wireless sensor real-time MAC protocols in the literature, and show the conclusion in the end.

Keywords: Wireless Sensor Networks, Medium Access Control (MAC), Real-Time

1. Introduction

A wireless sensor network [1] consists of a large number of small, inexpensive sensor nodes which are distributed over a geographical area for monitoring physical phenomena like temperature, noise, light intensity and speed etc. Traditionally, the largest challenge of sensor network is the limited lifetime because of the battery-powered node [2]. Specially, applications like military operation, factory automation and so on, need a constraint time of a message transmission from source node to destination for guaranteeing validity of the message. For such kind of cases, the real-time system can play a crucial role.

Real-time system is a computing system that must react within precise time constraints to events in the environment. In the real-time computing system, the primary feature is called the deadline, which is the maximum time which it must complete its execution within. In several critical applications, a massage arrived at the destination after the deadline is both late and wrong. The real-time algorithm not only requires low delay of a packet possess but also to meet the deadline, that is the largest difference between real-time sensor networks and conventional sensor networks. In fact, whereas the objective of the low delay sensor network is to minimize the average response time of a given set of tasks, the objective of real-time sensor network is to meet the individual timing requirement of each task.

Real-time system provides some important features in the critical applications, including:

- Timeliness—Messages have to be transmitted not only by the time they arrive at the destination but also in the time domain.
- Design for peak load—Real-time systems should not collapse when they encounter a peak-load condition, hence they must be designed to manage all anticipated scenarios.
- Predictability—Real-time system should be able to predict the consequences of any scheduling decision for guaranteeing the performance of applications.
- Fault tolerance—Single failure of transmission should not lead the system to crash. Consequently the real-time systems are designed to be fault tolerant.
- Maintainability—The architecture of a real-time system should be designed to ensure that possible system modifications are easy to perform.
In order to adapt the energy constrained applications for prolonging the lifetime of sensor network, the proposed medium access control (MAC) protocols primarily focus on reducing energy consumption related to the wireless medium [3]. Therefore, substantial number of the MAC protocols [4-12] for wireless sensor networks are designed in the literature for the traditional challenge: energy-efficiency. Furthermore, other parameters such as latency or throughput are also important for sensor network transmission. However, during the time critical applications, the largest challenge is that how to let the alarm messages meet their deadline for guaranteeing safety of events in the environment. In addition to those applications, energy consumption is the secondary importance just like WSN is employed in natural disaster monitor system.

Another impact of real-time communications is as follows. The traffic load is not regular for monitoring environment by WSN since the environmental conditions constantly change over time. In general the situation of application environment is calm, however, when the emergencies are detected, plenty of information is sensed and needed to be transmitted to the user. The traffic congestion is easier to be triggered since the suddenly increased traffic load. Then some important messages need to wait for a long time to be transmitted to sink even dropped. Under above case, the real-time system has great potential for reliving or avoiding the phenomena which is mentioned above in many applications.

In this paper, we present an introduction to real-time MAC protocols for wireless sensor networks. As real-time MAC sensor networks differ from traditional wireless MAC networks in many points, the primary parameters of them reflect in timing requirement (deadline), energy, multiple flows, etc. All of these characteristics make the traditional wireless MAC protocols not be suitable for real-time sensor networks.

The remainder of this paper is organized as follows. A survey of the proposed real-time MAC protocol for sensor networks is presented in the Section 2. In Section 3, we discuss the challenges of the current real-time MAC protocol for sensor network and show the future work. In Section 5, we make a conclusion.


In this survey we collect recent real-time MAC protocols proposed in the literature. Several typical protocols are included and discussed in this section. According to the difference of applications, real-time MAC protocol for wireless sensor networks can be classified into two classes: hard real-time MAC protocol and soft real-time MAC protocol.

As it is shown in Figure 1, there is a classification tree for wireless sensor networks real-time MAC protocols. As shown in this taxonomy, in order to guarantee the constraint time for ensuring the validity of alarm messages in the time critical application, several proposed approaches in the literature are classified as branches from hard and soft real-time MAC protocols. In the following section, we present the description of the collection of wireless sensor real-time MAC protocols and evaluate their advantages and disadvantages whenever possible.


2.1.1. TDMA Based Real-Time MAC Protocol
RRMAC [13] is a TDMA based hard real-time MAC protocol for wireless sensor networks. As shown in Figure 2, this protocol proposes a tree structure that the packets could flow continuously from leaf-level nodes to the top-level node. The assignment sequence lets the base station of the top of the tree acquire the data from normal sensor nodes in one superframe duration. Figure 3 shows the superframe structure, which is composed of a beacon only period, contention free period, contention access period, and an inactive period. The protocol uses a beacon frame for synchronizing the sensor network. The nodes adjust their time whenever they receive a beacon frame in the system and then execute the contention free period. The protocol decreases the communication delay by assigning time slots to every node. For multi-hop beacon forwarding, in the beacon only period, each beacon slot is assigned to each coordinator, like the base

![Figure 1. Taxonomy of approaches to real-time MAC protocol in wireless sensor networks](https://example.com/figure1.png)
station and sink. This design enables the beacon to be forwarded to the hall network at the beginning of a new superframe.

Several nodes form clusters and each cluster includes a cluster head. RRMAC superframe bases on IEEE 802.15.4 frame structure and only upper level cluster heads can assign time slots in the TDMA superframe. Cluster heads aggregate data collected from lower level sensor nodes and forward the data to upper cluster head in hierarchy. RRMAC nodes are assumed that they have two RF power levels. The sink nodes have high RF power which increases the transmission range of these nodes. Normal nodes have a smaller power and a short communication range. The RRMAC superframe structure is flexible. The superframe can contain only contention period if all of the sensor or sink nodes do not require real time or reliable data transmission. However, the difficulty of RRMAC is maintaining global synchronization in a large randomly distributed multi-hop WSN.

2.1.2 Two Mode-Based Real-Time MAC Protocols

Dual-mode real-time MAC protocol [14,15] is hard real-time MAC protocol for wireless sensor networks. This protocol includes two modes, one is protected mode and another is unprotected mode. The Figure 4(a) shows the unprotected mode. In that case, maxrange is the possible max communication range of node. Protocol presents a parameter called backoffunprotected which is the backoff for unprotected mode. When a node sends out an alarm message, nodes that hear its backoffunprotected, which is inversely proportional to their distance to the sending node. A node can be chosen for forwarding the message when no alarm message has been received and backoffunprotected expires. In this way, messages can be transmitted to the sink by a high speed, but not have a high reliability due to collisions. In the protected mode, the protocol provides a high reliability by guaranteeing the collision-free function, however the transmission time is bounded. Every node knows its absolute position since deployment and each message contains the sender’s absolute position. In the initial phase, the protocol organizes the network nodes into cells so that all nodes of a cell can communicate with other nodes of two neighboring cells. The unprotected mode does not use cells for transmitting messages. The protected mode uses signaling messages for reserving each cell between source node and sink node (as shown in Figure 4 (b)). Once reserved, a cell cannot generate new messages until the transmission is over for avoiding collision. After initialization, the unprotected mode will first be started but when any node detects a collision, it will send a collided alarm message to another node for switching the mode from unprotected to protected mode. The dual-mode real-time MAC protocol supports the randomly deployed wireless sensor network, and can avoid message collision effectively. However, the protocol requires all the nodes need to know their absolute position information, the assumption is hard to achieve for a randomly deployed WSN. Besides, energy efficiency is not designed in the Dual-mode real-time MAC protocol for sensor network.

2.1.3. Message Ordering Based Real-Time MAC Protocol

TOMAC protocol [16] presents hard real-time message ordering at medium access control layer for wireless sensor networks. The hard real-time message ordering mechanism can guarantee the time-order of message delivery in one-hop distance mesh topologies in which the
Figure 4. Algorithm of dual-mode real-time MAC protocol.
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In the equation mentioned above, $t_{el}$ is the elapsed time since the packet has been initiated at the source and $t_{snk}$ is the delay that downstream node estimates that will be required until the packet reaches the sink. The $D$ is the local estimation of the projected sojourn time.

In delay sensitive sensor systems the goal of traffic regulation is divided into two parts. First, in cases of congestion, packets need to be dropped to decrease contention and relief overflowing queues in an attempt to reduce delays. Secondly, when a packet is overly delayed, it should not be further forwarded since that would be a waste of transmission energy. Even if the deadline of a packet is large, the packet may still miss its deadline because it might be dropped due to congestion.

2.2. Soft Real-Time MAC Protocol for Wireless Sensor Networks

2.2.1. S-MAC Based Real-Time MAC Protocols

Virtual TDMA for Sensors (VTS) [18] MAC protocol is presented based on soft real-time for WSN applications. VTS protocol is based on sensor-MAC (S-MAC) protocol and provides a Time Division Multiple Access (TDMA) access scheme, in which the number of slots equal to number of nodes in a cell (cluster), the nodes in a cluster will transmit in different time slots. VTS synchronization procedure works as S-MAC, but unlike S-MAC, VTS nodes are only allowed to send data in their captured cycle, a node only sends packets every $N_c$ cycle, $N_c$ is the length of a superframe (as shown in Figure 5). After a number of network setup cycles, the
nodes adjust their superframe length counter to their number of known neighbors.

VTS proposes a control packet called CTL as SYNC packet, when all the nodes have sent their first CTL packet, the virtual superframe of N_t timeslots is formed. From then on, the node dynamically adapts to the possibility of nodes joining and leaving the cluster by adjusting the length of superframe. VTS uses the CSMA/CA mechanism for data delivery. At the beginning of each timeslot, all the nodes wake up and listen. The owner of the timeslot performs a carrier sense and broadcasts the CTL. The CTL is used as: synchronization schedule discovery, keep-alive beacon, new node discovery, channel reservation. VTS supports three kinds of transmission: unicast packet transmission, broadcast packet transmission and no data transmission. In the unicast packet transmission, the communication has a sequence as RTS/CTS/DATA/ACK, both nodes go to sleep after the transmission is finished. During the broadcast packet transmission, a 

\[
\text{CTL}_{\text{BCAST}}
\]

packet is sent, destination is a CTL{RTS}/CTS/DATA/ACK, both nodes go to sleep after transmission, the communication has a sequence as RTS/CTS/DATA/ACK, both nodes go to sleep. When no data transmission, nodes just adjust the clock reference by \n
\[
\text{CTL}_{\text{SYNC}}
\]

packet and go to sleep.

In addition, VTS proposes to dynamically adjust the duty cycle, VTS uses the control center as synchronizer, the sink node controls the synchronization by CTL packet since it is directly connected to the control center.

Compare with S-MAC, VTS decreases energy consumption and the latency of packet transmission when there are only a few nodes. However, when the number of nodes is higher, the energy consumption is also higher. Additional, since the amount of time-slots, it has a limited packet arrival interval, in some cases VTS is very hard to work for a higher packet generation rate.

A novel real-time MAC layer protocol [19] is designed for soft real-time applications in wireless sensor networks. This protocol bases on S-MAC. The novel protocol uses feedback approach as a medium access mechanism. The novel real-time MAC protocol is for single stream communication.

Working of this protocol is based on use of CC control packet which is used to assign an appropriate value to clear channel flag (CCF) of every sensor node. If CCF equals to 1 the nodes can transmit as well as receive data packets, while it can only receive if its CCF value is 0. Initially all nodes have CCF value as 1. CC control packet has a clear channel counter (CCC), its value ranges from 0 to 3. The value of CCC is 3 at the originating node of CC and decreased by one with on hop transmission of CC. CC is always transmitted from sink to source direction. If value of CCC of CC control packet is 2 or 3 in a node, then CCF of that node will remain 0, if value of CCC of CC is 0 or 1, the CCF of that node will become 1.

Figure 6 explains the novel protocol. As shown in the figure, some data are sent from source node N0 to sink node N9. Duration of one data transfer cycle and one control packet are designated by Tx and Tc respectively. In the first data transfer cycle, RTS/CTS/DATA/ACK will be transmitted by sequence from N0 to N1, after getting ACK, N0 sets its CCF value to 0. From the first duration to fourth duration, the data P0 is forwarded from N0 to N4 and set its own CCF value to 0. Each packet has a Hop Counter (HC) integer variable whose value varies from 0 to 4 for first 4 hops of a communication stream and 0 to 2 for all later 2 hops segments of the communication stream. At N0, the value of HC of P0 is 4 and it is decreased by one each time P0 is transmitted successfully by one hop. Once P0 reaches to N4 node, its HC becomes 0. Then N4 sets HC of P0 to 2. After received ACK from N3, N4 waits for 2Tc duration prior to forwarding P0 to N5. Meantime, in the first and second Tc duration, after receiving ACK, N3 and N2 send CC signal to N2 and N1 respectively. In addition, the CCF of N3 and N2 are set to 0. In the next Tc duration, N1 sends CC signal to N0 and sets its CCF to 1. Thus, after getting CC from N1 node, N0 can transmit new packet P1 to N1 in next one Tx duration. After that, N1 can forward P1 to N2 in next Tx duration and wait there for next CC control packet.

Compare with S-MAC and TMAC by the 99% of duty-cycle, the novel protocol reduces the latency. However, the overhead is higher due to CC control packet. In addition, the novel protocol is difficult to suit to multi-streams communication for WSN.

2.2.2. Spatial Channel Reuse Based Real-Time MAC Protocol

Channel Reuse-based Smallest Latest-start-time First (CR-SLF) [20] algorithm schedules messages at MAC layer for increasing spatial channel reuse in soft real-time communication. At the beginning of each superframe, a virtual superframe of \(N_c\) timeslots is formed. VTS uses the CSMA/CA mechanism for data delivery. At the beginning of each timeslot, all the nodes wake up and listen. The owner of the timeslot performs a carrier sense and broadcasts the CTL. The CTL is used as: synchronization schedule discovery, keep-alive beacon, new node discovery, channel reservation. VTS supports three kinds of transmission: unicast packet transmission, broadcast packet transmission and no data transmission. In the unicast packet transmission, the communication has a sequence as RTS/CTS/DATA/ACK. In the first data transfer cycle, RTS/CTS/DATA/ACK will be transmitted by sequence from N0 to N1, after getting ACK, N0 sets its CCF value to 0. From the first duration to fourth duration, the data P0 is forwarded from N0 to N4 and set its own CCF value to 0. Each packet has a Hop Counter (HC) integer variable whose value varies from 0 to 4 for first 4 hops of a communication stream and 0 to 2 for all later 2 hops segments of the communication stream. At N0, the value of HC of P0 is 4 and it is decreased by one each time P0 is transmitted successfully by one hop. Once P0 reaches to N4 node, its HC becomes 0. Then N4 sets HC of P0 to 2. After received ACK from N3, N4 waits for 2Tc duration prior to forwarding P0 to N5. Meantime, in the first and second Tc duration, after receiving ACK, N3 and N2 send CC signal to N2 and N1 respectively. In addition, the CCF of N3 and N2 are set to 0. In the next Tc duration, N1 sends CC signal to N0 and sets its CCF to 1. Thus, after getting CC from N1 node, N0 can transmit new packet P1 to N1 in next one Tx duration. After that, N1 can forward P1 to N2 in next Tx duration and wait there for next CC control packet.

Compare with S-MAC and TMAC by the 99% of duty-cycle, the novel protocol reduces the latency. However, the overhead is higher due to CC control packet. In addition, the novel protocol is difficult to suit to multi-streams communication for WSN.
This protocol presents an algorithm for mobile wireless sensor network such as a network of mobile robots. The goal of this protocol is to be cognizant of message deadlines at each hop, while avoiding collisions and exploiting spatial reuse. The start time is the time when message is scheduled for transmission and the finish time is the time when the message is completely received by the next hop node. The basic idea is to partition the set of message transmissions into disjoint sets such that transmissions within each set do not interfere with one another and can be executed in parallel.

The algorithm includes three steps. Step 1 selects a transmission to schedule. The scheduler chooses the one with the smallest latest transmission start time (LST), this enables the scheduler to consider the most urgent transmission first. Step 2 assigns this message transmission to a set. The protocol can create \( n \) sets: \( S_1, S_2, \ldots, S_n \). The transmissions in different sets are executed in sequence. The scheduler attempts to assign the transmissions to a suitable set in the set list. Step 3 updates the finish time of the feasible set and insert a new transmission for the next hop. If a feasible set \( S_j \) is found, then a transmission is inserted into the set, and the new finish time is updated as discussed above.

There is a communication example for describing the algorithm as shown in Figure 7. In that communication, \( m_1 \) is selected first since the \( m_1 \) has the smallest LST. Then \( m_2 \) is considered since \( m_2 \) has the smallest LST, but \( m_2 \) interferes with \( m_1 \), the scheduler can not be set. By calculating the final schedule is set as: \( S_1 = \{ m_1, m_3 \} \), \( S_2 = \{ m_2 \} \), which means that \( m_1 \) and \( m_3 \) are transmitted in parallel, followed by the transmission of \( m_2 \).

CR-SLF utilizes a centralized scheduling algorithm, in which the centralized scheduler can decide that when and who will transmit or receive messages. Nevertheless, CR-SLF is not scalable as a centralized scheduling algorithm. Moreover, as a wireless sensor protocol, energy consumption is not provided in [20].

**2.2.3. Energy Based Real-Time MAC Protocols**

Low-power real-time (LPRT) [21] protocol has been proposes at MAC layer for wireless sensing and actuation systems. The LPRT protocol is a hybrid schedule based dynamic TDMA protocol and contention based CSMA/CA protocol. LPRT considers an infrastructure based star topology, where the stations communicate directly with the base station. If required by the application, the range can be extended with the use of more than one base station, like in a cellular network.

Each superframe of LPRT is divided into a fixed number of mini-slots and starts the transmission by the base station. As shown in Figure 8, the superframe includes beacon frame (B), contention period (CP) and contention free period (CFP). The first one is beacon frame, which is followed by the CP. During the CP any station can transmit packets using CSMA/CA protocol. The CFP is allowed to transmit non-real-time asynchronous traffic if it cannot be completed before the beginning of the CFP.

The contention free period is placed after the CP. Transmissions during the CFP are determined by the base station using resource grant (RG) information announced previously in the beacon frame of the current superframe. The CFP is composed by an optional retransmission period (RP) and a normal transmission period (NTP), the retransmission procedure helps to increase the reliability of the protocol.

In LPRT, the station decreases the power consumption and coordinates channel. By using the star topology, there is no overhead related with topology discovery and multi-hop communication. However, the application of LPRT is limited, it’s very hard to suit the large multi-hop wireless sensor network and other communication topology.

Asynchronous real-time energy-efficient and adaptive MAC (AREA-MAC) protocol [22] is proposed for supporting real-time and energy efficient applications in wireless sensor networks. AREA-MAC based B-MAC, it reduces latency and energy consumption of nodes by...
using low power listening (LPL) with short preamble messages, where nodes wake up shortly to check the channel activity, if no packet need to receive or forward packets, they will go back to sleep mode immediately.

The main characteristics of AREA-MAC are asynchrony, energy-efficiency, real-time support and adaptability. For real-time data, the source node requests the suitable next-hop neighbor to wake up regardless to its normal schedule for decreasing the delay. Nodes may change their duty cycle according to the real-time request received from their neighbors. The assumption of topology is a grid-based WSN (as shown in Figure 9), author assumes that the density of nodes is high enough, so that a node can directly communicate with multiple neighbors, nodes are deployed in an order with the sink node having the highest deployment level. Normal nodes forward data only to up-level direction, i.e., towards sink node.

AREA-MAC considers two types of WSN traffic, one is periodic traffic and the other is non-periodic traffic. For periodic traffic, nodes restrict total energy consumption and send data to 1-level, for non-periodic traffic, nodes restrict delay conditions and sent data to 2-level neighbors. For real-time traffic, the sender directly requests its 2-level neighbor to wake up. It further halves latency and saves more energy at 1-level neighbors. However the nodes need more transmission energy, some nodes will die earlier due to energy exhaustion.

2.3. Real-time MAC Protocol Summary

This is the summary of several real-time MAC protocols which we presented in this section. For showing the performance, Table 1 is created as a comparison of the real-time MAC protocols.

3. Open Issues in this Research Field

In the last section, we presented several real-time MAC

![Figure 9. A grid-based topology of WSN in AREA-MAC.](image)

protocols proposed for sensor networks. As a discussion about what we mentioned above, this section consists of open issues of current real-time MAC protocols and the future research directions.

The keyword of the real-time computing system is deadline. In a real-time control system the packets which are transmitted from source node should arrive at destination before deadline for guaranteeing the timeliness and validity of the alarm messages in the critical and dangerous environments. In order to avoid impact from packets dropping due to miss deadline, packet transmission needs to be scheduled, in other words, the packets need to be allocated priority for transmission sequence since different transmission conditions. For the restricted transmission time, although all of the protocols mention the timeliness which is shown in Table 1, most of the real-time MAC protocols for sensor networks design the algorithm without messages transmission sequence by deadline, instead they just design the algorithm for decreasing the packet transmission latency from source to destination node. In those real-time control MAC protocol for sensor network, the great challenge is to often consider that whether it is able to react to external events quickly. According to this interpretation, an algorithm is considered to be real-time if it is low latency. The term low latency, however, has a relative meaning and does not capture the main properties of real-time control systems.

The other important issue is energy. Because the battery-power, wireless sensor networks not have a permanent lifetime for monitoring environment. There is not a higher reliability if the battery of some nodes exhaust power, since the link of communication is interrupted.
Therefore the energy-efficient is an important element for assessing a sensor network real-time MAC protocol whether it adapts monitoring application or not. In wireless sensor networks, there is a more required system than conventional real-time computing system, for prolonging lifetime of wireless sensor networks, the real-time MAC protocols should support an energy-efficient algorithm to increase the reliability of the sensor networks. As a trade-off, it may cause a high latency in return for gaining more energy conservation. However, latency is a very important parameter in real-time transmission system for sensor networks. The trade-off between energy conservation and latency is an obvious challenge for wireless sensor networks.

4. Conclusions and Future Work

This paper has surveyed the real-time medium access control protocols for wireless sensor networks. We have introduced the characteristic of real-time system and discussed the special requirements of wireless sensor network real-time MAC protocols, showed a classification of the research on the current real-time MAC protocols, described architecture of the protocols and discussed the advantage and disadvantage. In addition, we presented the open issues for current sensor networks real-time MAC protocols in the literature.

In summary, most of the existing wireless sensor network real-time MAC protocols focus on decreasing transmission latency, yet still do not adequately consider all of the requirements of sensor networks. In the future, the key challenge which is meeting timing requirement should be guaranteed while establishing a reasonable trade-off and minimizing overhead packets.
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Abstract

Basic components of Provider Backbone Bridge (PBB) network models were constructed: PBB interior switch, PBB edge switch—with the dynamic filling up of address tables. The modeling of PBB networks was implemented. The results of simulation reveal definite imperfections of PBB technology caused by the broadcasting and sensitivity to the ageing time of the address tables’ records, which complicates the guaranteeing of a given QoS. The preliminary comparison confirms definite advantages of E6 addressing before PBB.

Keywords: PBB, E6, Colored Petri Net, Simulation, QoS

1. Introduction

Technology of Provider Backbone Bridge (PBB) [1] is aimed to the construction of networks entirely on the base of Ethernet. Corresponding standard IEEE 802.1ah [2], which development was started in 2005 has been prepared in a draft variant, while companies have already started the issuing of PBB switches and providers have started their exploiting. British Telecom has chosen switch-router Nortel Metro 8600 and Metro Ethernet Services Unit of 1850 series as Ethernet components of network in the project 21CN («Network of 21 Century»). The delivery of superproductive PBB switches Black-Diamond 20808 of Extreme Networks Company has been started to Russia.

With the advent of 1 Gbps and 10 Gbps Ethernet standards, new opportunities of Ethernet technology mass employment in provider backbone networks have been opened, but 802.3, 802.1D technology has a series of disadvantages regarding scalability, quality of service, manageability, which is a new series of IEEE standards were developed to overcome: 802.1Q—virtual networks, 802.1QinQ—multilevel virtual networks, 802.1ad—provider bridges, 802.1ah—backbone provider bridges, 802.1aq—traffic engineering. Mentioned standards provide the Carrier Ethernet concept to substitute SDH, as well as IP-MPLS solutions in backbone networks, though IETF undertakes active attempts of MPLS and PBB standards integration in virtual private service VPLS [3].

In [4,5], an alternative solution was suggested for Ethernet scalability under encapsulation IP-Ethernet via uniform network hierarchical addresses E6, which are situated into MAC-_addresses fields of Ethernet frames. While PBB supposes the enlargement of frame header length adding backbone switches MAC-addresses pairs, E6 has definite advantages because of annulment TCP, UDP, IP protocols, as well as corresponding packet headers and address mapping protocols ARP/RARP. Models of E6 networks presented in [6], creates the basis for comparison of two technologies. However, full-fledged comparative analysis is possible under the construction of rather detailed PBB network models and modeling of IP-Ethernet encapsulation processes.

The purpose of the present work is PBB networks basic components construction in the form of colored Petri nets in the environment of simulating system CPN Tools [7], as well as an evaluation of PBB technology efficiency via PBB networks modeling.

2. The PBB Technology Overview

IEEE 802.1ah frame [1,2] encapsulates IEEE 802.1QinQ and IEEE 802.3 frames. IEEE 802.1ah frame header (Figure 1, Table 1) contains C-MAC—customer addresses (C-DA, C-SA) and B-MAC—backbone addresses (B-DA, B-SA). Moreover, the recurring encapsulation of PBB frames is stipulated for multilevel backbone networks creation.

Abstracting from header fields of virtual networks, let us consider the interaction of address fields on the example of network shown in Figure 2. Let host X with MAC-address AX send a frame to host Y with MAC-address AY. The corresponding 802.3 (802.1ad) frame is created with C-DA = AY, C-SA = AX. The frame is delivered to the nearest PBB edge switch PBBX with MAC-
Figure 1. Format of IEEE 802.1ah frame header.

Table 1. Description of IEEE 802.1ah frame header fields.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-DA</td>
<td>Backbone destination address</td>
</tr>
<tr>
<td>B-SA</td>
<td>Backbone source address</td>
</tr>
<tr>
<td>B-Tag</td>
<td>Backbone VLAN tag</td>
</tr>
<tr>
<td>I-Tag</td>
<td>Service instance tag</td>
</tr>
<tr>
<td>C-DA</td>
<td>Customer destination address</td>
</tr>
<tr>
<td>C-SA</td>
<td>Customer source address</td>
</tr>
<tr>
<td>S-Tag</td>
<td>Service provider VLAN tag</td>
</tr>
<tr>
<td>C-Tag</td>
<td>Customer VLAN tag</td>
</tr>
<tr>
<td>Data</td>
<td>Data</td>
</tr>
<tr>
<td>FCS</td>
<td>Frame check sequence</td>
</tr>
</tbody>
</table>

address ABX. By the destination address AY (using address tables), switch PBBX determines address ABY of PBB backbone switch PBBY, which the network containing Y is attached to. PBBX encapsulates 802.3 frame into 802.1ah frame with B-DA = ABY, B-SA = ABX and sends the frame into backbone. PBB backbone switches use only the pair of addresses B-DA, B-SA for the delivery of the frame to PBB edge switch PBBY. At the frame receiving, PBBY extracts the encapsulated 802.3 (802.1ad) frame and implements the frame delivery to host Y using the pair of addresses C-DA, C-SA.

Passive listening is used for the filling in address tables. If the destination address is unknown then broadcasting is implemented. Tree-like network is represented in Figure 2; the standard implies modified spanning tree algorithms application for the work on non tree-like topology.

The advantage of PBB technology is the backbone performance increase due to considerable reduction of address table size for PBB interior switches, which contain B-MAC addresses only. But the functioning of PBB edge switches, which implement the mapping of C-MAC addresses into B-MAC addresses and encapsulation of frames, is getting complicated. Usual 802.1D switches work at the network periphery.

3. Scope of the Model

Simulating system CPN Tools [7] was chosen for the construction of models; it was developed in Aarhus University, Denmark and uses the language of colored Petri nets [8] for models description. In Odessa National Academy of Telecommunications named after A. S. Popov, the library of the model components was created for Ethernet, IP, MPLS, Bluetooth, E6 networks as well as the library of measuring fragments for the networks performance and QoS evaluation [6,9-12].

In the present work at the PBB technology modeling, only address part of the frame header without virtual network tags was taken into consideration; moreover, only one level of provider bridges hierarchy and tree-like structure of the network were considered. Modeling of virtual networks tags, multilevel hierarchy and spanning tree algorithms of provider bridges are the directions for future work. Moreover, the investigation of fully connected network structures (without the division into virtual private networks) similar to the Internet relates to the purpose of consequent comparative analysis of PBB and E6 regarding advantages of usage in world-wide networks.

Figure 2. An example of PBB network.
The following components were constructed for the modeling of PBB networks:
— model of interior PBB switch SWBm;
— model of edge PBB switch SWBm-n;
— model of 802.1D (traditional) switch SWn;
— models of terminal (subscriber) equipment: WS— workstation, MWS— measuring workstation, S— server.

Variables $m$, $n$ denotes the quantities of B-ports and C-ports correspondingly.

At the SW$n$ switch model construction (model of port-port), as the base was taken the model [9] with dynamic running of switching tables modified regarding only micosegmented Ethernet usage and running separate queues of frames on ports. Model of interior PBB switch SWB$m$ (model of port-PBBport) has distinctions regarding the backbone MAC-addresses processing. The model of edge PBB switch SWB$m-n$ (models of ports-cport, bport) is the most sophisticated as it provides the mapping of customer C-MAC addresses into backbone B-MAC addresses as well as the broadcasting of two corresponding kinds.

At the traffic modeling, the concept of client-server interaction was used and corresponding components [9,10], which were supplied with counters for the useful and broadcasting traffic estimation as well as various kinds of random functions distribution laws. Note that at the large scale backbones modeling, it is advisable to use the flow traffic models [6] to abstract from the detailed description of the network periphery.

The components were used for the network (Figure 1) model construction and analysis; the corresponding main page of the model was named Network. Measuring workstations MWS [9,10] provide the evaluation of network response time; counters represented by fused places shifted to the main page of the model provide the evaluation of useful and broadcasting traffic.

**4. Network Model**

The network model shown in Figure 2 is represented by the main page of the model Network in Figure 3 and by the models of used components in Figures 5-9. The main page is constructed on the base of network structure scheme direct mapping principle. One 4-ports interior PBB switch PBB0 of the kind SWB4 and four 3-ports
edge switches PBB1-PBB4 of the kind SWB1-2 with one B-port and two C-ports were used for modeling of PBB backbone. 14 4-ports switches of the kind SW4 were used for the periphery networks modeling. The model of terminal (subscriber) equipment is represented by 24 workstations WS, 4 measuring workstations MWS and 8 servers S.

The descriptions of basic data types (color sets) and model functions are represented in Figure 4. In the main page of the model the following types of places were used: mac—MAC-address, seg—usual segment, PBBseg—PBB segment; as the indicator of segments availability the constants avail, bavail for usual and PBB segments were used correspondingly.

In the main page of the model, C-MAC addresses of customer equipment are pointed out in places ab0-ab5; MAC addresses are represented by integer numbers, and B-MAC addresses of PBB-switches—in places ab0-a11-a4c were used correspondingly.

Each port of switches is represented by the pair of places modeling the full-duplex mode of work. Place ik—input channel of k-th port; place ok—output channel.

colset mac = INT;
colset macT = mac timed;
colset frm = product mac * mac * nfrm timed;
colset PBBfrm = product mac * mac * mac * mac * nfrm timed;
colset seg = union frm + avail timed;
colset PBBseg = union b:PBBfrm + bavail timed;
colset swi = product mac * portnum;
colset swita=list swi;
colset PBBswi = product mac * mac * portnum;
colset PBBswita = list PBBswi;
colset qfrm = list frm;
colset pqfrm = product portnum *qfrm;
colset xfrm = union cf:frm + bf:PBBfrm;
colset qxfrm = list xfrm;
colset pqxfrm = product portnum *qxfrm;
colset PBBswita = list PBBswi;
colset PBBseg = union b:PBBfrm + bavail timed;
colset swi = product mac * portnum;
colset swita=list swi;
colset PBBswi = product mac * mac * portnum;
colset PBBswita = list PBBswi;
colset qfrm = list frm;
colset pqfrm = product portnum *qfrm;
colset xfrm = union cf:frm + bf:PBBfrm;
colset qxfrm = list xfrm;
colset pqxfrm = product portnum *qxfrm;

The connection of the equipment according to the network structure scheme is implemented by the fusion (merging) of input and output places of ports. Note that at the two switches connecting, the input channel of one is fused with the output channel of the other one and vice versa; names of ports places are chosen regarding the switch situated more closely to PBB0.

Moreover, the fused places are shifted to the main page of the model for the traffic evaluation: SndFrmT of the kind sfT—counter of sent frames, RevFrmT of the kind rtT—counter of received frames, DrpFrmNw of the kind dfN—counter of frames dropped in network, DrpFrmT of the kind dfT—counter of frames dropped in terminal equipment.

5. Networking Equipment Models

The networking equipment models are represented by the early mentioned switches models of thee different kinds: SW4, SWB4, SWB1-2. The switch model layout has minor peculiarities and is considered on the example of 802.1D (traditional) switch SW4 shown in Figure 5. The model is assembled by cloning required number of ports models port.

Each port is identified by unique number (myport*). The shared data stored in switch memory are used for the interaction of ports. As the most simple, the store-and-forward architecture with obligatory buffering of frames is considered. The frame arrived to the input channel of port A, is stored in the buffer Buf; meanwhile, using the switching table SwT the number of the port B is determined for the frame forwarding. If the frame destination address is not mentioned in the table then the switch implements the broadcasting—the frame is forwarded to all the ports of the switch save the port A. The output channel of the port B extracts the frame out of the buffer and transmits it into corresponding segment. The total quantity of switch ports nport and the number of own port myport* are used in the broadcasting. Place timer contains MAC-addresses, pointed in the table SwT together with time stamps (data type mact); transition ClrSwTa provides the erasing of the corresponding record of the table SwT after the elapsing of ageing time interval (constant TCL); recursive function xrec implements the erasing of the record out of table represented by variable x; function eqa implements the addresses comparison. Port implements the passive listening of traffic (sender addresses) with the aim of filling in the table with new records.

Note that in the buffer Buf of the type qpfrm, separated FIFO queues of frames on switch ports are organized according to the standards. The initial marking creates 4 empty queues (lists); the header of a queue is equal to the number of corresponding port.
5.1. Switch Port Model

The model of 802.1D switch port is represented in Figure 6. The type seg is used for the description of Ethernet segment channel, which can be either free (the constant avail) or busy with the frame f transmission. The type frm is used for the frame f description consisting of sender address src, destination address dst and frame number nf (the description abstracts from the frame content). The type swita describes the switching table as a list of records swi consisting of destination address dst and port number pnum. Recursive function grec extracts record from switching table. The type pqfrm of the buffer Buf describes queues qfrm enumerated on ports of frames. Input and output arcs inscriptions, which will be described further, realize FIFO discipline of queues.

A frame arrives to input channel of port PortIn; its sender address src can be either new (transition NewSrc) or known (transition OldSrc). Transition NewSrc fills in the switching table with a new record, which contains sender address src and port number m (current port of switch). The frame is put into auxiliary place Aux1, then the frame destination address dst is analyzed, which can be either a new (transition NewDst) or known (transition OldDst). Transition OldDst puts the frame into the buffer Buf, the queue corresponds to the determined output port number. Transition NewDst puts the frame into auxiliary place Aux2 and starts the broadcasting process. Place pnum is used for sequential (i = i + 1) enumeration of broadcasting ports. Transition BroadC implements the broadcasting until the numbers of all the ports are exhausted (i ≤ q); then at (i > q) the transition clean is started, which cleans auxiliary places and returns the availability indicator avail into segment. The condition (i<>m) in the inscription of broadcasting arc BroadC→Buf excludes the broadcasting into own port.

Output channel of a port extracts frames from the buffer Buf redirected into the current port (m) and transmits them into segment via transition Out, which waits and deletes the indicator of segment availability avail.

Let us consider the work with queues of frames in the buffer Buf more closely. The frame insertion is implemented into the tail of port i queue; for that the corresponding queue is extracted from place Buf via arc inscription (i,qu), then the frame f is inserted into the tail of the queue via arc inscription (i,qu++[f]). The frame extraction is implemented from the head of port m queue;
for that the queue is extracted from place Buf with first frame separated via arc inscription (m,f::qu), then the queue without the first frame is returned via arc inscription (m,qu). Operation ^^ implements the queues concatenation; operation :: separates the header element.

5.2. PBB Interior Switch Port Model

Port model PBBport of PBB interior switch is represented in Figure 7. The work of PBB interior switch port is in many ways very similar to the work of a usual switch port shown in Figure 6 with the only difference that B-MAC addresses of 802.1ah frame are used instead of C-MAC addresses.

The type PBBseg is used for the description of PBB segment channel, which can be either free (constant avail) or busy with transmission of frame b. The type PBBfrm is used for the description of frame b consisting of backbone sender address bsrc, backbone destination address bdst and encapsulated 802.3 frame frm. Switching table contains backbone addresses B-MAC only. The pqxfrm type of the buffer Buf describes queues of frames xfrm for ports; the type xfrm is represented by the union of frames cf of the type frm or frames bf of the type bfrm. PBB interior switch processes bfrm frames only; the possibility of a frame union is used in the models of edge switches.

The main differences in the work of the port are connected with the PBBfrm frame type processing instead of frm and bsrc, bdst addresses usage instead of src, dst addresses correspondingly. Moreover, transition NotMYbdst determines that frame is not addressed to the current switch while transition MYbdst models the processing of (subservient) frame addressed to the current switch via absorption of the frame and increment of counter dfn into place dfPBB.

5.3. PBB Edge Switches Ports Models

The basic difference of PBB edge switch ports consists in the processing both C-MAC addresses and B-MAC addresses and running switching tables, which provide the mapping of C-MAC addresses into B-MAC addresses. Moreover, the broadcasting of two kinds is implemented: on C-ports and on B-ports transmitting frames of different types.

For the description of queues elements of the internal buffer, the union data type xfrm is used, which can store either frame cf of the type frm or frame bf of the type PBBfrm. For flat relative representation of multilevel switching tables and addresses mapping, the data type PBBswi is used, which contains destination address dst, backbone destination address bdst and port number pnum. The field bdst duplication in several records has the advantage of the quick search of complete information by the key dst.

5.3.1. C-port

Model of C-port cport of PBB edge switch is represented in Figure 8. The basic difference from ports port, PBBport...
(Figures 6 and 7) consists in the refilling of switching table with records containing besides src backbone address bsrc, which coincides with own B-MAC address. Moreover, the function of recursive search grecB is modified as well as the function eqaB of addresses comparison for the records of the type PBBswT processing; the second (#2) and the third (#3) fields of the table PBBswT are employed; an additional checking known destination address on the belonging to own network is implemented via transitions OldDstMy, OldDstNotMy. If a known destination address dst belongs to own network (transition OldDstMy), then the record cf is formed, which is forwarded to C-port. If a known destination address dst does not belong to own network (transition OldDstNotMy), then the record bf is formed, which is forwarded to B-port, while not only the destination port bdst is analyzed; the alternatives are represented by the following transitions: bdstMy—own bdst of the current switch, bdstBC—broadcasting bdst, bdstNotMy—address bdst of some other PBB switch. Then the search in the table is implemented: the key is the destination address dst for own bdst (transitions dstNew, dstOld), the key is bdst address for foreign bdst (transitions bdstNew, bdstOld). In the both cases at the successful search completed, the frame is forwarded (transitions bdstOld, bdstOld) into the buffer; in the first case (transition bdstOld) without changes, in the second case (transition dstOld)—encapsulated 802.3 frame is extracted. The other conditions (transitions dstNew, bdst BC, bdstNew) lead to the start of broadcasting (transition BroadC). Thus, the set of five alternatives is formed: bdstMy& dstNew, bdstMy& dstOld, bdstBC, bdstNotMy& dstNew, bdstNotMy& bdstOld. Moreover, the case of possible error is processed separately (transition wrong): the frame is addressed to the current switch (bdstMy), address dst is contained in the table but the corresponding record of the table contains bdst which distinguishes from the address of the current switch.

For the correct forming of the broadcasting, additional Boolean indicators are used in the following places: BCeport—broadcasting on C-ports; BCbport—broadcasting on B-ports. Each of three alternatives of the broadcasting forms its own set of the indicators:...
bsdtMy&dstNew—BCcport = true & BCbport = false, 
bdstBC—BCcport = true & BCbport = false, bdstNotMy 
&bdstNew—BCcport = false & BCbport = true. Depending on the combination of indicators the inscription of 
the arc BroadC- > Buf forms broadcasting frames for-
warded to C-ports and B-ports.
Note that as the elements of the buffer queues are represented by the union, the output channels of C-ports (transition Out) extracts records cf from the buffer, B-port—records bf and transmit the corresponding frames into the corresponding segments (either of the type seg or PBBseg).

6. Terminal Equipment Models

In the present work, the models of the terminal equipment represented in [9,10] are used. Workstation WS generates queries to servers periodically; the distribution of time between queries is given by the random function Delay(). Server S executes the query of workstation and returns a random number of the reply frames; the distribution of frames number is given by the random function Nsend(); the distribution of query processing time is given by the random function Dexec(). Results of various laws of random values distribution were analyzed: uniform, Poisson, Erlang.

Into the models of the terminal equipment, counters were added represented by the following fused places: SndFrmT of the kind stT—the counter of sent frames, RevFrmT of the kind rtT—the counter of received frames, DrpFrmT of the kind dtT—the counter of dropped frames. For the convenience of the model characteristics evaluation, the counters are shifted to the main page (Network). Moreover, measuring workstations MWS implement the evaluation of the network response time directly during the simulation process [9,10].

7. Simulation Results Analysis

Primarily, the separate components debugging was implemented, then the complex debugging of the network model; the tracing of separate frames delivery processes and the filling up of address tables was implemented. Using additional counters it was ascertained that all the sent frames are delivered to their destinations. Dynamically filled up address tables completely correspond to the structural scheme of the network.

The model time unit (MTU) is equal to 1.2 ms, it corresponds to the frame transmission time into 10 Gbps segment. The time of equipment components work was not modeled since it requires nanosecond time scale which complicates the evaluation of the network functioning on prolonged time intervals.

The model measuring fragments are represented by the measuring workstations MWS for the evaluation of the network response time and the frames counters for the evaluation of the performance and the effective performance. The source of overhead in Ethernet technology including PBB is the broadcasting usage as well as the resources spending on the spanning trees construction. The present model allows the estimation of the performance portion spent on the broadcasting only; the evaluation of the spanning tree algorithms work was not implemented.

The counter DrpFrmT of the kind dtT in the main page of the model contains the total number of the broadcasting frames delivered to the terminal equipment; the counter RevFrmT of the kind rtT—the total number of the delivered useful frames. At the stopping of the model under expired time condition, the content of RevFrmT is lesser than SndFrmT—the counter of sent frames, which is caused by definite number of frames are in the process of their delivery into the network; but at the generating given number of frames and the model stopping under the absence of events condition, the values of the both counters are equal.

The effective performance of network depends considerably on the records ageing time TCL of the address tables. Moreover, at the network switching on (new subnets connection), a short-term overload is produced because of intensive broadcasting, which leads to temporary decrease of QoS (the network response time). The dynamics of the broadcasting and the response time (as a quality of service characteristic) are shown in Figure 10.

In the graphs, a splash of broadcasting at the network switching on and its influence on the response time are shown as well as the second wave of the broadcasting after the cleaning of the address tables (after 12 s.), which influence is smoothed on time.

The dependencies of the effective performance and the response time on the records ageing time are shown in Figure 11. The increase of the records ageing time leads to the improvement of the network performance as well as QoS but it decreases the capabilities of the adaptation to changes of structure and leads to incorrect frames delivery as the result of irrelevant address table records usage.

The influence of the records ageing time is getting stronger at the traffic intensity increase according to evaluations represented in Figure 12. The effective performance of the network is increased at traffic intensity increase (though it leads to the QoS deterioration), which is caused by the increase of frequency of address tables records usage.

Thus, in spite of the considerable advantage, PBB technology possesses the definite imperfections, which complicate the guaranteeing of given QoS and require the performance reservation for the possible overloads smoothing. Note that in the present work the virtual networks, which allow the broadcasting traffic isolation (within the bounds of a virtual network), were not considered.

The preliminary comparative analysis of two technologies is carried out on the base of the models constructed in the present work and the models of E6 networks [6]. The absence of service broadcasting in E6 allows the guaranteed QoS. Hierarchical structure of E6...
Figure 10. Dynamics of broadcasting and QoS after the switching on.

Figure 11. The influence of the record ageing time on the performance and QoS.
network (including the backbone) is given by the hierarchical E6 addresses and does not lead to the lengthening of the frame header; in PBB each new level of backbone hierarchy requires not less than 12 additional bytes of the frame header (for the pair of B-MAC addresses). Moreover, stack E6 annuls 20-36 bytes of protocols TCP, IP headers for each encapsulated packet. At the encapsulation IP-Ethernet, PBB technology stipulates the duplicate mapping of addresses: IP- > C-MAC, C-MAC- > B-MAC, while E6 completely annuls the address mapping within network due to uniform E6 address usage.

8. Conclusions

In the present work the basic components of PBB network models were constructed: PBB interior switch, PBB edge switch—with dynamic filling up of address tables. The modeling of PBB network functioning was implemented. The analysis of simulation results allows the conclusion regarding definite imperfections of PBB technology caused by the broadcasting and sensitivity to the ageing time of the address tables’ records, which complicates the guaranteeing of a given QoS.

The preliminary comparison confirms definite advantages of E6 addressing before PBB. For a thorough comparative evaluation of the two technologies, it is necessary the construction of models displaying the peculiarities of IP-Ethernet encapsulation, the filling up E6 dynamic address tables, the functioning of PBB virtual networks, which are the directions for future research.
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Abstract

This paper proposes an energy-efficient geocast algorithm for wireless sensor networks with guaranteed delivery of packets from the sink to all nodes located in several geocast regions. Our approach is different from those existing in the literature. We first propose a hybrid clustering scheme: in the first phase we partition the network in cliques using an existing energy-efficient clustering protocol. Next the set of clusterheads of cliques are in their turn partitioned using an energy-efficient hierarchical clustering. Our approach to consume less energy falls into the category of energy-efficient clustering algorithm in which the clusterhead is located in the central area of the cluster. Since each cluster is a clique, each sensor is at one hop to the cluster head. This contributes to use less energy for transmission to and from the clusterhead, comparatively to multi hop clustering. Moreover we use the strategy of asleep-wake to minimize energy consumption during extra clique broadcasts.

Keywords: Geocast, Wireless Sensor Networks, Clustering, Clique, Energy Consumption

1. Introduction

A wireless sensor network (WSN for short) is a deployment of massive numbers of small, inexpensive, self-powered devices that can sense, compute, and communicate with other devices for the purpose of gathering local information to make global decisions about a physical environment. Commonly monitored parameters are temperature, humidity, pressure, wind direction and speed, illumination intensity, vibration intensity, sound intensity, power-line voltage, and chemical … Routing in a sensor network consists of sending a message from the source to a destination. Routes between two hosts in the network may consist of hops through other hosts in the network. This paper is about multi-geocasting which is a routing protocol based on the position of nodes. The geocast problem consists of sending a message from a sink to all nodes located in a designated region called the geocast region. In the multi-geocast, a message is sent from a sink to all nodes located in multiple geocast regions. An important objective of geocasting and Multi-geocasting is to achieve guaranteed delivery while maintaining an energy low cost. Guaranteed delivery ensures that every sensor in a geocast region receives a copy of geocasting message. Since sensors are generally powered by batteries, the limited energy of sensors requires geocasting and multi-geocasting to consume as less energy as possible.

1.1. Related Work

Flooding is the simplest approach to implement geocasting or multi-geocasting [1,2]. The sink broadcasts the packet to its neighbors that have not received the packet yet, and these neighbors broadcast it to their own neighbors, and so on, until the packet is received by all reachable nodes including the geocast region in the case of the geocasting and the different geocast regions in the case of the multi-geocasting. The earliest work in the geocasting was proposed by Navas and Imielinski [1] in the context of internet. Their approach integrates geographic coordinates into IP address. It consists of sending the packets to all nodes within a geographic area. They presented a hierarchy of geographically-aware routers that can route packets geographically and use IP tunnels to route through areas not supporting geographic routing. Each router covers a certain geographic area called a service area. When a router receives a packet with a geocast region within its service area, it forwards the packet to its children nodes (routers or hosts) that cover
or are within this geocast region. If the geocast region does not intersect with the router service area, the router forwards the packet to its parent. If the geocast region and the service area intersect, the router forwards to its children that cover the intersected part and also to its parent. Ko and Vaidya [2] proposed geocasting algorithms to reduce the overhead, compared to global flooding, by restricting the forwarding zone for geocast packets. Nodes within the forwarding zone forward the geocast packet by broadcasting it to their neighbors and nodes outside the forwarding zone discard it. Each node has a localization mechanism to detect its location and to decide when it receives a packet, whether it is in the forwarding zone or not (The localized mechanism can be GPS or the techniques of ad hoc positioning systems [3]). When the forwarding zone is empty, the node floods the packet to all its neighbours. To ensure message delivery, face routing was introduced in [4]. In face routing, a planar graph derived from the network topology is used, and the network area is partitioned into a set of faces. To transmit a message from a source $s$ to a destination $t$, the message goes through the face intersecting the line segment $st$. If an edge $e$ on the boundary of the traversed face intersects with $st$ and the intersecting point is closer to $t$ than to $s$, the face, which is next to $e$ and closer to $t$ than the currently traversed face, is traversed. This process is repeated until $t$ is found. Face routing ensures message delivery, but it might use long forwarding paths [4]. To find a routing path close to the optimal path, the Geographic-Forwarding-Geocast (GFG) was proposed in [5]. It has almost optimal minimum overhead and is ideal in dense network. GFG uses the geographic information to forward packets efficiently toward the geocast region. It consists of greedy forwarding where perimeter routing is used by nodes outside the region and nodes inside the region broadcast the packet to flood the region. Geographic-Forwarding-Perimeter-Geocast (GFPG) was proposed also in [6]. The algorithm solves the region gap problem in sparse networks. This algorithm combines geocast and perimeter routing to guarantee the delivery of the geocast packets to all nodes in the region. The idea is to use the perimeter routing once the geocast packet reaches a node in geocast region to guarantee delivery of the packet to all the nodes located in the geocast region. An internal node located in the geocast region which has neighbours outside the region, initiates the perimeter routing. The main difference between the algorithm [5] and the one proposed in [6] is that external border nodes in [6] also perform the right-hand based-face traversals with respect to all corresponding neighbors internal border nodes. The authors in [7] proposed Virtual Surrounding Face (VSF). In VSF, the geocast region is constructed by ignoring the edges intersecting the geocast region in a planar graph. By traversing all the boundary nodes of VSF and performing restricted flooding within the geocasting region, all nodes are guaranteed to receive the message.

In the case of multi-geocasting problem, several disconnected regions exist. The message will then be delivered from one source to all hosts located in these regions. The flooding algorithm could be executed by sending the message from the sink to all the hosts in the geocast regions. However, this approach generates a huge overhead and then high cost. Multi-geocast protocols that reduce the size of the flooding were proposed in [8]. The scheme proposed by the authors consists of two phases: interest forwarding phase and data forwarding phase. To send interest messages toward multiple regions, a sink first creates a shared path between these regions based on the theorem of Fermat Point. Then, according to this path, interest messages are delivered to each target region. When each node located in a region receives interest messages, it initiates the execution of local flooding algorithm. In [9], the network is supposed to be partitioned geographically. Cellular-Based-Management geographically partitions the network into several disjoints and equally sized cellular regions. A manager is selected in each cell to administrate the cellular which has a unique Cellular-ID. The protocol then creates a shared path for different destinations. Both protocols [7,8] guarantee delivery of the packets only in a dense network and do not guarantee delivery in a sparse network.

Energy-efficient methods for geocast appeared in [10-12]. The protocol in [11] builds a multicast tree connecting geocast node using an energy efficient broadcasting technique without making any restrictions on the shape of the geocast region. The proposed protocol reduces the energy consumption during the phase of sending commands to the sensor nodes in a geocast region and also facilitates in-network data aggregation and, therefore, saves energy during the phase of reporting sensor data. The approach in [12] is based on the construction of a geocast routing tree. As the most existing geometric routing schemes, the protocol in [5] can also discover a non-geometric path to the destination by exploiting the path history of location updates. In addition, their technique employs two location-based optimizations to further reduce the overhead of on-demand route discovery on inevitable routing voids.

Nowadays, some applications in wireless ad hoc or sensor networks are made efficient by partitioning these networks into clusters [13-16]. Consequently complete distributed cluster architectures are proposed mainly to settle a hierarchical routing protocol. In existing solutions for clustering in ad hoc networks, the clustering is performed in two phases: clustering set up and cluster maintenance. The first phase is accomplished by choosing some nodes to act as coordinators of the clustering process (clusterheads). Then a cluster is formed by associating a clusterhead with some of its neighbors (i.e. nodes within the clusterhead’s transmission range) that become the ordinary nodes of the cluster. Once the clus-
ter is formed, the clusterhead can continue to be the local coordinator for the operations in its cluster. The existing clustering algorithms differ on the criteria for the selection of the clusterheads. For example, in [14,17], the choice of the clusterhead is based on the unique identifier, say ID, associated to each node: the node with the lowest ID is selected as clusterhead, then the cluster is formed by that node and all its neighbors.

Basagni [18] has been interested in either phases of the clustering process under the common perspective of some desirable clustering properties. The main advantage of its approach is that, by representing with the weights the mobility-related parameters of the nodes, we can choose for the role of clusterhead those nodes that are better suited for that role. For instance, when the weight of a node is inversely proportional to its speed, the less mobile nodes are selected to be clusterheads. In consequence, the clusters are guaranteed to have a longer life, and consequently the overhead associated with the cluster maintenance in the mobile environment is minimized. Although this algorithm can be used in the presence of nodes’ mobility (using for instance, the periodical re-clustering), the DCA is mainly suitable for ad hoc networks whose nodes do not move or move “slowly” (quasi-static networks). For (possibly highly) mobile networks, Basagni introduced the Distributed Mobility-Adaptive Clustering (DMAC) algorithm. By executing the DMAC routines, each node reacts locally to any variation in the surrounding topology, changing its role (either clusterhead or ordinary node) accordingly. In our former work in [16], we use Basagni clustering technique to derive a geocast algorithm with the guaranteed delivery.

1.2. Our Contribution

This paper proposes an energy-efficient geocast algorithm in wireless sensor networks with guaranteed delivery of packets from the sink to all nodes located in several geocast regions. Our approach is different from those in [10-12]. We first propose a hybrid clustering scheme: in the first step we partition the network in cliques using an existing energy-efficient clustering protocol. Next the set of clusterheads of cliques are in their turn partitioned using energy-efficient hierarchical clustering. Our approach to consume less energy falls into the category of energy-efficient clustering algorithm in which the clusterhead is located near the central area of the cluster. Since each cluster is a clique, each sensor is at one hop to the clusterhead. This contributes to use less energy for transmission to and from the clusterhead, comparatively to multi hop clustering. Moreover we use the strategy of asleep/awake during extra clique broadcasts.

The rest of this paper is organized as follows. The next section recalls two clustering methods that will be used to derive our geocast algorithm. Section 3 describes in details the geocast algorithm and the analysis of the energy consumption is done in Section 4. It is shown in Section 5 that the same idea holds for multi-geocast. Section 6 gives the curve of the average number of cliques with respect to the number of sensors. A conclusion ends the paper.

2. Preliminaries: Network Clustering

We now describe some tools that are necessary to derive our algorithm. A practical way of tackling the geocast problem would be to build a hierarchical structure above the network in order to simulate a sort of backbone made up of nodes which are more “adapted” than others. This is precisely the goal of clustering. This methodology has already proven its efficiency in the past. In sensor networks the sensor nodes can be partitioned into clusters by their physical proximity to achieve better efficiency, and each cluster may elect a clusterhead to coordinate the nodes tasks in the cluster. Certain references say that clustering with at most two hops is said to be node-centric [18], whereas clustering with over two hops is called cluster-centric [15]. In node-centric approach, clusterheads are first elected and a procedure indicates how to assign other nodes to different clusters. In Cluster-centric approaches, clusters are first formed, and each cluster then elects its clusterhead. Such approaches require that all nodes in one cluster agree on the same membership before electing their clusterhead. We now summarize two clustering schemes that will be helpful to describe our geocast protocol.

2.1. A Clustering Scheme in Cliques

Our formulation uses one of the protocols from [19,20] to partition network into clusters (cliques). The figure blow illustrates a network in which each clique is a single hop sub network.

Each clique is a single hop network. Each clusterhead knows the partial IDS of its 1-hop neighbors. Let \( G' \) be the set of the clusterheads of cliques.

2.2. Hierarchical Clustering

Banerjee and Khuller [15] proposed a clustering algorithm for multi-hop sensor networks. Their clustering scheme is motivated by the need to generate an applicable hierarchy for multi-hop wireless environment. Their method yields a multi-stage clustering. To reach their goal they construct a multi-stage depth first search tree such that each level is composed of clusterheads of the immediate low level. These Clusters are disjoint by defi-
cliques (clusters), hence \( k \) cluster heads named \( \text{CH}_{	ext{clique-}i} \) for \( 1 \leq i \leq k \), for the clusterhead of clique \( i \).

3.2. Phase 2: Hierarchical clustering

Now we focus only on the set of \( k \) clusterheads obtained in phase 1. Consider a network, say \( G' \), whose sensors reduce to these \( k \) clusterheads. Clearly \( |G'| = k \). Partition this network as in subsection 2.2 using the hierarchical clustering such that each resulting cluster contains at least \( k/2 \) sensors and at most \( k \) sensors. Hence the partition will give only one cluster, and thus one clusterhead. This clusterhead knows the IDs of all residents of its cluster, i.e. the IDs of the other \( k-1 \) sensors (see figure 4).

3.3. Request Phase

When the sink wishes to send a request to all hosts located in the geocast region, it floods a short packet \( (\text{REQUEST}, \text{Location_Geocast_Region}) \) in the backbone (the sensors in \( G' \)). This short packet contains the definition of the geocast region. All requests from the network are firstly sent to the super clusterhead that is the only unit to process or to take a decision on a request. Hence the request packet travels from a clusterhead of the first stage till the super clusterhead.

After receiving the message \( \text{REQUEST}, \text{Location_Geocast_Region} \), the super clusterhead sends a search message containing the definition of the geocast region \( \text{SEARCH}, \text{Location_Geocast-Region}, \beta \) to all clique-clusterheads asking them to tell him whether some nodes of their clusters lie on the geocast region. This search message is accompanied by a binary variable \( \beta \).

Each clique-clusterhead sends the request to each member of its cluster that determines by computation whether it is in the geocast region or not. If it so it sets \( \beta \) to 1 and sends it backwards together with its identifier to its clusterhead. Otherwise no action is taken, which means that it is not in the geocast region. Each clique-clusterhead registers the provenance of the positive answer.

If \( \beta = 1 \) then the clique-clusterhead sends back to the super clusterhead a small packet \( \text{SEARCH}, \text{Location_Geocast-Region}, \beta = 1 \) with \( \beta \) set to 1.

3.4. The Broadcast Phase

On receiving the answers the super-clusterhead sends the request message \( \text{REQUEST}, \text{Location_Geocast-Region} \) to the clique-clusterheads that send back positive answers. This request travels from clique-clusterheads to clique-clusterheads (which registered \( \beta \) to 1) till the nodes which set \( \beta \) to 1 during the search phase (i.e., those in the geocast region). See the illustrative example of Figure 5.

Figure 1. (a) network with 11 sensors; (b) resulting cluster formation in cliques.
Figure 3. Hierarchical clustering with $k = 3$.

Figure 4. An example hybrid clustering: the first stage shows an example of clustering in cliques. The second stage shows the hierarchical clustering of $G'$. 
Figure 5. An illustration of geocast.

Lemma 1: The above multi-stage clustering geocast algorithm guarantees the delivery to all nodes in the geocast region.

Proof: Assume that there is at least one node in the geocast region that is not reached. Then this node has been disconnected from the network that is no more connected. Therefore it is not a sensor network.

4. Analysis of the Energy Consumption

The energy model used here is similar to that used by most existing energy-efficient clustering model [21-23]

\[ E = ET + ER = a \times (e_r + e_{amp} \times d^n) + a \times a_c \]  \hspace{1cm} (1)

where \( ET \) and \( ER \) are the energy consumptions of transmitting and receiving data items respectively. The energy dissipated in operating the transmitter radio, transmitter amplifier and receiver radio are expressed by \( e_r, e_{amp} \) and \( r_c \) respectively. And \( d \) is the distance between nodes and \( n \) is the parameter of the power attenuation with \( 2 \leq n \leq 4 \).

4.1. Reducing Power Consumption during Clustering in Cliques and Intra Broadcasts

Our approach to consume less energy falls into the category of energy-efficient clustering algorithm in which the clusterhead is located in the central area of the cluster. Here, since each cluster is a clique, each sensor is at one hop to the clusterhead. This contributes to use less energy for transmission to and from the clusterhead, comparatively to multi hop clustering. Thanks to the energy-efficient clustering algorithm in [24] that matches our requirements.

4.2. Reducing Power Consumption during Hierarchical Clustering

Only clique clusterheads and gateway nodes are involved in this scenario. They are the only sensors that are awake during the hierarchical clustering. The other sensors are asleep and will be waked up using the “Magic packet Technology” [13]. It is also known as the “Wake On Lan” (WOL for short). It consists in the hability to switch on remote computer through special network packets. Wol is based on the following principle: when a PC shuts down, the network card still gets power and keeps listening to the network for a magic packet to arrive. This technology was first designed for static wired networks, later a wireless version has been derived [25].

4.3. Reducing Power Consumption: During Intra Clique Broadcasts

Sensors awake only during intra cluster broadcasts, i.e. in Broadcast phase. In this phase the terms \( ET \) and \( ER \) of the Equation (1) are minimized since all intra cluster broadcasts have sensors at one hop as destinations.

5. Geocast with Multiple Target Regions with Guaranteed Delivery

This section follows similar lines as in Section 3. When the sink wishes to send a request to all hosts located in different geocast regions, it floods a short packet in the
network. This short packet contains the definition of the several geocast regions. It can also send several requests one after another, each for a specific geocast region. It is not difficult to see that the delivery here is also guaranteed.

6. Simulation Results: Average Number of Cliques

In this section, we present simulations results of the clustering algorithm to show the influence of the heuristic used to choose the clusterhead. These benchmarks have been run on a laptop (Pentium-M 1.7 GHz, 1 GO RAM, Windows XP SP2, Cygwin 1.5.19) and programmed in C++. Our main problem has been to establish suitable experiments conditions. As WSNs are supposed to be used in rescue services, we can assume that nodes are static. All nodes are assumed to have the same transmission range. The experiments take place in a geographic square area of side $L$. Each curve is the average of 100 experiments. We have made the common assumption that two nodes are neighbors if and only if their Euclidean distance is lower than 1 km. The nodes are in a square, which the length is $L = 2$ km. In our implementation, the MAC layer is managed in such a way that a node can only receive one message at a time, yielding delays in the clustering process and so maintaining always a high number of clusters.

Figure 6. Number of broadcast rounds curves according to $k$.

Figure 6 shows the evolution curve of the number of broadcast rounds with respect to the number of sensors. We have considered 3 values of $k$, say 3, 4 and 5, yielding 3 curves. We assume that each node has 100 units of energy. A broadcast cost is one unit of energy and a reception cost is one unit of energy. An awake situation cost is $1/10$ unit of energy per second. Figure 7 shows the different

Figure 7. Energy evolutionary curves during the execution of the algorithms with 400 sensor nodes.
scenarios of the energy evolution. Awake-asleep-based a
gorithm performs better than the one not using this mecha-
nism. Furthermore, in general our approach per forms better
than the one not using clustering in cliques, like Basagni
[18] clustering scheme.

7. Conclusions

This paper presents an energy-efficient geocast algorithm
in wireless sensor networks with guaranteed delivery of
packets from the sink to all nodes located in several
gcast regions. Our approach derives from a hybrid
clustering scheme: in the first step we partition the net-
work in cliques using an existing energy-efficient cluster-
ing protocol. Next the set of clusterheads of cliques
are in their turn partitioned using energy-efficient hier-
archical clustering. We show that our protocol falls into
the category of energy-efficient clustering algorithm in
which the clusterhead is located near the the central area
of the cluster. Since each cluster is a clique, each sensor
is at one hop to the clusterhead. This contributes to use
less energy for transmission to and from the clusterhead,
comparatively to multi hop clustering. Moreover we use
the strategy of sleep/awake during extra clique broad-
casts to save the energy of non participant sensors. A
clique-clusterhead can have a higher burden that that of
the local sensors of the clique. Rotating the role of the
clique-clusterhead must be operated in order to distribute
this higher burden among the local sensors, thereby pre-
venting the clique-clusterhead from dying prematurely
[26,27].

However an open problem remains: The derivation
from the idea of this paper of a secure protocol for geo-
cast.

When putting last hands on this paper we discovered
another work on energy efficiency for geocast [28]. It is
just the adaption of the previous work of the authors on a
simple geocast algorithm in [29].
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Abstract

For a broadband wireless standard such as WiMax, security is important and must be addressed. This is to ensure wide acceptance both from the perspective of the end users and the service providers. In order to compete with existing broadband cable or DSL services, the WiMax network must offer comparable security. We discuss the WiMax security mechanisms for authentication, encryption, and availability. We also discuss potential threats to WiMax security. This paper will also discuss how and why these threats play an important role in the adaptability of WiMax.

Keywords: WiMax, WiMax Security, Service Provider

1. Introduction

With the introduction of Wireless LANs in the 90s network security became a very important subject of discussion among major corporations, service providers, and end users. Security in wireless networks is the maintaining of confidentiality, authentication, non-repudiation, and integrity control [1]. To keep these four areas protected from malicious attacks, certain protocols were put into place. These protocols are constantly being tested and improved as necessary to keep corporations safe from outside, and sometimes inside users. These protocols are also being used by home users as more wireless networks are being brought into the homes of end users.

Worldwide Interoperability for Microwave Access (WiMax) is described as “a standards based technology enabling the delivery of last mile wireless broadband access as an alternative to cable and DSL” [2]. WiMax provides many services using point to point and point to multipoint applications. These applications are cost effective and cover a much larger area than WiFi (IEEE 802.11). WiMax uses a base station to transmit to Customer Premise Equipment (CPE). Using a base station allows WiMax to use applications for fixed, portable, or mobile non-line-of-sight services. With this technology WiMax is able to cover an entire city, not just a coffee shop or office building.

As mentioned, network security is important. In order for WiMax to be an accepted wireless service it must meet or exceed the standards already in place. This is especially important for WiMax as it can cover such large areas. Any flaws in the security and hackers would be able to break in, or there could be interference from one computer to another.

When WiFi was implemented the protocols for network security were developed. The first step for wireless security was Wired Equivalent Privacy (WEP) [3]. As more flaws were found more protocols were developed. To improve key management and initialization WEP 2 was developed. Unfortunately, this was not the answer to all the problems wireless security was faced with. Eventually, wireless security evolved to include many different protocols and encryptions that are used in WiFi today.

The lessons learned with WiFi security paved the way to the security measures used for WiMax. WiMax uses Counter Mode with Cipher Block Chaining Message Authentication Code Protocol (CCMP) to encrypt all traffic on its network. It also uses Advanced Encryption Standard (AES) to transmit data securely. Both of these are used in WiFi today and are strong in encryption and key management. Another protocol developed during the search for network security in WiFi and now used in WiMax, was PKM-EAP (Extensible Authentication Protocol). This protocol is used for end-to-end authentication. WiMax has benefited from the lessons learned with WiFi, but there are still threats and vulnerabilities to be dealt with.

The rest of the paper is organized as follows. WiMax Security standards are discussed in Section 2, Section 3 discusses mobile wireless WiMax Security Architecture, and Section 4 discussed threats to WiMax, Conclusions are listed in Section 5.
2. Standards of WiMax Security

The Protocol Stack used for WiMax is similar to that used for WiFi. The structure is the same, but WiMax uses more sublayers. The standards for WiMax Security are also similar. These standards are discussed in the following sections.

2.1. Data Link Layer Security

The Data Link Layer for WiMax has three sublayers. Privacy and security is handled in the bottom layer. The MAC sublayer is next, which implements secure key exchange and encrypts traffic. The last sublayer is the Service-Specific Convergence sublayer. Figure 1 shows the Protocol Stack for WiMax. The WiMax MAC layer uses a scheduling algorithm opposed to contention access used in the WiFi MAC layer. For the initial entry into the network, the scheduling algorithm attempts only once from the Subscriber Station (SS) and then it is allocated an access slot by the Base Station (BS). This access slot cannot be used by other subscribers, while assigned to the SS. To ensure confidentiality the MAC layer uses electronic signatures to authenticate the user and the device.

2.2. Authentication

One of the major problems that WiFi faced when first launched was authentication. Since this posed huge security issues, a better standard for authentication was used for WiMax. The WiMax network uses a Privacy Key Management (PKM) protocol for Authentication. This dynamic system makes it harder for hackers to act as a legitimate subscriber [4]. This method of authentication gives three types of protocols, a RSA based authentication, which uses a X.509 certificate with RSA encryption. An EAP based authentication, which also has three types of protocols to choose from. These three types are AKA (Authentication and Key Agreement) for SIM based authentication, TLS for X.509 based authentication, and TTLS for MS-CHAPV2 (Microsoft-Challenge Handshake Authentication Protocol). The third type of PKM protocol is RSA based authentication followed by EAP authentication [5].

2.3. Authorization

Authorization works hand in hand with authentication when it comes to security for WiMax. In order for a user to receive authorization, the authentication protocols must be met. Immediately following the authentication process, the SS sends an Authorization Request message to the BS [5]. In return an Authorization Reply message is sent back to the SS with the Authorization Key (AK) encrypted in the SS’s public key along with the Security Association ID (SAID) of more Security Associations (SA) the SS is authorized to participate with. A lifetime key is also included with this reply. After the initial Authorization the BS periodically re-authorizes the SS.

2.4. Encryption

WiMax uses 3DES and AES to encrypt data transferred on the network. The Triple Data Encryption Standard (3DES) uses three different keys with a length of 56-bit each. The use of three keys causes for a slower performance in some software. The slow performance and limit on the length of keys is slowly making 3DES obsolete. The main tool for encryption that is used by WiMax is the Advanced Encryption Standard (AES) [6]. AES provides support for 128-bit, 192-bit, or 256-bit encryption keys [4]. AES was built from CCMP and has become a popular algorithm. AES is faster than 3DES, easy to implement and uses very little memory. However, it does require dedicated processors on board the BS, and may not be used by all end-user terminals. Therefore, 3DES remains a vital encryption tool on the WiMax network.

2.5. Availability

WiMax uses Radio Frequency (RF) Spectrum and could function on any frequency below 66 GHz [2]. The highest frequency available in the USA is 2.5 GHz. One of the drawbacks for using RF Spectrum is that the higher the frequency the range of a BS decreases a few hundred meters. Analog TV bands may be available for WiMax use once the rollout of digital TV is complete in February of 2009.

3. Mobile Wireless WiMax Security Architecture

The WiMax Security Architecture is flexible to allow Base Stations of different sizes and Subscriber Stations of different functionality. It also follows the standard end-to-end architecture for the Network Reference
Model (NRM). The network is divided into two main parts, Access Service Network (ASN) and the Connectivity Service Network (CSN). The ASN control and monitors the traffic between the Base Stations and the ASN Gateways. It also maintains the authentication and the key distributions. There are three ASN profiles, A, B, and C. Profiles A and C implements Radio Resource Management (RRM) and Handover functions, using a centralized ASN Gateway. These functions are used in the BS. Profile B embeds the key inside the BS. This eliminates the need for a centralized ASN Gateway. CSN controls the ASNs and end users with services such as AAA, Home Agent Functions, and DHCP Server. CSN also connects to operator’s networks and enables inter-operator and inter-technology roaming.

4. Threats to WiMax

Many of the security threats found in WiMax have been addressed. These are issues that were found with the deployment of WiFi. This gives WiMax an advantage. If all, or at least most of the security issues can be addressed before WiMax’s mainstream deployment, it will make it a more accepted network than WiFi. This section of the paper will discuss the known security threats in WiMax. These include:

- Rogue base stations
- DoS attacks
- Man-in-the-middle attacks
- Network manipulation with spoofed management frames
- Threats in the physical layer

4.1. Rogue Base Stations

A Rogue Base Station is defined as an attacker station that imitates a legitimate base station [7]. This kind of attack results in disruptions in service and allows hackers to confuse subscribers. This is more difficult, but not impossible to do in the WiMax network. WiMax uses time division multiple access, therefore the rogue base station must transmit with a stronger strength at the same time the legitimate station transmits. The rogue base station captures the legitimate base station’s identity and uses it to authenticate with the subscriber station. The authentication protocols used in WiMax help mitigate this threat. WiMax uses the EAP Protocol as its main protocol for authentication. This protocol forces mutual authentication, therefore the subscriber station would send an authentication message to the rogue base station. This does not completely alleviate the threat of rogue base stations, but it does make it more difficult.

4.2. DoS Attacks

Denial of Service (DoS) attacks is defined as an attempt to make a computer resource unavailable to its intended users [8]. Hackers usually use this type of attack on web servers for banks, credit card payment gateways or DNS root servers. A DoS attack uses the IP address to flood the user’s network and obstruct communication between the intended user and the victim. This type of attack is not preventable; however steps can be taken to quickly resolve the attack. Some firewalls have built-in protection from DoS attacks, that monitor the amounts of packets received and the time frame they were received. It has been proposed that a Shared Authentication Information (SAI) protocol could be used to offer a defense mechanism against DoS attacks, without incurring overhead at the ASN gateway and base station. This proposal uses the unused upper 64-bit of the 128-bit Cipher Based Message Authentication Code (CMAC) to calculate a CMAC key [9]. This proposal could be the answer to prevention of DoS threats.

4.3. Man-in-the-Middle Attacks

Man-in-the-Middle attacks are forms of eavesdropping. The hacker establishes separate connections between two victims and relays the messages between them [10]. The hacker intercepts the public key from one of the victims and sends his or her own public key to the intended victim. When that victim responds the hacker then has that public key. The use of the RF Spectrum in WiMax allows for vulnerabilities to the man-in-the-middle attack. However, WiMax uses a three-way handshake scheme that supports re-authentication mechanisms for fast handovers to prevent man-in-the-middle attacks [11]. If the base station is constantly changed the public key changes making it almost impossible for hackers to eavesdrop using public keys.

4.4. Network Manipulation with Spoofed Management Frames

The management frames in WiMax are similar to WiFi’s. When WiFi was first deployed vulnerabilities were found in the management frames that allowed DoS attacks by disrupting the wireless session between two nodes. WiMax has cryptographic protections from spoofed identities, but that does not mean it is safe. Replay DoS attacks still remain a threat to WiMax, due to the lack of any mechanisms to specifically detect and discard repeated packets [12].

4.5. Threats in the Physical Layer

Blocking and rushing are the major threats located in the
physical layer. Blocking or jamming activates a strong frequency to lower the capacity of the channel creating a DoS to all stations. This threat is detectable with a radio analyzer device. This device does not prevent this threat, but it alerts the end-user so that steps can be taken to immediately recover. Rushing or scrambling is another type of jamming, but it only activates for short periods of time and only affects certain frames. Jamming can be prevented using an increased signal or using frequency hopping. Control or Management messages are not in danger of rushing or blocking. Scrambling the uplink slots is too difficult for hackers [13].

5. Conclusions

WiMax security has been discussed in this paper. The lessons learned with WiFi’s deployment have given WiMax an advantage in providing a safer wireless network. The precautions taken with WiMax were not done for WiFi. These security measures were not taken at WiFi’s launch because the threats were unknown. Now that the threats are known and understood, they have been addressed prior to WiMax’s deployment. However, this does not mean that WiMax is flawless. There may be new threats that are unknown and will not be addressed until WiMax is launched. WiMax does have much potential. WiMax would allow customers a completely wire free network connection in their homes or businesses. WiMax would also provide better services for mobile devices. There are also some speculations for WiMax to be used in gaming consoles. While security is an important subject and was a main cause of delay in the first stages of development for WiMax, it has now been faced with technological down falls. Sprint Nextel is one of the main companies looking to bring WiMax to the US. The main cause for delay has been the Sprint Nextel backhaul links from the backbone to the towers. It has been unable to support the promised 4Mbps. Until recently there has been little hope that a resolution to this problem would surface. In July 2008, Sprint Nextel announced that a solution has been found. They will be teaming up with DragonWave, a Canadian company, to provide the backhaul links. This will allow all data passing from the backbone to the end user to travel over the air, and the towers will need only power links. With this new development a testing launch of WiMax to Portland, Oregon is ready now, and preparations for a launch in 2009 to Las Vegas, Atlanta, and Grand Rapids. If these tests go well we could see a full commercial launch by 2010. However, Clearwire has successfully deployed WiMax to several cities in the US and has been the main WiMax service provider for the last few years. With the formation of the Open Patent Alliance (OPA), which includes Clearwire, Sprint, Alcatel-Lucent, Cisco, Intel Corporation, and Samsung Electronics, WiMax could be global in the next five years.
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Abstract

A multiobjective variational problem involving higher order derivatives is considered and optimality conditions for this problem are derived. A Mond-Weir type dual to this problem is constructed and various duality results are validated under generalized invexity. Some special cases are mentioned and it is also pointed out that our results can be considered as a dynamic generalization of the already existing results in nonlinear programming.
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1. Introduction

Calculus of variation is a powerful technique for the solution of various problems appearing in dynamics of rigid bodies, optimization of orbits, theory of variations and many other fields. The subjects whose importance is fast growing in science and engineering primarily concern with finding optimal of a definite integral involving a certain function subject to fixed point boundary conditions. In [1] Courant and Hilbert, quoting an earlier work of Friedrichs [2], gave a dual relationship for a simple type of unconstrained variational problem. Subsequently, Hanson [3] pointed out that some of the duality results of mathematical programming have analogous in variational calculus. Exploring this relationship between mathematical programming and the classical calculus of variations, Mond and Hanson [4] formulated a constrained variational problem as a mathematical programming problem and using Valentine’s [5] optimality conditions for the same, presented its Wolfe type dual variational problem for validating various duality results under convexity. Later Bector, Chandra and Husain [6] studied Mond-Weir type duality for the problem of [4] for weakening its convexity requirement. In [7] Chandra, Craven and Husain studied optimality and duality for a class of non-differentiable variational problem with non-differentiable term in the integrand of the objective functional while in [8] they derived optimality conditions and duality results for a constrained variational problem having terms with arbitrary norms in the objective as well as constrained functions.

Recently Husain and Jabeen [9] studied a wider class of variational problem in which the arc function is twice differentiable by extending the notion of invexity given in [10]. They obtained Fritz John as well as Karush-Kuhn-Tucker necessary optimality conditions as an application of Karush-Kuhn-Tucker optimality conditions for Wolfe and Mond Weir type models.

In single objective programming we must settle on a single objective such as minimizing cost or maximizing profit. However, generally any real world problems can be identified with multiple conflicting criteria e.g., the problems of oil refinery scheduling, production planning, portfolio selection and many others can be modelled as multiobjective programming problems.

Duality results are very useful in the development of numerical algorithms for solving certain classes of optimization problems. Duality for multiobjective variational problem has been studied by a number of authors, notably Bector and Husain [11], Chen [12] and many others cited in these references. Applications of duality theory are prominent in physics, economics, management sciences, etc.

Since mathematical programming and classical calculus of variations have undergone independent development, it is felt that mutual adaptation of ideas and tech-
niques may prove useful. Motivated with this idea in this exposition, we propose to study optimality criteria and duality for a wider class of multiobjective variational problems involving higher order derivative. These results not only generalize the results of Husain and Jabeen [9] and Bector and Husain [11] but also present a dynamic generalization of some of the results in multiobjective nonlinear programming already existing.

2. Invexity and Generalized Invexity

Invexity was introduced for functions in variational problems by Mond, Chandra and Husain [10] while Mond and Smart [13] defined invexity for functionals instead of functions. Here we introduce extended forms of definitions of invexity and various generalized invexity for functional in variational problems involving higher order derivatives.

Consider the real interval \( I = [a, b] \), and the continuously differentiable function \( \phi : I \times R^n \times R^n \times R^n \rightarrow R \), where \( x \) is twice differentiable with its first and second order derivatives \( \dot{x} \) and \( \ddot{x} \) respectively. If \( x = (x_1, x_2, \ldots, x_n)^T \), the gradient vectors of \( f \) with respect to \( x \), \( \dot{x} \) and \( \ddot{x} \) respectively denoted by

\[
\phi = \left[ \frac{\partial \phi}{\partial x}, \ldots, \frac{\partial \phi}{\partial x^n} \right]^T, \quad \phi_1 = \left[ \frac{\partial \phi}{\partial \dot{x}}, \ldots, \frac{\partial \phi}{\partial \dot{x}^n} \right]^T, \quad \phi_2 = \left[ \frac{\partial \phi}{\partial \ddot{x}}, \ldots, \frac{\partial \phi}{\partial \ddot{x}^n} \right]^T
\]

**DEFINITION 1.** (Invexity): If there exists vector function \( \eta(t, \dot{u}, \ddot{u}, x, \dot{x}, \ddot{x}) \in R^n \) with \( \eta = 0 \) and \( x(t) = \dot{u}(t), t \in I \) and \( D\eta = 0 \) for \( \dot{x}(t) = \dot{u}(t), t \in I \) such that for a scalar function \( \Phi(x, \dot{x}, \ddot{x}) \), the functional \( \Phi(x, \dot{x}, \ddot{x}) = \int \phi(t, x, \dot{x}, \ddot{x}) \, dt \) satisfies

\[
\Phi(x, \dot{u}, \ddot{u}) - \Phi(x, \dot{x}, \ddot{x}) \geq \int \left( \eta^T \phi(t, x, \dot{x}, \ddot{x}) + (D\eta)^T \phi_1(t, x, \dot{x}, \ddot{x}) + (D^2\eta)^T \phi_2(t, x, \dot{x}, \ddot{x}) \right) \, dt
\]

\( \Phi \) is said to be invex in \( x, \dot{x} \) and \( \ddot{x} \) on \( I \) with respect to \( \eta \).

Here \( D \) is a differentiation operator defined later.

**DEFINITION 2.** (Pseudoinvexity): \( \Phi \) is said to be pseudoinvex in \( x, \dot{x} \) and \( \ddot{x} \) with respect to \( \eta \) if

\[
\int \left( \eta^T \phi(t, x, \dot{x}, \ddot{x}) + (D\eta)^T \phi_1(t, x, \dot{x}, \ddot{x}) + (D^2\eta)^T \phi_2(t, x, \dot{x}, \ddot{x}) \right) \, dt \geq 0
\]

implies \( \Phi(x, \dot{u}, \ddot{u}) \geq \Phi(x, \dot{x}, \ddot{x}) \).

**DEFINITION 3.** (Quasi-invex): The functional \( \Phi \) is said to quasi-invex in \( x, \dot{x} \) and \( \ddot{x} \) with respect to \( \eta \) if

\[
\int \left( \eta^T \phi(t, x, \dot{x}, \ddot{x}) + (D\eta)^T \phi_1(t, x, \dot{x}, \ddot{x}) + (D^2\eta)^T \phi_2(t, x, \dot{x}, \ddot{x}) \right) \, dt < 0
\]

3. Variational Problem and Optimality Conditions

Before stating our variational problem and deriving its necessary optimality condition, we mention the following conventions for vectors \( x \) and \( y \) in \( n \)-dimensional Euclidean space \( R^n \) will be used throughout the analysis of this research.

\[
x < y, \quad x \leq y, \quad x = y, \quad x \neq y
\]

For \( x, y \in R^m, x \leq y \) and \( x < y \) have the usual meaning.

In this section, we present the following variational problem whose optimality conditions will be derived and duality will be investigated in the subsequent sections:

**(VPE) Minimize**

\[
\int f^1(t, x, \dot{x}, \ddot{x}) \, dt, \ldots, \int f^p(t, x, \dot{x}, \ddot{x}) \, dt
\]

Subject to

\[
x(a) = x(b) \quad (1)
\]

\[
\dot{x}(a) = \dot{x}(b) \quad (2)
\]

\[
g(t, x, \dot{x}, \ddot{x}) \leq 0, \quad t \in I \quad (3)
\]

\[
h(t, x, \dot{x}, \ddot{x}) = 0, \quad t \in I \quad (4)
\]

where \( f^i : I \times R^n \times R^n \times R^n \rightarrow R, \ i = 1, 2, \ldots, p \),

\( g : I \times R^n \times R^n \rightarrow R^n \) and \( h : I \times R^n \times R^n \rightarrow R^k \) are continuously differentiable functions, and \( X \) designates the space of piecewise functions \( x : I \rightarrow R^n \) possessing derivatives \( \dot{x} \) and \( \ddot{x} \) with the norm

\[
\|x\|_X = \|x\|_x + \|Dx\|_x + \|D^2x\|_x,
\]

where the differentiation operator \( D \) is given by
u = D x ⇔ x(t) = α + ∫^t_a u(s) ds

where α is given boundary value; thus D = d/dt except at discontinuities.

In the results to follow, we use C(I, R^n) to denote the space of continuous functions φ : I → R^k with the uniform norm ∥φ∥ = sup∥φ∥_∞; the partial derivatives of g and h are m×n and k×n matrices respectively; superscript T denotes matrix transpose.

We require the following definition of efficient solution for our further analysis.

**DEFINITION 4. (Efficient Solution):** A feasible solution x is efficient for (VPE) if there exist no other feasible x for (VPE) such that for some i ∈ P = {1, 2, ..., p},

\[ \int f^i(t, x, \dot{x}, \ddot{x}) dt < \int f^i(t, \bar{x}, \dot{\bar{x}}, \ddot{\bar{x}}) dt \]

and \[ \int f^j(t, x, \dot{x}, \ddot{x}) dt \leq \int f^j(t, \bar{x}, \dot{\bar{x}}, \ddot{\bar{x}}) dt \] for all j ∈ P, j ≠ i.

In relation to (VPE), we introduce the following set of problems \( \bar{P}_r \) for each \( r = 1, 2, \ldots, p \) in the spirit of [14], with a single objective,

\( \bar{P}_r \) Minimize \[ \int f^i(t, x, \dot{x}, \ddot{x}) dt \]

Subject to

\[ x(a) = 0 = x(b), \]
\[ \dot{x}(a) = 0 = \dot{x}(b), \]
\[ g(t, x, \dot{x}, \ddot{x}) \leq 0, \quad t \in I, \]
\[ h(t, x, \dot{x}, \ddot{x}) = 0, \quad t \in I, \]

\[ \int f^i(t, x, \dot{x}, \ddot{x}) dt \leq \int f^i(t, \bar{x}, \dot{\bar{x}}, \ddot{\bar{x}}) dt, \quad i = 1, 2, \ldots, p, \quad i \neq r \]

The following lemma can be proved on the lines of Chankong and Haimes [14].

**LEMMA 1:** \( x^* \) is an efficient solution of (VPE) if and only if \( x \) is an optimal solution of \( \bar{P}_r \) for each \( r = 1, 2, \ldots, p \).

\( \bar{P}_0 \) Minimize \[ \int \phi(t, x, \dot{x}, \ddot{x}) dt \]

Subject to

\[ x(a) = 0 = x(b), \]
\[ \dot{x}(a) = 0 = \dot{x}(b), \]
\[ g(t, x, \dot{x}, \ddot{x}) \leq 0, \quad t \in I, \]
\[ h(t, x, \dot{x}, \ddot{x}) = 0, \quad t \in I, \]

where \( \phi : I \times R^n \times R^n \times R^n \rightarrow R \).

**PROPOSITION 1.** [9]: (Fritz John Optimality Conditions) If \( \bar{x} \) is an optimal solution of (P_0) and \( h_i(x(\cdot), \dot{x}(\cdot), \ddot{x}(\cdot)) \) maps X into the subspace of C(I, R^k), then there exists Lagrange multiplier \( \bar{\tau} \in R \), the piecewise smooth \( \bar{\tau} : I \rightarrow R^m \) and \( \bar{v} : I \rightarrow R^k \), such that

\[ (\bar{\tau} \phi_i + \bar{v}(t)^T g_i + \bar{v}(t)^T h_i) - \]
\[ -D(\bar{\tau} \phi_i + \bar{v}(t)^T g_i + \bar{v}(t)^T h_i) \]
\[ + D(\bar{\tau} \phi_i + \bar{v}(t)^T g_i + \bar{v}(t)^T h_i) = 0, \quad t \in I, \]
\[ \bar{v}(t)^T g_i(t, \bar{x}, \dot{\bar{x}}, \ddot{\bar{x}}) = 0, \quad t \in I, \]
\[ (\bar{\tau}, \bar{v}(t)) \geq 0, \quad t \in I, \]
\[ (\bar{\tau}, \bar{v}(t)) \neq 0, \quad t \in I. \]

If \( \bar{\tau} = 1 \), then the above optimality conditions will reduce to the Karush-Kuhn-Tucker type optimality conditions and the solution \( \bar{x} \) is referred to as a normal solution.

We now establish the following theorem that gives the necessary optimality conditions for (VPE).

**THEOREM 1:** (Fritz-John Conditions): Let \( \bar{x} \) be an efficient solution of (VPE) and \( h_i(x(\cdot), \dot{x}(\cdot), \ddot{x}(\cdot)) \) maps X into the subspace of C(I, R^k), then there exist \( \bar{x} \in R^k \) and the piecewise smooth \( \bar{\tau} : I \rightarrow R^m \) and \( \bar{v} : I \rightarrow R^k \), such that

\[ (\bar{\tau} \dot{f}_i + \bar{v}(t)^T g_i + \bar{v}(t)^T h_i) - D(\bar{\tau} \dot{f}_i + \bar{v}(t)^T g_i + \bar{v}(t)^T h_i) \]
\[ + D(\bar{\tau} \dot{f}_i + \bar{v}(t)^T g_i + \bar{v}(t)^T h_i) = 0, \quad t \in I, \]
\[ \bar{v}(t)^T g_i(t, \bar{x}, \dot{\bar{x}}, \ddot{\bar{x}}) = 0, \quad t \in I, \]
\[ (\bar{\tau}, \bar{v}(t)) \geq 0, \quad t \in I, \]
\[ (\bar{\tau}, \bar{v}(t)) \neq 0, \quad t \in I. \]

**PROOF:** Since \( \bar{x} \) is an efficient solution of (VPE) by Lemma 1, \( \bar{x} \) is an optimal solution of \( \bar{P}_r \), for each \( r = 1, 2, \ldots, p \). From Proposition 1, it follows that, there exist scalars \( \bar{x}_r, \bar{x}^{r'}, \ldots, \bar{x}^{r''} \) and piecewise smooth function \( \bar{v} : I \rightarrow R^m \) and \( \bar{\tau} : I \rightarrow R^k \), such that
\[ \mathcal{X}^\prime f_i + \sum_{j=1}^{m} \mathcal{X}^\prime f_j + \sum_{j=1}^{m} \mathcal{X}^\prime(t) g_j + \sum_{j=1}^{m} \mathcal{X}^\prime(t) h_j, \]

\[ -D \left[ \mathcal{X}^\prime f_i + \sum_{j=1}^{m} \mathcal{X}^\prime f_j + \sum_{j=1}^{m} \mathcal{X}^\prime(t) g_j + \sum_{j=1}^{m} \mathcal{X}^\prime(t) h_j \right] \]

\[ + D^2 \left[ \mathcal{X}^\prime f_i + \sum_{j=1}^{m} \mathcal{X}^\prime f_j + \sum_{j=1}^{m} \mathcal{X}^\prime(t) g_j + \sum_{j=1}^{m} \mathcal{X}^\prime(t) h_j \right] = 0, \quad t \in I, \]

\[ \overline{y}^T(t)g(t, \overline{x}, \overline{\overline{x}}, \overline{\overline{x}}) = 0, \quad t \in I, \]

\[ \mathcal{X}^\prime, \mathcal{X}^\prime_2, \ldots, \mathcal{X}^\prime_m, \overline{y}^\prime(t), \overline{y}^\prime_2(t), \ldots, \overline{y}^\prime_m(t) \geq 0, \quad t \in I \]

\[ \mathcal{X}^\prime, \mathcal{X}^\prime_2, \ldots, \mathcal{X}^\prime_m, \overline{y}^\prime(t), \overline{y}^\prime_2(t), \ldots, \overline{y}^\prime_m(t), \overline{y}^\prime_2(t), \overline{y}^\prime_3(t), \ldots, \overline{y}^\prime_m(t) \neq 0, \quad t \in I. \]

Summing over \( r \), we have

\[ \sum_{r=1}^{p} \left( \sum_{j=1}^{m} \mathcal{X}^\prime_r f_j + \sum_{j=1}^{m} \mathcal{X}^\prime_r(t) g_j + \sum_{j=1}^{m} \mathcal{X}^\prime_r(t) h_j \right) \]

\[ -D \left( \sum_{r=1}^{p} \sum_{j=1}^{m} \mathcal{X}^\prime_r f_j + \sum_{r=1}^{p} \sum_{j=1}^{m} \mathcal{X}^\prime_r(t) g_j + \sum_{r=1}^{p} \sum_{j=1}^{m} \mathcal{X}^\prime_r(t) h_j \right) \]

\[ + D^2 \left( \sum_{r=1}^{p} \sum_{j=1}^{m} \mathcal{X}^\prime_r f_j + \sum_{r=1}^{p} \sum_{j=1}^{m} \mathcal{X}^\prime_r(t) g_j + \sum_{r=1}^{p} \sum_{j=1}^{m} \mathcal{X}^\prime_r(t) h_j \right) = 0, \quad t \in I, \]

\[ \overline{y}^T(t)g(t, x, \overline{x}, \overline{x}) = 0, \quad t \in I, \]

4. Mond-Weir Type Duality

In this section, we consider the following variational problem involving higher order derivatives, by suppressing the equality constraint in (VPE).

(VP) Minimize

\[ \left[ \int f^1(t, x, \overline{x}, \overline{x}) dt, \ldots, \int f^p(t, x, \overline{x}, \overline{x}) dt \right] \]

Subject to

\[ x(a) = 0 = x(b) \]

\[ \dot{x}(a) = 0 = \dot{x}(b) \]

\[ g(t, x, \overline{x}, \overline{x}) \leq 0, \quad t \in I \]

We formulate the following Mond-Weir type dual to the problem (VP) and establish various duality results under invexity defined in the preceding section.

(M-WD) Maximize

\[ \int f^1(t, u, \overline{u}, \overline{u}) dt, \ldots, \int f^p(t, u, \overline{u}, \overline{u}) dt \]

Subject to

\[ x(a) = 0 = x(b) \quad (9) \]

\[ \dot{x}(a) = 0 = \dot{x}(b) \quad (10) \]

\[ (\lambda^T f_i + y(t)^T g_i) - D(\lambda^T f_i + y(t)^T g_i) = 0 \quad (11) \]

\[ \int y(t)^T g(t, u, \overline{u}, \overline{u}) dt \geq 0 \quad (12) \]

\[ y(t) \geq 0, \quad t \in I \quad (13) \]

\[ \lambda > 0. \quad (14) \]

**THEOREM 2. (Weak Duality):** Let \( x \in X \) be feasible for (VP) and \( (u, \lambda, y) \) be feasible for (M-WD) if for all feasible \( (x, u, \lambda, y) \int \lambda^T f(t, u, \overline{u}, \overline{u}) dt \) is pseudoinvex

and \( \int y(t)^T g(t, u, \overline{u}, \overline{u}) dt \) is quasi-invex with respect to the same \( \eta \).

Then,
\[ \int f(t,x,\dot{x},\ddot{x}) \, dt \not\geq \int f(t,u,\dot{u},\ddot{u}) \, dt. \]

**PROOF:** The relations \( g(t,x,\dot{x}) \leq 0 \), \( y(t) \geq 0 \), \( t \in I \) imply
\[
\int g(t)^T g(t,x,\dot{x},\ddot{x}) \, dt = \int g(t)^T g(t,u,\dot{u},\ddot{u}) \, dt
\]
This, because of the quasi-invexity of \( g(t,x,\dot{x},\ddot{x}) \), implies that
\[
0 \geq \left[ \eta^T g(t)^T g_a + (D\eta)^T \eta^T y(t)^T g_a + (D^2\eta)^T \eta^T y(t)^T g_a \right] dt
\]
By integration by parts,

Using the boundary conditions which gives \( D\eta = 0 \) at \( t = a, t = b \)
\[
\int \eta^T y(t)^T g_a \, dt - \int \eta^T D(y(t))^T g_a \, dt
\]
From Equation (11) this yields,
\[
\int \left[ \eta^T \left( \lambda^T f_i + D\lambda^T f_i + D^2 \lambda^T f_i \right) \right] dt \geq 0
\]
This, by integration by parts and then using boundary conditions,
\[
\int \left[ \eta^T \left( \lambda^T f_i \right) + (D\eta)^T \left( \lambda^T f_i \right) + (D^2\eta)^T \left( \lambda^T f_i \right) \right] dt \geq 0
\]
This, in view of psedoinvexity of \( \int \lambda^T f(t,x,\dot{x},\ddot{x}) \, dt \) implies that
\[
\lambda^T \int f(t,x,\dot{x},\ddot{x}) \, dt \geq \lambda^T \int f(t,u,\dot{u},\ddot{u}) \, dt.
\]
For this, it follows
\[
\int f(t,x,\dot{x},\ddot{x}) \, dt \not\geq \int f(t,u,\dot{u},\ddot{u}) \, dt. \]

**THEOREM 3.** (Strong Duality): If \( g \) is a feasible solution for (VP) and assume that \( g \) is an efficient solution for (VD). Further if the assumptions of Theorem 2 are satisfied, then \( (\lambda, \bar{\eta}, \bar{\lambda}) \) is an efficient solution for (VD).
\[ \theta(t, x, \dot{x}, \ddot{x}, y, \dot{y}, \ddot{y}, \lambda) = \left( \lambda^T f_i + y(t) \right)^T g_i \]

\[ -D \left( \lambda^T f_i + y(t) \right)^T g_i + D^2 \left( \lambda^T f_i + y(t) \right)^T g_i \]

In order to prove converse duality between (VP) and (M-WD), the space \( X \) is now replaced by a smaller space \( X \) of piecewise smooth thrice differentiable function \( x : I \to R^p \) with the norm \( \|x\|_\infty + \|Dx\|_\infty + \|D^2x\|_\infty + \|D^3x\|_\infty \). The problem (M-WD) may now be briefly written as, Minimize

\[ \left( -\int f^\prime(t, x, \dot{x}, \ddot{x}) dt, \ldots, -\int f^p(t, x, \dot{x}, \ddot{x}) dt \right) \]

Subject to

\[ x(a) = 0 = x(b) \]
\[ \dot{x}(a) = 0 = \dot{x}(b) \]
\[ \theta(t, x, \dot{x}, \ddot{x}, y, \dot{y}, \ddot{y}, \lambda) = 0 \]
\[ \int y(t)^T g(t, x, \dot{x}, \ddot{x}) dt \geq 0 \]
\[ y(t) > 0, \ t \in I \]

Consider \( \theta(t, x(\cdot), \dot{x}(\cdot), \ddot{x}(\cdot), y(\cdot), \dot{y}(\cdot), \ddot{y}(\cdot), \lambda(\cdot)) = 0 \)

as defining a mapping \( \psi : X \times Y \times R^p \to R \) where \( Y \) is a space of piecewise twice differentiable function and \( B \) is the Banach Space. In order to apply Theorem 1 to the problem (M-WD), the infinite dimensional inequality must be restricted. In the following theorem, we use \( \psi \) to represent the Fréchet derivative

\[ [\psi_x(x, y, \lambda), \psi_y(x, y, \lambda), \psi_\lambda(x, y, \lambda)] \]

**THEOREM 4. (Converse Duality):** Let \( D \) be an efficient solution with \( x \in X \), \( y \in Y \) and \( \lambda^T \in R^p \) and \( \psi' \) have a (weak*) closed range hypothesis. Let \( f \) and \( g \) be twice continuously differentiable. Assume that

(\( H_1 \)) \[ \int_{t} \lambda^T f dt \] be pseudoinvex and \[ \int_{t} y(t)^T g dt \] be quasi-invex with respect to same \( \eta \).

(\( H_2 \)) \[ \sigma(t)^T \left( \sigma(t) \theta_i - D\sigma(t) \theta_i + D^2\sigma(t) \theta_i - D^3\sigma(t) \theta_i \right) = 0 \]

\[ \Rightarrow \sigma(t) = 0, \ t \in I . \]

(\( H_3 \)) \[ f_i^\prime - Df_i^\prime + D^2f_i^\prime, \ i = 1, 2, \ldots, p \] are linearly independent.

Then \( \tilde{x} \) is an efficient solution of (VP).

**Proof:** Since \( (\tilde{x}, \dot{\tilde{x}}, \ddot{\tilde{x}}) \) where \( \tilde{x} \in X \) and \( \psi' \) having a closed range, is an efficient solution of (M-WD), by Theorem 2, it implies that there exist \( \alpha \in R, \gamma \in R, \eta \in R^p \) and piecewise smooth \( \beta : R \to R^p \) and \( \mu : R \to R^p \) satisfying the following conditions.

\[ -\alpha \left( f_i - Df_i^\prime + D^2f_i^\prime \right) \]
\[ -\gamma \left( y(t)^T g_i - D(y(t)^T g_i) + D^2(y(t)^T g_i) \right) \]
\[ + \beta(t)^T \theta_i - D(\beta(t)^T \theta_i) + D^2(\beta(t)^T \theta_i) \]
\[ -D^3(\beta(t)^T \theta_i) = 0 \]

\[ \beta(t)^T \theta_i - D(\beta(t)^T \theta_i) + D^2(\beta(t)^T \theta_i) - \gamma g - \mu(t) = 0 \]

\[ \beta(t)^T \theta_i - D(\beta(t)^T \theta_i) + D^2(\beta(t)^T \theta_i) - 0 = 0 \]

Since \( \lambda > 0, \ \eta^T \lambda = 0 \), which implies \( \eta = 0 \)

This yields from (23) \[ \beta(t)^T \left( f_i - Df_i^\prime + D^2f_i^\prime \right) = 0 \]

Using the equality constraint (11) in (21), we have

\[ -\left( \alpha - \gamma \lambda \right)^T \left( f_i - Df_i^\prime + D^2f_i^\prime \right) + \beta(t)^T \theta_i \]
\[ -D(\beta(t)^T \theta_i) + D^2(\beta(t)^T \theta_i) - D^3(\beta(t)^T \theta_i) = 0 \]

Postmultiplying Equation (21) by \( \beta(t) \) and using (27) in (28) we get,

\[ \beta(t)^T \left( \beta(t)^T \theta_i \right) + D^2(\beta(t)^T \theta_i) - D^3(\beta(t)^T \theta_i) = 0, \ t \in I \]

This by hypothesis (\( H_3 \)) implies \( \beta(t) = 0, \ t \in I \)

Also from (28) we have

\[ \left( \alpha - \gamma \lambda \right)^T \left( f_i - Df_i^\prime + D^2f_i^\prime \right) = 0 \]

This, because of linear independence of \( f_i^\prime - Df_i^\prime + D^2f_i^\prime, \ i = 1, 2, \ldots, p \) gives

\[ \alpha - \gamma \lambda = 0 \]

Now suppose \( \gamma = 0 \), then, from (22) and (29) we have

\[ \mu(t) = 0, \ t \in I \] and \( \alpha = 0 \) respectively.

This implies \( (\alpha, \beta(t), \gamma, \eta, \mu(t)) = 0 \), which is the
contradiction to \((\alpha, \beta(t), \gamma, \eta, \mu(t)) \neq 0, \ t \in I\).

Hence \(\gamma > 0\) and by (29) we have, \(\alpha > 0\).

The relation (22) in conjunction with \(\beta(t) = 0\), and \(\mu(t) \geq 0, \ t \in I\) gives
\[
g(t, x, \dot{x}, \ddot{x}) \leq 0, \ t \in I
\]
This implies the feasibility of \(\mathcal{X}\) for (VP) and its efficiency is evident from and application of Theorem 2.

5. Natural Boundary Values

The duality results obtained in the preceding sections can easily be extended to the multiobjective variational problems with natural boundary values rather than fixed end points.

Primal (P1) Minimize
\[
\left(\int f^1(t, x, \dot{x}, \ddot{x}) dt, \ldots, \int f^n(t, x, \dot{x}, \ddot{x}) dt\right)
\]
Subject to
\[
g(t, x, \dot{x}, \ddot{x}) \leq 0, \ t \in I
\]

Dual (D1) Maximize
\[
\left(\int f^1(t, x, \dot{x}, \ddot{x}) dt, \ldots, \int f^n(t, x, \dot{x}, \ddot{x}) dt\right)
\]
Subject to
\[
\left(\lambda^T f_i + y(t)^T g_i \right) - D \left(\lambda^T f_i + y(t)^T g_i \right)
+ D^2 \left(\lambda^T f_i + y(t)^T g_i \right) = 0 \quad t \in I,
\]
y(t)^T g_i = 0, at \(t = a\) and \(t = b\),
y(t)^T g_i = 0, at \(t = a\) and \(t = b\),
y(t) \geq 0, \ t \in I.

6. Nonlinear Programming

If the problems (P1) and (D1) are independent of \(t\), then they will reduce to the following multiobjective nonlinear programming problems studied in [15]

(NP): Minimize \(f(x)\)
Subject to
\[
g(x) \leq 0.
\]

(ND): Maximize \(f(x)\)
Subject to
\[
\lambda^T f_i + y^T g_i = 0
\]
\[
\lambda > 0, \ y > 0.
\]
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