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Abstract 
This paper introduced a bootstrap method called truncated geometric bootstrap method for time 
series stationary process. We estimate the parameters of a geometric distribution which has been 
truncated as a probability model for the bootstrap algorithm. This probability model was used in 
resampling blocks of random length, where the length of each blocks has a truncated geometric 
distribution. The method was able to determine the block sizes b and probability p attached to its 
random selections. The mean and variance were estimated for the truncated geometric distribu-
tion and the bootstrap algorithm developed based on the proposed probability model. 
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1. Introduction 
Several studies have been made of truncated distribution. [1] has treated the truncated binomial distribution. [2] 
[3] also treated the truncated binomial and negative binomial distribution and truncated Poisson distribution and 
has shown how to estimate the parameter of distributions. The first part of the present paper shows how to esti-
mate the parameter of truncated geometric distribution as a true probability model, by method of moment. The 
second part of the paper uses the distribution to developed bootstrap algorithm for stationary time series process 
to overcome the difficulties of moving block scheme [4] [5] and geometric Bootstrap scheme of [6] in deter-
mining probability p and block size b respectively. The heart of the bootstrap is not simply computer simulation, 
and bootstrapping is not perfectly synonymous with Monte Carlo. Bootstrap method relies on using an original 
sample or some part of it, such as residuals as an artificial population from which to randomly resample [7]. 
Bootstrap resampling methods have emerged as powerful tools for constructing inferential procedures in modern 
statistical data analysis. The Bootstrap approach, as initiated by [8], avoids having to derive formulas via differ-
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ent analytical arguments by taking advantage of fast computers. The bootstrap methods have and will continue 
to have a profound influence throughout science; as the availability of fast, inexpensive computing has enhanced 
our abilities to make valid statistical inferences about the world without the need for using unrealistic or unveri-
fiable assumptions [9]. 

An excellent introduction to the bootstrap may be found in the work of [10]-[13]. Recently, [4] and [5] have 
independently introduced non-parametric versions of the bootstrap that are applicable to weakly dependent sta-
tionary observations. Their sampling procedure have been generalized by [6] by resampling “blocks of blocks” 
of observations for the stationary time series process. On this note we propose a stationary bootstrap method 
generated by resampling blocks of random size, where the length of each block has a “truncated geometric dis-
tribution”. 

2. Materials and Method 
The truncation is more than just theoretical interest as a number of applications have been reported in [14].  

Estimating the Parameter of Truncated Geometric Distribution. 
A random variable X may be defined to have a truncated geometric distribution, with parameter p. and N 

terms, when it has the probability distribution. 

( ) ( ) ( )11 1,2, ,xP X x k P P x N−= = − =                          (2.1) 

The constant K is found, using condition  

( ) 1,P X x= =∑  to be ( )1 1 1 NP − −  . 

We shall introduce a truncated form of the geometric distribution and then demonstrate that it is suitable 
model for a probability distribution. Hence, the probability density function is: 
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These are the probabilities of truncated geometric distribution with parameter P and N terms. Therefore we 
intend to derive the distributional properties of our estimates by looking at the expectation and variance of trun-
cated geometric distribution.  

Thus,  
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Recall some facts on geometric series, 
( )1 2
1

1

N
N

q q
q q q

q

−
+ + + =

−
                              (2.5) 

Using method of moment we have; 
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Thus, ( )E r  is the sample mean, as demonstrated by [15]. 
In this paper, we derived the second moment further.  
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For the second moment and by second differentiation we have, 
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For the variance  
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The variance for truncated geometric distribution is: 
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Therefore, when N = 0 we have q
p

 and 2

q
p

 corresponding to the mean and variance of geometric distribu-

tion.  
Suppose that length L, numbered 1 to N are to be selected randomly with replacement which is the principle 

of bootstrap as introduced by [8]. Then the process continues until it is truncated geometrically at r with an ap-
propriate probability p attached to its random selections in form of , 1, 2, , 1r r r r N+ + + −

.  

3. Results and Discussions 
In this paper, we take our N to be 4, that is, the random selections could be truncated between 1 to 4 at an ap-
propriate probability attached to each of them respectively. 

Using Equation (2.3) and from any fixed value of p in (0, 1). Different values of p can be generated for any 
values of r. Therefore our r here will represent the number of blocks to be selected and the appropriate values of 
p attached to it are the probabilities of being selected at each random selection with replacement.  

Below are the table value generated for a number of fixed number of p in (0, 1), for different values of rth 
truncation geometrically.  

From the Table 1, each value r = 1 to N will be our b (block sizes) and each values of p (probability) for each 
various random selections.  
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Table 1. Summary Statistics values for truncated geometric distribution 

P R = 1 R = 2 R = 3 R = 4 

0.1 0.2908 0.2617 0.2356 0.2120 

0.2 0.3388 0.2710 0.2168 0.1734 

0.3 0.3949 0.2764 0.1935 0.1354 

0.4 0.4596 0.2757 0.1654 0.0993 

0.5 0.5333 0.2667 0.1333 0.0667 

0.6 0.6158 0.2463 0.0985 0.0394 

0.7 0.7057 0.2117 0.0635 0.0191 

0.8 0.8013 0.1603 0.0321 0.0064 

0.9 0.9001 0.0900 0.0090 0.0009 

 
Suppose that L length, numbers 1 to N are to be selected randomly with replacement. Then, the process con-

tinues until it is truncated geometrically at r with an appropriate probability P attached to its random selection in 
form of , 1, 2, , 1r r r r N+ + + − . We take our N to be 4, that is, the random selections could be truncated be-
tween 1 to 4 at an appropriate probability. 

Then, a description of the resampling algorithm when r > 1 is as follows: 
1) Let 1, , NX X  be a random variables 
2) Let 1X ∗  be determined by the r-th truncated observation Xr in the original time series, 
3) Let 1iX ∗

+  be equal to Xr+1 with probability 1 − P and picked at random from the original N observations 
with probability p. 

4) Let { }, 1 1, , ,  i b i i i bB X X X+ + −=  , be the block consisting of b observation starting from Xi 
5) Let 

1 1 2 2, ,, ,I L I LB B   be a sequence of blocks of random length determined by truncated geometric distribu-
tion. 

6) The first L1, observations in the pseudo time series 1 2, , , NX X X∗ ∗ ∗
  are determined by the first block 

1 1,I LB  of observation 
1 1 1
, , ;

iI I LX X
−+  the next L2 observations in the pseudo time series are the observations in 

the second sampled block 
2 2 1.I LX + − .

 
7) The process is resampled with replacement, until the process is stopped once N observation in the pseudo 

time series have been generated. 
8) Once 1 , , NX X∗ ∗

  has been generated, one can compute the quantities of interest for the pseudo time se-
ries.  

The algorithm has two major components, the construction of a bootstrap sample and the computation of sta-
tistics on this bootstrap sample, and repeats these operation many times through some kinds of a loop.  

Proposition 1. Conditional on 1 2 1 2, , , , , , ,N NX X X X X X∗ ∗ ∗
   is stationary. 

If the original observations 1, , NX X  are all distinct, then the new series 1 , , NX X∗ ∗
  is, conditional on 

1, , NX X  a stationary Markov chain. If, on the other hand, two of the original observations are identical and 
the remaining are distinct, then the new series 1 , , NX X∗ ∗

  is a stationary second order Markov chain. The sta-
tionary bootstrap resampling scheme proposed here is distinct from the proposed by [4] [5], but posses the same 
properties with that proposed by [2]. 

4. Conclusion 
The truncated geometric bootstrap method proposed in this paper is a true probability model with the estimated 
parameters. The method was able to determine the block sizes b and probability p attached to its random selec-
tions. The mean and variance were estimated for the truncated geometric distribution and the bootstrap algo-
rithm developed based on the proposed probability model. 
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