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Abstract

We use the general form of hat matrix and DFBETA measures to detect the influential observations in order to estimate the Divisia price index number when the error structure is first order serial correlation. An example is presented with reference to price data of Pakistan. Hat values show the noteworthy findings that the corresponding weights of consumer items have large influence on the parameter estimates and are not affected by the parameter of autoregressive process AR(1). Whereas DFBETAs for Divisia index numbers depend on both the weights and autoregressive parameter.
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1. Introduction

A number of studies are available on the detection of leverages and influential observations in a regression model when the errors are assumed to be serially correlated with AR(1) and AR(2) processes. For instance, initially, Prais and Winsten [1], Kadiyala [2], Girilches and Rao [3], Maeshiro [4], and Park and Mitchell [5] have observed the significant effect of the first observation on the parameter estimates of regression model. Influence diagnostics are developed and studied by many authors, including Belsley et al. [6], Cook ([7] [8]), Cook and Weisberg [9], Draper and John [10], and Draper and Smith [11]. They examined the effect of individual observation or a set of observations on the estimation of model parameters. The problem of influence diagnostic checking for the linear regression model with autocorrelated errors has, now, received much attention of the researchers and statisticians. Puterman [12] observed that the first transformed observation in linear regression model can have a large impact on the parameter estimates. Some authors agreed that the effect of not including
the first observation is not always magnificent as suggested by Cochrane and Orcutt [13]. Stemann and Trenkler [14] extended the approach of Puterman [12] to the general linear model with the first order autoregressive errors and showed the effect of the presence of a constant term on a leverage point when the correlation of the error term was large in absolute value. Barry et al. [15] extended the study of influential observations to the regression model with AR(2) errors and developed the diagnostic techniques using a hat matrix.

Much literature is on hand on the influential observations diagnostic for the regression models with continuous type of regressors. There is a need to have some techniques for finding the influential observations when the dilemma of constructing the index number is concerned. The objective of this paper is to use the analytical tools of hat matrix and DFBETA measures to identify the influential observations in estimating the Divisia price index number.

The paper is organized as follows. Section 2 introduces the Divisia index number model and the role of the initial observation in estimation of model is discussed. The relevant concepts on influence diagnostics for the underlying model are presented in Section 3. An application with reference to Pakistan price data is illustrated in Section 4 and lastly, Section 5 recapitulates the results.

2. Regression Model

The well-known Divisia index number is formulated by the following model

\[ Dp_t = \alpha + \varepsilon_t \] (1)

where \( Dp_t = \log p_t - \log p_{t-1} = \log \frac{p_t}{p_{t-1}} \), log price-change in period t for ith commodity, \( \alpha \) conman trend in the prices of all commodities at time t (the rate of inflation), and \( \varepsilon_t \) is the random component. The errors are assumed to be generated from the first order autoregressive scheme, that is \( \varepsilon_t = \phi \varepsilon_{t-1} + u_t \), where \( |\phi| < 1 \), and

\[ E(u_t) = 0, E(u_t u_{t-j}) = \sigma^2 \frac{\delta_j}{w_i}. \]

This yields the error structure of model (1) as

\[ E(\varepsilon_t) = 0 \quad \text{and variance-covariance} \quad \gamma_k = \begin{cases} \sigma^2 \frac{1}{w_i(1-\phi^2)}, & k = 0 \\ \sigma^2 \phi^k \frac{1}{w_i(1-\phi^2)}, & k > 0 \end{cases} \] (2)

Defining more compactly in matrix notation as follows,

\[ E(\varepsilon) = 0, E(\varepsilon \varepsilon^T) = \sigma^2 V \]

The inverse of variance-covariance matrix can easily be decomposed using cholesky decomposition and can be written as

\[ V^{-1} = Q'Q \]

where \( Q \) is a lower triangular matrix of order \((nT \times nT)\), defined as

\[
Q = \begin{bmatrix}
\sqrt{w_1} \sqrt{1-\phi^2} & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \sqrt{w_n} \sqrt{1-\phi^2} & 0 & \cdots & 0 \\
-\phi \sqrt{w_1} & \cdots & 0 & \sqrt{w_1} & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & -\phi \sqrt{w_n} & 0 & \cdots & \sqrt{w_n} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & \cdots & \sqrt{w_1} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & \cdots & \sqrt{w_n} 
\end{bmatrix}
\]
The model (1) is written in matrix form

\[ D_{p(t \rightarrow t)} = X_{(t \rightarrow T)} \beta_{(t \rightarrow T)} + \epsilon_{(t \rightarrow T)} \]  

(3)

It is well known that under the above assumption, the best linear unbiased estimator (BLUE) of \( \beta \) in model (1) could be obtained by the generalized least square (GLS) approach as given below

\[ \hat{\beta} = \left( X'V^{-1}X \right)^{-1} \left( X'V^{-1}D_p \right) \]

There are different approaches to estimate the parameter vector \( \beta \), in case of unknown autoregressive parameter \( \phi \) (see Judge et al. [16]). The value of \( \phi \) is first estimated from the data using any of the number of suggested alternatives given in Gujarati [17]. The transformation of the vector \( D_p \) and the design matrix \( X \) to the new vector \( D'_p = Q D_p \) and matrix \( X' = Q X \) to obtain

\[
D'_p = \begin{bmatrix}
\sqrt{1-\phi^2} \sqrt{W_i D_{p_1 t}} \\
\sqrt{W_i D_{p_2 t}} - \phi \sqrt{W_i D_{p_1 t}} \\
\vdots \\
\sqrt{W_i D_{p_T t}} - \phi \sqrt{W_i D_{p_{T-1} t}}
\end{bmatrix}
\]

and

\[
X' = \begin{bmatrix}
1-\phi & \sqrt{W_i t} & 0 & \cdots & 0 & 0 \\
-\phi \sqrt{W_i t} & \sqrt{W_i t} & \cdots & 0 & 0 \\
O & -\phi \sqrt{W_i t} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
O & O & \cdots & -\phi \sqrt{W_i t} & \sqrt{W_i t}
\end{bmatrix}
\]

where \( t \) and \( O \) are the vectors of one and zero respectively i.e. \( t = [1 \ 1 \ \cdots \ 1]' \) and \( O = [0 \ 0 \ \cdots \ 0]' \). We can now apply the simple ordinary least square (OLS) estimator to the transformed data to obtain estimated generalized least square (EGLS) and we have

\[ \hat{\beta} = \left( X''X'' \right)^{-1} \left( X''D'_p \right) \]  

(4)

Substituting the results in Equation (4) provides the estimator of \( \beta \), the familiar Divisia index numbers, written as

\[ \hat{\alpha}_t = \sum_{i=1}^{n} w_i D_{p_i t} \text{ for } t = 1, 2, \cdots, T \]  

(5)

3. Influence and Hat Matrix

Several measures and plots have been developed to detect the influential observations in linear regression. Hat matrix is one of the common quantity that is used in detecting the influential points when the OLS procedure for estimation of regression parameter is used. The quantity is

\[ H = X'X^{-1}X' \]

The hat matrix for the transformed data \( X' \) is written as

\[ H' = X' \left( X''X'' \right)^{-1} X'' = QXQ^T \left( X'X' \right)^{-1} X'X' \]

The diagonal elements of the hat matrix, denoted by \( h_i \) or \( h_{ii} \), are used as diagnostic technique for measuring the influence of a specific observation \( i \) on regression parameter estimates. The entries of matrix depend only on the values of design matrix \( X \), and thus they serve as a measure of the distance of an observation from the centre of data. The large diagonal values indicate potentially large impact of the corresponding observation on regression estimates and thus considered an influential point if it satisfies the criteria that have the cut off points i.e. \( h_i > 2p/n \). We obtain the hat matrix for model (1) using the transformed matrix \( X'' \) described in Section 2 as follows:

\[
H' = \begin{bmatrix}
w_1 & \sqrt{W_1 W_2} & \cdots & \sqrt{W_1 W_n} \\
\sqrt{W_1 W_2} & w_2 & \cdots & \sqrt{W_2 W_n} \\
\vdots & \vdots & \ddots & \vdots \\
\sqrt{W_1 W_n} & \sqrt{W_2 W_n} & \cdots & w_n
\end{bmatrix}
\]

for each \( t = 1, 2, \cdots, T \)  

(6)
The elements of matrix clearly show that the weights of commodities determine how much the important of particular commodity is in order to find the Divisia index number, and remain same for each time period $t$. They are not affected by the parameter of autoregressive process. The greater the value of weight, the more influential the commodity is, irrespective of the time period, because we are assuming the same weights over the underlying time period.

Another chief role of hat matrix in finding the significant expression to assess the effect of deleting an observation on parameter estimates and predicted values. The vector DFBETA, given by Belsley et al. [6], which denotes the difference between the estimates of the vector $\hat{\beta}$ with and without the $i$th observation i.e.;

$$DFBETA_i = \hat{\beta} - \hat{\beta}_{(i)} = \left(\frac{X'X}{1-h_i^*}\right)^{-1}x_i'e_i^* \left(x_i'e_i^*\right)'$$  \hspace{1cm} (7)

where $\hat{\beta}_{(i)}$ is the estimate of $\beta$ with the $i$th observation excluded.

Puterman [12] studied the impact of the first observation in the constant mean model and regression through the origin model with AR(1) errors. One should see the work of Stemann and Trenkler [14] on the influence technique when considering the regression model with more than one regressors in the presence and absence of constant term. On the other hand, Barry et al. [15] extended the approach of Puterman to the influence of initial observations and subset of observations in linear regression model with AR(2) errors. Our main aim is, therefore, to obtain the influential points when we are dealing with index number model. For this purpose, we use equation (7) to find the results of DFBETA measures as follows;

$$DFBETA_{ij} = \begin{cases} \sqrt{\frac{w_j}{1-w_i}} \phi^{j-1} e_i^* & \text{for } j = 1, 2, \ldots, p, \text{ and } t = 1 \\ 0 & \text{for } j = 1, 2, \ldots, t-1, \text{ and } t = 2, 3, \ldots, T \\ \sqrt{\frac{w_j}{1-w_i}} \phi^{j-t} e_i^* & \text{for } j = t, t+1, \ldots, p, \text{ and } t = 2, 3, \ldots, T \end{cases}$$  \hspace{1cm} (8)

where $p$ denotes the number of parameters in vector $\beta$. It is clearly seen that the DFBETA values are affected by the autoregressive coefficient of AR(1) process. For $t = 1$, when $\phi$ increases to 1 in both positive and negative direction, deleting the $i$th observation has a great impact on the parameter estimates. When $\phi = 0$, all the entries of DFBETA matrix become zero that might reveal having the data with no influential point. Beside this all values depend on the constant factor of $i$th weight embodied by the first part of expression (8).

4. An Application

In this section, we present an application to price data for Pakistan. The data consists of 374 consumer items classified in ten groups for the period from July 2002 to June 2011. The groups are food and beverages, apparel textile and footwear, house rent, fuel and lighting, household furniture and equipment, transportation and communication, recreation and entertainment, education, cleaning laundry and per. appea, and medicare. In the first phase, we compute the parameter vector $\hat{\beta}$ using formula (5) which demonstrates the Divisia index number when the same weights are used through the entire period. To estimate the value of $\phi$, the residuals versus observation numbers are plotted in Figure 1. The plot simply verifies the stationary scenario of time series with constant mean and constant variance.

The Durbin-Watson statistic is 1.4002, indicating the presence of autocorrelation in the residual series. The estimate of $\phi$ using Yule-Walker procedure is obtained as 0.299. For each time period the hat values are estimated by the weights of commodities and large quantities are shown in Table 1. The highest hat entry is parallel to house rent index, implying its importance in estimating the index numbers. Others leading items include wheat flour bag, milk fresh, and electric charges for the consumption of more than 1000 units. To investigate the effect of presence of items with large hat values, we plot the estimated Divisia index numbers based on all items and without the items house rent and wheat flour bag in Figure 2. The index number estimates excluding house rent are much different from the estimates based on all items, whereas the estimates without wheat flour bag is relatively close to the index numbers with all observations.
Figure 1. Plot of residual series.

Table 1. Significant hat values for the items exceeding cut-off value 0.005348.

<table>
<thead>
<tr>
<th>S. Nos.</th>
<th>Item Nos.</th>
<th>Items</th>
<th>hi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>WHEAT FLOUR FINE/SUPERIOR.</td>
<td>0.0134</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>WHEAT FLOUR BAG</td>
<td>0.0377</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>COOKING OIL (DALDA)</td>
<td>0.0069</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>VEGETABLE GHEE TIN</td>
<td>0.0126</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>VEGETABLE GHEE (LOOSE)</td>
<td>0.0141</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>SUGAR REFINED</td>
<td>0.0195</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>TEA LOOSE KENYA AV.QLTY 250G</td>
<td>0.0057</td>
</tr>
<tr>
<td>8</td>
<td>26</td>
<td>MILK FRESH (UNBOILED)</td>
<td>0.0653</td>
</tr>
<tr>
<td>9</td>
<td>70</td>
<td>TOFFEE (HILAL)</td>
<td>0.0101</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>CHOWKELATE CANDY (SMALL SIZE)</td>
<td>0.0099</td>
</tr>
<tr>
<td>11</td>
<td>86</td>
<td>BEEF WITH BONE AV.QLTY.</td>
<td>0.0161</td>
</tr>
<tr>
<td>12</td>
<td>87</td>
<td>MUTTON AV.QLTY.</td>
<td>0.0109</td>
</tr>
<tr>
<td>13</td>
<td>88</td>
<td>CHICKEN FARM BROILER (LIVE)</td>
<td>0.0092</td>
</tr>
<tr>
<td>14</td>
<td>91</td>
<td>ONION</td>
<td>0.0058</td>
</tr>
<tr>
<td>15</td>
<td>167</td>
<td>HOUSE RENT INDEX</td>
<td>0.2343</td>
</tr>
<tr>
<td>16</td>
<td>176</td>
<td>ELECT.CHARGES 301 - 1000 UNI</td>
<td>0.0106</td>
</tr>
<tr>
<td>17</td>
<td>177</td>
<td>ELECT.CHARGES ABOVE 1000 UNI</td>
<td>0.0274</td>
</tr>
<tr>
<td>18</td>
<td>180</td>
<td>GAS CHRG 6.7438 - 10.1157MMB</td>
<td>0.0093</td>
</tr>
<tr>
<td>19</td>
<td>181</td>
<td>GAS CHRG10.1157 - 13.4876MMB</td>
<td>0.0068</td>
</tr>
<tr>
<td>20</td>
<td>206</td>
<td>HOUSEHOLD SERVANT FEMALE P/T</td>
<td>0.0119</td>
</tr>
<tr>
<td>21</td>
<td>227</td>
<td>PETROL SUPER</td>
<td>0.0173</td>
</tr>
<tr>
<td>22</td>
<td>266</td>
<td>TELEPHONE CHARGES LOCAL CALL</td>
<td>0.0083</td>
</tr>
<tr>
<td>23</td>
<td>268</td>
<td>TEL CHARGES OUT SIDE CITY</td>
<td>0.0083</td>
</tr>
<tr>
<td>24</td>
<td>286</td>
<td>SCHOOL FEE PRIMARY ENG.MED.</td>
<td>0.0081</td>
</tr>
<tr>
<td>25</td>
<td>287</td>
<td>SCHOOL FEE 2ND-RY ENG.MED.</td>
<td>0.0081</td>
</tr>
<tr>
<td>26</td>
<td>310</td>
<td>WASHING SOAP NYL(135-160GMS)</td>
<td>0.0054</td>
</tr>
<tr>
<td>27</td>
<td>333</td>
<td>HAIRCUT CHARGES FOR MEN</td>
<td>0.0067</td>
</tr>
<tr>
<td>28</td>
<td>374</td>
<td>DOCTOR (MBBS) CLINIC FEE</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table 2 presents list of items with the significant DFBETAs exceeding the cutoff value 0.00995. The large values of $h_i$ are represented by the values with superscript *. Out of these 37 influential items, 32 are from the first commodity group food and beverages that include wheat flour, vegetable ghee, sugar, beef with bones, and mutton with the corresponding higher diagonal values of hat matrix. Sugar refined with $h_i = 0.019467$ has an impact on estimation index number relating to 41 months or in other words, it affects the values of 41 alphas in parameter vector $\beta$. Other influential commodity groups include house rent with the highest $h_{167} = 0.234298$, fuel and lighting, and transportation and communication.

Figure 2. Divisia index numbers including all items, excluding house rent and wheat flour.

Table 2. Significant DFBETAs corresponding to items and their hat values.

<table>
<thead>
<tr>
<th>S. Nos.</th>
<th>Item No.</th>
<th>Items</th>
<th>Hat values $h_i$</th>
<th>No. of significant DFBETAs</th>
<th>Significant DFBETAs for estimating $\alpha_i$ for $t =$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>WHEAT</td>
<td>0.00483</td>
<td>6</td>
<td>67,71,72,73,74,76</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>WHEAT FLOUR FINE/SUPERIOR.</td>
<td>0.013398*</td>
<td>13</td>
<td>23,66,67,68,69,70,71,72,73,74,75,76,77</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>WHEAT FLOUR BAG</td>
<td>0.037724*</td>
<td>23</td>
<td>18,20,21,23,24,25,26,27,64,65,66,67,70,71,72,73,74,75,76,77,78,80,81</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>RICE BASMATI SUP. QLTY.</td>
<td>0.003711</td>
<td>7</td>
<td>65,66,67,71,72,73,74</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>RICE BASMATI 385/386</td>
<td>0.003865</td>
<td>11</td>
<td>61,62,63,64,65,66,67,71,72,73,74</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>RICE BASMATI BROKEN AV. QLTY</td>
<td>0.004766</td>
<td>12</td>
<td>61,62,63,64,65,66,67,68,71,72,73,74</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>RICE IRRI-6 (SINDH/PUNJAB)</td>
<td>0.001027</td>
<td>1</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>PULSE MASOOR (WASHED)</td>
<td>0.002214</td>
<td>9</td>
<td>71,72,73,74,75,76,77,78,79</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>PULSE MOONG (WASHED)</td>
<td>0.00223</td>
<td>11</td>
<td>46,93,94,95,96,97,98,99,100,101,102</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>PULSE MASH (WASHED)</td>
<td>0.002017</td>
<td>4</td>
<td>47,94,95,96</td>
</tr>
<tr>
<td>11</td>
<td>13</td>
<td>PULSE GRAM</td>
<td>0.004272</td>
<td>1</td>
<td>55</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>COOKING OIL (DALDA)</td>
<td>0.006858*</td>
<td>2</td>
<td>69,70</td>
</tr>
<tr>
<td>13</td>
<td>17</td>
<td>VEGETABLE GHEE TIN</td>
<td>0.012545*</td>
<td>10</td>
<td>7,8,9,65,68,69,70,71,72,73</td>
</tr>
<tr>
<td>14</td>
<td>18</td>
<td>VEGETABLE GHEE (LOOSE)</td>
<td>0.014127*</td>
<td>24</td>
<td>58,59,60,61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,103,104,105,106,107,108</td>
</tr>
<tr>
<td>15</td>
<td>19</td>
<td>SUGAR REFINED</td>
<td>0.019467*</td>
<td>41</td>
<td>31,32,33,34,35,36,37,38,39,40,41,42,44,45,46,47,48,79,80,81,82,83,84,85,86,87,88,89,90,91,92,93,94,95,96,97,98,99,100,101,102</td>
</tr>
<tr>
<td>16</td>
<td>56</td>
<td>CHILLIES POWD. NATIONAL 200GM</td>
<td>0.003379</td>
<td>8</td>
<td>67,72,103,104,105,106,107,108</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, we use the general expression of hat matrix and DFBETA measure to detect the influential observations in order to estimate the Divisia price index number when the error is generated from AR(1) process. The hat values only depend on the weights of commodities, showing that the corresponding weights of consumer items have large influence on the parameter estimates and are not affected by the parameter of autoregressive process AR(1). An example is presented with reference to price data of Pakistan. From the findings of both hat matrix and DFBETAs, food and beverages are the leading commodity group as the maximum number of items in which group has large hat values and DFBETAs measures.
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