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Abstract 
In this paper, we assessed volatility of Ghana’s inflation rates for 2000 to 2018 
using the auto-regressive conditionally heteroskedasticity (ARCH), genera-
lized ARCH (GARCH), and the exponential GARCH (EGARCH) models. 
The inflation data were obtained from the Ghana Statistical Service (GSS). 
The proposed model should be able to provide projections of inflation vola-
tility from 2019 and beyond. The results showed that higher order models are 
required to properly explain Ghana’s inflation volatility and the EGARCH(12, 
1) is the best fitting model for the data. The EGARCH(12, 1) model is robust 
to model and forecast volatility of inflation rates. Also, the results suggest that 
we are forecasting increasing volatility and there is increasing trend in general 
prices of goods and services for 2018 and beyond. The forecasts figures re-
vealed that Ghana’s economy is likely to be unstable in 2018 and 2019. This 
study therefore recommends that policy makers and industry players need to 
put in place stringent monetary and fiscal policies that would put the antic-
ipated increase in inflation under control. The models were implemented us-
ing R software. 
 

Keywords 
Exponential Generalized Auto-Regressive Conditionally Heteroskedasticity, 
Generalized Auto-Regressive Conditional Heteroskedasticity Model,  
Macroeconomic 

 

1. Introduction 

Inflation is an economic indicator that measures the relative changes in the 
prices of commodities and services and also measures the persistent increase in 
the level of consumer prices or persistent decline in the purchasing power of 
money [1]. Inflation can be caused by either too much money in circulation in 
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the country or too few goods offered for sale [2]. This economic indicator has 
direct effect on the state of the economy. In other to devise better policies to 
control the inflation rates, it is necessary to know the pattern of inflation in the 
country. Inflation is an important economic indicator that the government, poli-
ticians, economists, and other stake holders especially those in African continent 
including Ghana use when debating on the state of the economy. 

In recent years, inflation has become one of the major economic challenges 
facing most countries in the world [3]. In Ghana, both the government and op-
position parties focus is on achieving single digit inflation when debating on the 
state of the economy. Most often opposition party doubts figures suggesting that 
the economy is stable with consistent single digit inflation since they are of the 
belief that these figures do not represent the true state of the economy. Both the 
government and the opposition parties are concerned about the inflation rates 
(which represent the level of price goods and services) in the country which af-
fects all sectors of the economy [4]. 

It is known that the traditional time series models assume that the conditional 
variance is constant. However, most economic and financial time series data are 
heteroskedastic (non-constant variance) in nature. This means that time series 
models that assume constant variance for the data are likely under-performed 
and produce bias statistical inferences when applied to non-constant variance 
time series data. There is therefore the need to build times series models to ac-
commodate data with non-constant variance [5]. The auto-regressive condition-
ally heteroskedasticity (ARCH) model [6] [7] [8] and its extension to the genera-
lized auto-regressive conditionally heteroskedasticity (GARCH) model [9] and ex-
ponential generalized auto-regressive conditionally heteroskedasticity (EGARCH) 
model [10] have been proposed to model the non-constant volatility of such se-
ries. To ensure the variance are positive, the GARCH model imposed restrictions 
on the parameters whereas the EGARCH model does not require restrictions on 
the parameters to assume a positive variance [8] [10]. 

Various authors, for example, [11] [12] have made attempt to model/study in-
flation in Ghana. However, they used models that did not account for the condi-
tional heteroskedasticity on the Ghana’s inflation data [4]. David [3] noted that 
it is statistically inefficient and logically inconsistent to model volatility using 
models that assume that the variance is constant when the resulting series progress 
over time. 

Inflation in various countries has been studied/modeled by various authors 
[13] [14] [15] [16]. In this paper, we seek to model Ghana’s inflation using the 
GARCH [9] and EGARCH [10] approaches. Results from these models are 
compared with that of the ARCH model. For detailed and clear information on 
ARCH, GARCH, and EGARCH models, see Bera and Higgins [8]. 

The rest of the article is organized as follows. In Section 2, we give an over-
view of the Ghana’s inflation and then an exploratory analysis of the inflation 
data used in Section 3. We discuss the ARCH, GARCH, and EGARCH models in 
Section 4. We then implement these models to the inflation data in Section 5 and 
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give summary remarks in Section 6. 

2. Overview of Ghana’s Inflation 

In this section we present a brief history of Ghana’s inflation rates from 1965 to 
2017. Figure 1 presents time series plot of yearly inflation rates from 1965 to 
2017. It can be observed that Ghana recorded a negative inflation rate (−8.4%) in 
1967 and recorded a rise generally from 9.6% in 1971 to 116.5% in 1977. A very 
high inflation volatility is observed between the year 1974 and 1985 with the 
highest inflation rate of 122.25% in 1984 followed by 116.5% in the years 1981 
and 1977. Inflation volatility, generally, decreases from 1985 to 2017. Inflation 
rate of 9.6% in April 2018 edged up to 10% in June of 2018 from 9.8% in May 
2018. Transportation was the only category showing a higher inflation rate. The 
inflation rate in Ghana fell to 9.6% in July of 2018 from 10 percent in June 2018. 
It was the lowest inflation rate since April which is due to a slowdown in 
non-food prices. The annual inflation rate in Ghana rose up to 9.9% in August 
of 2018 from 9.6% in July, as both food and non-food inflation rose. The annual 
inflation rate in Ghana fell to 9.3% in November 2018 from 9.5% in September. 
This inflation figure remains the lowest inflation since December 2012. Inflation 
volatility remains relatively low from 1997 to 2017. However, there is the need to 
understand inflation volatility behavior and then put measures in place to reduce 
negative effect of unexpected shocks that may arise dues to inflation uncertain-
ties. In this paper, we model the monthly inflation rates from 2000 to 2017 and 
then provide forecast inflation rates for 2018 in order to assess the validity and 
prediction power of the proposed model for the Ghana’s inflation volatility. 

3. Description of the Inflation for 2000-2018 

In this section, we provide exploratory assessment of the characteristics of the 
inflation data we obtained from the Ghana Statistical Service (GSS). Our focus is 
to study/investigate volatility of inflation rates for 2000-2018 and thereafter, 
suggest a best fitting model for the data. All the analyses in this paper are ana-
lyzed using R software [17] [18] [19]. Figure 2 displays the time series plot for  
 

 
Figure 1. Time series plot of yearly inflation rates from 1965 to 2017. 
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Figure 2. Time series plot of inflation rates for 2000 to 2017. 
 
inflation rates for 2000 to 2017. The inflation rates plot exhibits downward trend 
which fluctuate over the study period. These fluctuations in the inflation rates 
give an indication that the mean as well as the variance of the inflation rates are 
not constant over time. 

We performed a normality test on the mean and variance using the Ander-
son-Darling Normality Test [20] [21] at 5% level of significance. The normality 
test results revealed a very small p-value (<0.001) which gives an indication that 
there is smaller chance that we are looking at data from a normal distribution 
and that the data are non-stationary. Because of the non-stationarity of the data, 
we applied the unit root test (Augmented Dickey Fuller Test) [22] [23] [24], on 
the inflation data, in order to further investigate for non-stationarity of the infla-
tion time series data. The result from the Augmented Dickey-Fuller (ADF) t-test 
suggests that the data are non stationary and does need other methods such as 
differencing to achieve stationarity. This means that a unit root exist and as a 
result the data are non-stationary. These results on non-stationarity of the infla-
tion data are evident from Figure 2. 

In order to achieve stationarity in the inflation rates time series data, we car-
ried out logarithm and differencing transformation. Achieving stationarity is 
important because the models that are used in this paper assume that the data 
are stationarity. This means that there is the need to achieve stationarity, in the 
inflation time series data, in order to produce valid statistical inferences. Figure 
3 displays the time series plot of the logarithm of inflation rates from January 
2000 to December 2017. However, the logarithm transformation approach could 
not do much in terms achieving stationarity since the time series plot appears 
fluctuating after the transformation of the inflation rates. This implies that the 
mean and variance are not constant over the study period. This means that the 
inflation time series data cannot be stationarized using the logarithm. We note 
that the logarithmic transformation is often useful for series that must be greater 
than zero and that grow exponentially. However, this is not case for the Ghana’s 
2000-2017 inflation rates since series do not grow exponentially over time. That 
is, the series does not grow exponentially and the variability of the series does 
not increase over time. This offers an explanation to inability of the logarithm  
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Figure 3. Time series plot of logarithm of monthly inflation rate in Ghana from 2000 to 
2017. 
 
transformation to achieve stationarity. Figure 4 displays the plot of the first or-
dinary difference [25] of the logarithm of the monthly inflation rates. 

In Figure 4, the time series plot appears to be stable after this transformation. 
This plot suggests that the mean and variance are now constant after using the 
differencing approach. This gives an indication that there is stationarity in the 
first ordinary difference monthly rate of inflation series. We performed a con-
firmatory test on stationarity by using the Augmented Dickey Fuller unit root 
test on the first and second difference of the inflation rates. The test results 
(p-value = 0.01 < 0.05) suggest that the series is stationary enough to do any kind 
of time series modeling. 

We now investigate for the presence of auto-correlation in the original, loga-
rithm and differencing transformation datasets. It can be observed in Figure 5 
that the auto-correlation function (ACF) charts for the original data (top panel) 
and the logarithm transformed data (middle panel) decays are very slow from 
lag 0.1 to 1.0 and fast after the lag 1. The ACF curves are significant from lag 0.1 
to lag 1. This means that the data are not stationary. However, the ACF charts 
(bottom panel) for the differenced inflation rates decays very fast with only two 
significant lags. This gives an indication that the data are stationary. 

Also, it can be observed in Figure 6 that the partial auto-correlation function 
(PACF) chats, for the original data (top panel) and the logarithm transformed 
data (middle panel), show 3 significant lags each, whereas PACF curve for the 
differenced inflation rates shows only one significant lag. Given these explorato-
ry analyses, we can conclude that one can achieve stationarity in the Ghana’s 
2000-2018 inflation time series data using the ordinary first difference approach. 

We recall that Figure 2 shows that there is some level heteroskedasticity 
(changing variance over time) in the monthly rate of inflation series, and a for-
mal test for heteroskedasticity was carried out to confirm the presence of hete-
roskedasticity (ARCH effect). We use the Ljung-Box test statistic to test for 
ARCH effect, in the differenced data. We used the Box.test function and the re-
sults showed that there is presence of ARCH effect (since the p-value is less than 
0.05 level of significance). We also used the garchFit function in fGarch package 
to confirm the presence of ARCH effect. The results show a significant evidence  
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Figure 4. Time series plot of the first difference of the monthly rates of inflation for 
2000-2017. 
 

 
Figure 5. AFC for the original data (first panel), logarithm transformed data (second 
panel), and the differenced data (third panel). 
 
of heteroskedasticity (ARCH effects) although it has been reduced as compared 
to the case of the original monthly rate of inflation series. 

From the fore going analysis, it can be concluded that the first difference 
monthly rates of inflation satisfy all the data assumption or characteristics for a 
volatility model such as the ARCH-family models. Hence in subsequent analys-
es, the first differenced monthly rates of inflation would be used or considered. 
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Figure 6. PAFC for the original data (first panel), logarithm transformed data (second 
panel), and the differenced data (third panel). 

4. Models for Modeling Volatility in Data 

This section presents notations and concepts of the ARCH, GARCH, and 
EGARCH ARCH-family models for volatility in times series data. 

4.1. Auto-Regressive Conditional Heteroskedasticity (ARCH) Model 

The ARCH models [6] provide a framework for modeling volatility in time se-
ries data. Detailed information on ARCH model can be found in [8] paper. 
There are various ways to define the ARCH process depending on the context 
[8]. In this paper, we defined the ARCH process in terms of the distribution of 
the errors of a dynamic linear regression model. Let ty  denotes the dependent 
variable which is assumed to be generated by  

, 1, 2, , ,t t ty t T′= + =x δ                       (1) 

where x  is a 1p×  vector of exogenous variables, which may include lagged 
values of the dependent variable, and δ  is a 1p×  vector of regression para-
meter estimates. The ARCH model characterizes the distribution of the stochas-
tic error term t  conditional on the realized values of the set of variables 

{ }1 1 1 2 1, , , ,t t t t ty x y xψ − − − − −=  . The original Engle’s [6] ARCH(q) model, with 
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order q, assumes that  

( ) 2 2 2
1 0 1 1 2 2| 0, , where ,t t t t t t q t qN h hψ α α α α− − − −= + + + +        (2) 

with constrains 0 0α >  and 0, 1,2, ,i i qα ≥ =   in order to ensure that the 
conditional variance is positive. Since 1 1 1 , 1, 2, ,t t ty i q− − −′= − =x  δ , th  is ob-
viously a function of the elements of 1tψ − . 

It is important to note that distinguishing feature of the model (2) is not only 
that the conditional variance th  is a function of the conditioning set 1tψ − , but 
rather it is the particular functional form that is specified [8]. Episodes of volatil-
ity are generally characterized of the clustering of large shocks to the dependent 
variable ty . The conditional variance function th  (2) is formulated to take into 
account this situation. We note that in a regression model a large shock is 
represented by a large deviation of the dependent variable ty  from its mean 

t′x δ . This means that a large shock is represented by a large positive or negative 
value of the error term t . It has been established that [8] the variance of the 
current error term t , conditional on the realized values of the lagged errors 

t i− , is an increasing function of the magnitude of the lagged error, regardless of 
their signs. This means that large errors of either sign tend to be accompanied by 
large error of either sign and also, small errors of either sign tend to be accom-
panied by small error of either sign [8]. The order of the lag q determines how 
long a shock remains in conditioning variance of the subsequent errors. The 
longer the lag q the longer the episodes of volatility will tend to be [8]. See fur-
ther information on ARCH(q) model in ([8], pp. 309-312). 

4.2. Generalized Auto-Regressive Conditional Heteroskedasticity  
(GARCH) Model 

The ARCH model was first empirically applied to the relationship between the 
level and the volatility of inflation [6] [7] [8]. Engle [6] [7] found that a large lag 
q was required in the conditional variance function th . This requires estimating 
a large number of parameters subject to the inequality constrains/restriction which 
is computationally intensive. In order to reduce this computational burden, En-
gle [6] [7] parameterized the conditional variance function th  as  

2
0 1

1

q

t i t i
i

h wα α −
=

= + ∑  , where the weights 
( )

( )

1
1 1
2

i

q i
w

q q

+ −
=

+
 

tend to decline linearly over time and constructed in such a way that 1 1q
ii w

=
=∑ . 

Given this parameterization, a large lag q can be specified and yet only two pa-
rameters are required to be estimated in the conditional variance function th  
([6] [7] [8], pp. 312). Despite the fact that linear declining weights are plausible, 
the formulation impose unnecessary restrictions on the dynamics of the ARCH 
process ([8], pp. 312). 

Bollerslev [9] extended the condition variance function th  (2) to the genera-
lized ARCH (GARCH), which has proven to be useful in empirical research. It is 
important to acknowledge that Taylor ([8], pp. 312) also independently pro-
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posed the GARCH model. They proposed that the conditional variance th  
should be specified as  

2 2 2
0 1 1 2 2 1 1 2 2 ,t t t q t q t t p t ph h h hα α α α β β β− − − − − −= + + + + + + + +       (3) 

where the following inequality constrains are required in order to ensure that the 
conditional variance th  is strictly positive:  

0 0, 0 for 1, , and 0 for 1, , .i ji q j pα α β> ≥ = ≥ =       (4) 

So we say that a GARCH process with order p and q is denoted as GARCH(p, 
q). The GARCH(p, q) model consists of three components:   

1) 0α  is the weighted long run variance.  
2) 2

1
q

i t ii α −=∑   is the moving average term, which is the sum of the m previous 
lags of squared-innovations multiplied by the assigned weight iα  for each 
lagged square innovation.  

3) 1
p

j t jj hβ −=∑  is the auto-regressive term, which is the sum of the s previous 
lagged variances multiplied by the assigned jβ  for each lagged variance.  

It is important to point out that the motivation of the GARCH process can be 
observed in the expression (3) as the conditional variance th  can be expressed 
as 

( ) ( )2
0t t th B B hα= + +α β , 

where  

( ) 1 2
1 2

q
qB B B Bα α α= + + +α  and ( ) 1 2

1 2
p

pB B B Bβ β β= + + +β  

are polynomials in the back-shift operator B ([8], pp. 313). So if the roots of 
( )1 Zβ−  lie outside the unit circle, the condition variance function (3) can be 

rewritten as  

( )
( )
( )

2 * 20
0 1

11 1 1t t i t
i

B
h

B
α

α ξ
β

∞

−
=

= + = +
− − ∑ 

α
β

            (5) 

where 
( )

* 0
0 1 1

α
α

β
=

−
 and the coefficient iξ  is the coefficient of iB  in the ex-

pansion of 
( )
( )

1

1
B

B

−
 
 
−  

α
β

. The conditional variance function (5) reveals that a  

GARCH(p, q) is an infinite order ARCH process with a rational lag structure 
imposed on the coefficients [8]. Bera and Higgins [8] pointed out that the gene-
ralization of ARCH to GARCH is similar to the generalization of moving aver-
age (MA) process to an auto-regressive integrated moving average (ARIMA). 
The aim is that the GARCH process can parsimoniously represent an ARCH 
process. 

Bera and Higgins [8] stated that although the restrictions (4) are sufficient to 
ensure that the conditional variance of a GARCH(p, q) process is strictly positive, 
Nelson and Cao [10] showed that a weaker sufficient condition can be found. 
These authors noted that given the inverted representation of the conditional 
variance th  in (5), the constrains  
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*
0 0 and 0, 1, ,i iα ξ> ≥ = ∞                     (6) 

are sufficient to ensure that the conditional variance is strictly positive. Nelson 
and Cao expressed *

0α  and iξ ’s in terms of the original parameters of the 
GARCH model and showed that the expression (6) does not require all the in-
equalities in (4) to hold. That is in GARCH(1, 2) process, 0 1 10, 0, 0α α β> ≥ ≥ , 
and 1 1 2 0β α α+ ≥  are sufficient to ensure that 0th > . This means that in 
GARCH(1, 2), 2α  may be negative. Nelson and Cao present general results on 
GARCH(1, q) and GARCH(2, q), but stated that a derivation for GARCH 
process with 3p ≥  is difficult. Several empirical studies [26] [27] [28] reported 
negative coefficients and yet satisfy the conditions for a positive conditional va-
riance based on (6). The authors concluded that the inequalities restrictions (4) 
should be imposed in the estimation. This is because any violation of these in-
equalities does not imply that the conditional variance is misplaced ([8], pp. 
313). 

4.3. Exponential Generalized Auto-Regressive Conditional  
Heteroskedasticity (EGARCH) Model 

Since one of the first challenges encountered using the linear ARCH model was 
that the estimated iα  were most often negative, Geweke [29] and Milhoj [30] 
proposed the log ARCH model  

( ) ( ) ( )2 2
0 1log log logt t i q t qh α α α− −= + + +               (7) 

in order to avoid negative estimates of iα . It can be observed that taking expo-
nential on both sides of the expression (7), the conditional variance becomes  

( ) ( )( )2 2
0 1exp log logt t i q t qh α α α− −= + + +   

which is strictly positive. This means that no restrictions are required for esti-
mates of iα  to ensure that the conditional variance is strictly positive. In order 
to assess whether the expression (2) or (7) provides best fit of the actual data, 
Higgins and Bera (1992) suggested the non-linear ARCH (NARCH) model with 
non-negativity restrictions, but includes linear ARCH as a special case and log 
ARCH as a limiting case. Higgins and Bera (1992) concluded that data favored 
logarithmic ARCH model than the linear ARCH model (also see the th  formu-
lations in Bera and Higgins ([8], pp. 313)). 

One potential limitation of the functional form of the th  described above is 
that this conditional variance is symmetric in the lagged t ’s. Nelson [10] 
pointed out that a symmetric conditional variance function is not suitable for 
modeling the volatility of stocks or returns since it cannot represent leverage ef-
fect, which is the negative correlation between volatility and past returns. Nelson 
suggested that in the general ARCH formulation  

( )1 2 1 2, , , , , , , ,t t t t q t t t ph h h h hη η η− − − − − −=                (8) 

th  can be viewed as a stochastic process in which tη  serves as a “forcing varia-
ble” for the both the conditional variance and the error term. Nelson nel-
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son1991conditional used the expression (8) to produce the desire dependencies 
and to avoid non-negativity restriction on the parameter estimates, he main-
tained the expression (7) and proposed 

( ) ( ) ( )

( )

0
1 1

log log ;

.

q p

t i t i i t i
i i

t t t t

h g h

g E

α α η β

η θη γ η η

− −
= =

= + +

 = + − 

∑ ∑
            (9) 

The conditional variance (9) is known as the exponential GARCH (EGARCH). 
For detailed information about the properties of the EGARCH model, see Bera 
and Higgins ([8], pp. 332). That is   

1) The conditional variance is pairwise linear in tη  with slopes ( )iα θ γ+  
when tη  is positive and ( )iα θ γ+  when tη  is negative. 

2) The first term in ( )log th  in the expression (9) allows for the correlation 
between the error term and future conditional variances. For instance, if 0γ =  
and 0θ < , then a negative tη  will result in negative error and the variance 
process will be positive. 

3) The second term in ( )log th  in the expression (9) produces ARCH effect. 
Assume that 0γ >  and 0θ = . Whenever the absolute magnitude of tη  ex-
ceeds its expected value, the innovation ( )tg η  is positive. This means that 
large shocks increase the conditional variance. 

5. Analyses 

In this section, we fitted ACRH, GARCH, and EGARCH models to the inflation 
data for 2000 to 2017. Candidates models will be fitted to the data in order to 
determine the besting fitting model for the inflation data. 

For the ARCH model, we used the function garch() in the tseries package. We 
note that the function garch() is used for GARCH model fitting. However, func-
tion garch() becomes an ARCH model when used with the order argument equal 
to c(q > 0, 0). The PACF chart in Figure 6 (bottom left panel) of the squared 
values has a single spike at lag 1 suggesting an auto-regressive AR(1) model for 
the squared series. We again note that if the PACF of the squared values suggests 
AR(q), then ARCH(q) may work [6]. Hence, we fitted various candidate ARCH(q) 
models with different lags to the differenced inflation data for 2000-2017. The 
estimates of AICs and log-likelihoods (−2ℓ) of some selected candidate ARCH(q) 
models are shown in the first column of Table 1. Our analyses suggest that the 
ARCH(12) model is the best fitting model for the inflation rates data since it has 
the lowest AIC (−2.75) with the largest −2ℓ = 309.68 [31]. The auto-correlation 
function (ACF) and partial auto-correlation function (PACF) charts shown in 
Figure 7 suggest that there is no significant lag. 

On the other hand, various GARCH(p, q) and EGARCH(p, q) candidate 
models were fitted to the differenced inflation data for 2000-2017. The results 
from these candidate models are respectively shown in columns two and three of 
Table 1. These results suggest that the GARCH(12, 1) model, with the lowest 
AIC = −2.74 and largest −2ℓ = 309.68, is the best fitting model for the inflation  
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Table 1. Performance of ARCH, GARCH, and EGARCH models. 

ARCH GARCH EGARCH 

ARCH(q) AIC −2ℓ GARCH(p, q) AIC −2ℓ EGARCH(p, q) AIC −2ℓ 

ARCH(1) −2.28 248.29 GARCH(1, 1) −2.33 254.12 EGARCH(1, 1) −3.12 343.22 

ARCH(2) −2.27 247.95 GARCH(1, 2) −2.34 256.21 EGARCH(1, 2) −3.15 347.36 

ARCH(3) −2.26 248.33 GARCH(2, 1) −2.32 254.25 EGARCH(2, 1) −3.13 346.39 

ARCH(4) −2.25 247.70 GARCH(2, 2) −2.33 256.21 EGARCH(2, 2) −3.14 348.02 

ARCH(12)* −2.75 309.68 GARCH(12, 1)* −2.74 309.68 EGARCH(12, 1)* −3.21 374.76 

*denotes the best candidate model and −2ℓ denotes the log-likelihood. 

 

 
Figure 7. AFC and PACF charts of the square of the standardized residuals for the 
ARCH(12) model. 
 
data. It follows that the EGARCH(12, 1) model, with the lowest AIC = −3.21 and 
largest −2ℓ = 374.76, is best fitting model. The auto-correlation function charts 
for the GARCH(12, 1) and EGARCH(12, 1) are shown Figure 8 and Figure 9. It 
can be observed from these charts that all the bars are within the significance 
bounds with no significant lag. 

Now we present, compare, and contrast results from these best fitting models 
(ARCH(12), GARCH(12, 1), and EGARCH(12, 1). The parameter estimates from 
these models are presented in Table 2. 

It can be observed that some of the parameter estimates 2 3 7, ,α α α  and 9α  
and their corresponding standard errors are approximately zeros. The test for 
ARCH effect results indicates that there is no ARCH effect in the ARCH, 
GARCH, and EGARCH models considered. Because higher order 12q =  is 
required to eliminate auto-correlation in the residuals and restrictions imposed 
on the parameters in the ARCH and GARCH models, there was issue of conver-
gence as some of the diagonals of the matrix of these parameters are negatives. 
These results confirmed the results from various authors [8] [10] [29] [30] that 
the estimates from these models are most often negatives. However, these issues  
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Figure 8. AFC and PACF charts of the square of the standardized residuals for the 
GARCH(12, 1) model. 
 

 
Figure 9. AFC chart of the square of the standardized residuals for the EGARCH(12, 1) 
model. 
 
Table 2. Parameter estimate, standard error, and p-value of the ARCH(12), GARCH(12, 
1), and EGARCH(12, 1) models. 

 ARCH(12) GARCH(12, 1) EGARCH(12, 1) 

 Est s.e. p-value Est s.e. p-value Est. s.e. p-value 

µ  0.0012 0.0020 0.7053 0.0012 0.0031 0.6933 −0.0068 0.0002 0.0000 

ω  0.0007 0.0002 0.0001 0.0007 0.0002 0.0001 −1.1825 0.0172 0.0000 

1α  0.8719 0.2916 0.0029 0.8719 0.0119 0.0001 −0.2028 1.0702 0.8497 

2α  0.0001 0.0000 0.0000 0.0001 0.0000 0.0000 −0.1862 0.9804 0.8494 

3α  0.0001 0.0000 0.0000 0.0001 0.0000 0.0000 −0.0366 0.3328 0.9125 

4α  0.0029 0.0038 0.4469 0.0029 0.0038 0.4468 0.1366 0.9010 0.8795 

5α  0.0001 0.0028 0.9999 0.0001 0.0028 0.9999 −0.6129 1.4908 0.6810 

6α  0.0001 0.0040 0.9999 0.0001 0.0040 0.9999 0.0628 1.1507 0.9565 

7α  0.0001 0.0000 0.0000 0.0001 0.0000 0.0000 0.4518 0.7132 0.5264 
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Continued 

8α  0.0029 0.0061 0.6376 0.0029 0.0060 0.6350 0.1197 0.4016 0.7657 

9α  0.0001 0.0000 0.0000 0.0001 0.0000 0.0000 −0.1064 0.3412 0.7551 

10α  0.0012 0.0023 0.5872 0.0012 0.0023 0.5871 −0.2842 0.9506 0.7649 

11α  0.0001 0.0306 1.0000 0.0001 0.0303 1.0011 0.0830 0.7530 0.9123 

12α  0.4362 0.1873 0.0198 0.4362 0.1626 0.0073 0.3748 1.8671 0.8409 

1β  - - - 0.0001 0.0000 0.0000 0.8059 0.0002 0.0001 

1γ  - - - - - - 0.4213 1.2387 0.7338 

2γ  - - - - - - −0.378 0.4600 0.4109 

3γ  - - - - - - 0.2411 0.8475 0.7760 

4γ  - - - - - - −1.0571 2.7773 0.7035 

5γ  - - - - - - 1.4244 0.1195 0.0000 

6γ  - - - - - - −0.1117 0.5592 0.8417 

7γ  - - - - - - −0.5213 0.5849 0.3728 

8γ  - - - - - - 0.0240 0.2847 0.9327 

9γ  - - - - - - −0.1529 0.1613 0.3432 

10γ  - - - - - - 0.3374 0.7749 0.6633 

11γ  - - - - - - 0.0107 1.3196 0.9935 

12γ  - - - - - - −0.2610 3.1678 0.9343 

θ  - - - - - - 3.3948 1.3887 0.0145 

Test  0.9997   0.9997   0.9997  

 
were not encountered in the EGARCH since Geweke [29] and Milhoj [30] pro-
posed the log ARCH model in order to avoid the negative estimates. These find-
ings, using the Ghana’s inflation data, suggest that the EGARCH(12, 1) is ulti-
mately the best fitting model. 

Figure 10 displays plots of the square residuals (blue line) and that of the 
conditional variance (green line). These lines have sort of typical garch-type 
pattern. A period of large volatility can be observed where the green line goes up 
and residuals tend to be larger with the most notable period around 31 and 50. 

Figure 11 displays time series forecasts of volatility in inflation rates using the 
EGARCH model fit. This figure displays the time series forecast of volatility in 
inflation rates for the next 12 months (from January 2018 to December 2018). 
The inflation rate forecast gives an indication that, in 2018, general prices of 
goods and services are likely to increase. These forecasts suggest Ghana’s econ-
omy is likely to be slightly unstable in 2018 and beyond. This is confirmed by the 
plot of the impact of volatility in Figure 12. This figure suggests that we are fo-
recasting increasing volatility in 2018 with the highest inflation rate of 10.4% in 
January 2018 and the lowest inflation rate of 9.3% in November 2018. At the 
time of writing this paper, inflation figure for December has not been reported 
by the GSS.  
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Figure 10. Plots of the estimated square residuals (blue line) and the conditional variance 
(green line). 
 

 
Figure 11. Time series forecasts (red line) of volatility in inflation rates for 2018. 

 
It is important to note that volatility for 2018 is relatively lower with a general 

decrease in inflation rates. This predicted volatility in the 2018 inflation rates is 
confirmed in Figure 13 for the 2018 inflation rates. 
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Figure 12. Plot of the impact of volatility in inflation rates for 2018. 
 

 
Figure 13. Time series plot of inflation rates for 2018. 

 
We also used the 2000 to 2018 inflation rates to forecast volatility for 2019. 

Figure 14 displays time series forecasts of volatility in inflation rates using the 
EGARCH model fit. This figure displays the time series forecast of volatility in 
inflation rates for the next 12 months (from January 2019 to December 2019). 
The inflation rate forecast gives an indication that, in 2019, general prices of 
goods and services are likely to increase. These forecasts suggest Ghana’s econ-
omy is likely to be slightly unstable in 2018 and beyond. This is confirmed by the 
plot of the impact of volatility in Figure 15. This figure suggests that we are fo-
recasting increasing volatility in 2019. 

6. Discussion and Conclusions 

In this paper, we modeled Ghana’s inflation volatility and provided projections 
of inflation volatility for 2019. That inflation rates data were obtained from the 
Ghana Statistical Service. These data consist of monthly inflation data from 2000 
to 2018. The inflation volatility in these datasets was modeled and explained us-
ing the auto-regressive conditionally heteroskedasticity (ARCH), generalized 
ARCH (GARCH), and the exponential GARCH (EGARCH) models. These models 
were implemented in R software using fGARCH package. Results from these  

https://doi.org/10.4236/ajibm.2019.94064


A.-K. Iddrisu et al. 
 

 

DOI: 10.4236/ajibm.2019.94064 946 American Journal of Industrial and Business Management 
 

 
Figure 14. Time series forecasts (red line) of volatility in inflation rates for 2019. 
 

 
Figure 15. Plot of the impact of volatility in inflation rates for 2019. 
 
models were then compared and best model selected using their respective AICs 
and log-likelihoods (−2ℓ). 

We observed from the results of the analyses that some of the parameter esti-
mates and their corresponding standard errors are approximately zeros, espe-
cially in the ARCH and GARCH models. This is because higher order 12q =  is 
required to eliminate auto-correlation in the residuals and restrictions imposed 
on the parameters in the ARCH and GARCH models results in issue of conver-
gence as some of the diagonals of the matrix of these parameters are negatives. 
These results are in line with various authors [8] [10] [29] [30] who noted that 
the estimates from these models are most often negatives. However, these issues 
were not encountered in the EGARCH since Geweke [29] and [30] proposed the 
log ARCH model in order to avoid the negative estimates. These findings, using 
Ghana’s inflation data, suggest that the EGARCH(12, 1) is ultimately the best fit-
ting model. 

The proposed best fitting model, in this paper, is then used to forecasts vola-
tility in inflation rates from January 2018 to December 2018. The inflation rates 
forecast gives an indication that, in 2018, general prices of goods and services are 
likely to increase. These forecasts suggest that Ghana’s economy is likely to be 
slightly unstable in 2018 and beyond. Our forecast results suggest that we are fo-
recasting increasing volatility in 2018 with the highest inflation rate of 10.4% in 
January 2018 and the lowest inflation rate of 9.3% in November 2018. At the 
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time of writing this paper, inflation figure for December has not been reported 
by the GSS. It is important to note that volatility for 2018 is relatively lower with 
a general decrease in inflation rates. Our analyses also revealed the possibility of 
increasing volatility in 2019. 

Per the results presented in this paper, we therefore advise the government of 
Ghana to put in measures such as, monetary, fiscal, and price-control policies, to 
combat this anticipated rise in the inflation rates. 
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