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Abstract 
This paper divided Chinese manufacturing listed enterprises into six innova-
tion persistence patterns according to the innovation persistence and owner-
ship structure, and identified these six patterns by constructing BP neural 
network model. Under the condition of considering the scale of the enter-
prise, we made a further analysis on which innovation persistence pattern 
should be adopted in different growth stages. The results show that 
small-scale enterprises mainly adopt the centralized continuous innovation 
pattern and the centralized interval innovation pattern. Medium-scale enter-
prises mainly adopt the moderate interval innovation pattern. Large-scale en-
terprises mainly adopt the loose interval innovation pattern. Through the 
scale classification, we analyzed the business performance of listed enterpris-
es, and we found that the centralized continuous innovation pattern, the cen-
tralized interval innovation pattern and the loose continuous innovation pat-
tern are the most effective patterns respectively for small-scale, medium-scale 
and large-scale enterprises in manufacturing industry. These show that with 
the expansion of the scale, the ownership structure will be more reasonable; 
enterprises will put more resources and funds into substantial innovation. 
With the strong strength of enterprises, the research will be more in-depth 
and innovative. 
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1. Introduction 

In the context of “Industrial 4.0” and cloud computing, big data, Internet of 
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things, mobile Internet, smart city and other technologies, R&D investment has 
been increasing. R&D activities have become the core competitiveness that de-
termines whether enterprises can develop healthily and stably and surpass their 
competitors (Anandarajan et al., 2007). Any long-term innovation activity is in-
separable from technological innovation [1] [2] [3] and institutional innovation. 
Technological innovation has become an important means for enterprises to 
build core competitiveness and long-term dynamic competitive advantage 
(Ganter & Hecker, 2013; Kang & Baek et al., 2017). Enterprise persistent innova-
tion is the process of continuously introducing and implementing new innova-
tion projects and achieving innovative economic benefits for a long period of 
time. In China, some enterprises have invention patents [4] [5] with high tech-
nical content, but most of the patents are mainly new practical type patents, 
software copyrights, etc. The patent content has nothing to do with production 
and operation, and will not bring economic benefits in the future. Some enter-
prises’ patent applications are caused by short-term economic interests or poli-
cy-driven. In essence, they do not bring any long-term knowledge accumulation 
and technological progress in R&D investment. Therefore, the innovation per-
sistence in this paper will be measured by the number of invention patent 
applications, and does not include the strategic behavior to cater to government 
policies or to obtain financial subsidies. The innovation persistence of this paper 
is to use the number of invention patent applications (Hall & Harhoff, 2012, 
Tong et al., 2014) to construct a new variable that can represent innovation per-
sistence for a period of time. 

In recent years, the executive compensation of listed enterprises has been 
widely discussed. An important part of executive compensation is equity incen-
tives. Equity incentives are mainly divided into equity incentives and cash incen-
tives. Equity incentives include stock options, restricted stocks, performance 
stocks, employee stock ownership plans, etc. Stock option incentive plan uses 
stocks as a means to motivate operators. Under the authorization of the share-
holders’ meeting, the board of directors of the enterprise signed an agreement on 
behalf of the shareholders and the incentive objects led by the operators. When 
the incentive targets complete certain performance targets or because the per-
formance increases and the stock price rises to a certain extent, the enterprise 
awards incentives at a certain preferential price. The object stock or a certain 
price is granted to purchase the stock during the validity period. A restricted 
stock incentive plan is to reward restricted stock to managers or employees. A 
listed enterprise grants a certain amount of shares of the enterprise to the incen-
tive target according to predetermined conditions. The incentive object can only 
sell and benefit from the restricted stock if the working years or performance 
targets meet the conditions stipulated in the equity incentive plan. Performance 
stocks refer to a more reasonable performance target at the beginning of the 
year. If the incentive target reaches the predetermined target by the end of the 
year, the enterprise grants a certain amount of stock or withdraws a certain in-
centive fund to purchase the stock. If the performance appraisal fails or the be-
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havior of the enterprise is impaired, abnormal departure, etc., the outstanding 
stocks of the outstanding shares will be cancelled. Employees own part of the 
equity by purchasing part of the stock (or equity) and obtain corresponding 
management rights. The purpose of implementing the employee stock owner-
ship plan is to make the employee become the shareholder. There are two main 
types. One is that the employees of the enterprise own part of the property rights 
of the enterprise by purchasing part of the shares of the enterprise and obtain the 
corresponding management rights. The other is that the employee purchases the 
entire equity of the enterprise and owns all the property rights of the enterprise, 
so that the employees have full management and voting rights to the enterprise. 
Management can obtain a portion of the corresponding real equity from the en-
terprise in accordance with the incentive policy. Cash incentives include stock 
appreciation rights, virtual stock rights, virtual stock plans, and profit dividends. 
But in fact, as shown in Figure 1 (data source is CSMAR database). Restricted 
stocks, stock options, and stock appreciation rights all belong to equity incen-
tives. As can be seen from the figure, the restricted stock value of manufacturing 
is about four times that of the second. Stock options are about five times higher 
than the second place, and stock appreciation rights are higher than all other 
industries. Therefore, it can be found that more enterprises in the manufacturing 
industry are willing to choose equity incentives. The reason is that according to 
the agency theory, when the agent’s behavior cannot be fully monitored, if the 
agent is encouraged by long-term equity, the benefits can be bound together 
with the interests of shareholders, enabling agents to make active investments in 
technology innovation based on long-term interests of the enterprise (Jensen & 
Meckling, 1976). Especially for business activities with high uncertainty such as 
R&D investment, the output and potential benefits often have a lag period of 
several years. Successful innovation behavior is not based on quick success but 
based on long-term efforts. Therefore, giving the necessary equity incentives to 
the strategic decision makers and key personnel in the R&D innovation activi-
ties, tying their personal interests to the interests of the enterprise, can prompt 
them to select the optimal decision based on the long-term perspective and make 
the necessary commitment and action (Fu, 2012). More importantly, the incen-
tive effect of long-term equity is not only reflected in the convergence of the ob-
jective function of executives and shareholders, but also helps the internal man-
agement members to maintain unity and cooperation in the R&D innovation 
process. 

Therefore, in theory, the management’s long-term equity incentives have 
convergence of interest effects in the R&D innovation practice of the enterprise, 
which helps the executives to formulate R&D innovation strategies and streng-
then their efforts and teamwork throughout the R&D innovation process, and 
reduce laziness and free-riding behavior. In addition, the management’s equity 
incentives also affect the overall structure of the enterprise. The unilateral go-
vernance theory based on the “shareholders’ interests first” believes that the en-
terprise is the shareholder’s enterprise, the shareholder owns the full ownership  
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Figure 1. The main selection of incentive tools for various industries. Data Sources: 
CCER database and CSMAR database. 

 
of the enterprise, and the enterprise’s purpose is to maximize the shareholders’ 
interests. Only substantial innovation will bring shareholders a steady stream of 
benefits, so shareholders pursue corporate innovation and influence innovation 
behavior. 

Jensen and Mecklingz [6] found that with the separation of corporate owner-
ship and management, agency problems began to emerge. The management 
shareholding ratio is an indicator to measure the degree of separation between 
ownership and management. Demsetz, Jensen and Meckling [7] claimed the 
lower the shareholding ratio of management, the higher the separation of own-
ership and management rights. Shareholders who have separated ownership and 
management rights cannot directly participate in the enterprise’s business activi-
ties, but indirectly affect the enterprise’s technological innovation through 
communication and incentives to managers. Francis and Smith [8] found that 
enterprises with higher shareholdings (>30%) had significantly higher R&D ac-
tivities than enterprises with lower management shareholdings (<15%), who be-
lieved that high equity concentration and shareholder regulation were effective It 
reduces the agency costs brought to enterprises by R&D activities. Lerner and 
Wulf [9] used US enterprises as a sample to find more long-term incentives 
(such as stock options or restricted stocks) that lead to more R&D output (such 
as higher patent citation rates), but short-term Incentives had nothing to do with 
the enterprise’s R&D output. However, the study sample is small and contains 
only 141 enterprises. 

In summary, the current research on Innovation persistence has been exten-
sive. However, the behavioral characteristics of an enterprise are often the result 
of a combination of factors. From the above, it can be seen that the degree of 
technological innovation of enterprises with different ownership structures [10] 
[11] [12] [13] is also different. There is currently only a small amount of litera-
ture discussing the impact of ownership structure on R&D intensity and R&D 
output. Therefore, this paper proposes a new method for dividing the innovation 
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persistence pattern of manufacturing enterprises based on the ownership struc-
ture of listed enterprises in China’s manufacturing industry. This paper uses BP 
neural network model, and discusses the recognition effect of BP neural network 
on these patterns and explains the significance of this pattern division. 

Therefore, the paper is divided into four parts. The first part introduces the 
theoretical basis of this paper. The second part mainly introduces the definition 
of pattern recognition, the method of BP neural network. The third part mainly 
uses BP neural network to construct a recognition model for six innovation per-
sistence patterns of China’s manufacturing enterprises, and verify the recogni-
tion effect. The fourth part mainly studies the evolution of the enterprise pattern 
with the development of the enterprise scale through descriptive statistics, and 
further explores the difference in business performance of different innovation 
patterns under different enterprise scales. It can provide guidance for the inno-
vation path of China’s manufacturing industry enterprises. 

2. Research Methods and Model Design 
2.1. Patterns Recognition Methods 

Pattern recognition [14] method is a mathematical statistical method for 
processing information and classifying information by means of computer. The 
first step in applying the pattern recognition method is to create a pattern space. 
The pattern space refers to the multi-dimensional space formed by many indi-
cators that affect the target when examining an objective phenomenon. Each in-
dicator represents a pattern parameter. Suppose a phenomenon consists of sev-
eral events (samples), each event has P characteristic parameters ( )1 2, , , px x x , 
which form a P-dimensional pattern space. The characteristic parameters of each 
event represent a pattern. Pattern recognition is to analyze the distribution cha-
racteristics of various patterns in multidimensional space, divide the pattern 
space, and identify the clustering of various patterns to make judgments or deci-
sions. The analysis method utilizes the “mapping” and “inverse mapping” tech-
niques. Mapping refers to transforming a multidimensional mode space into a 
two-dimensional plane in which all patterns (sample points) of the multidimen-
sional space are projected. In a two-dimensional plane, different categories of 
patterns are distributed between different regions with distinct boundaries. This 
determines the direction of optimization back to the multidimensional space 
(primitive space), to obtain real information, to help people find out the rules or 
make decisions, to guide actual work or experimental research. 

The current mainstream technical methods are statistical pattern recognition 
method [15] [16], structural pattern recognition method [17] [18] [19], fuzzy 
pattern recognition method [20] [21] and neural network pattern recognition 
method [22]-[27]. Statistical pattern recognition widely samples the identified 
objects. A statistical distribution model of different kinds of attribute features is 
established, and the probability that it belongs to different kinds is calculated 
according to the characteristics of the target at the time of recognition. Then, 
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according to the probability, the target is judged as the risk value corresponding 
to each category, and the risk value is selected as the target category. Structural 
pattern recognition identifies a description of the structural features of the object 
to be identified. It treats an identified object as a language structure. Fuzzy pat-
tern recognition is based on the thinking logic of human identification of things, 
drawing on the recognition characteristics of human brain, turning the binary 
logic commonly used in computers to continuous logic, and using fuzzy infor-
mation to classify patterns. Bring a computer or machine with intelligence that is 
close to humans. Neural network pattern recognition is to correctly map the 
pattern from the feature space to the class space, or to implement the class divi-
sion in the feature space. The difficulty of pattern recognition is closely related to 
the distribution in the pattern and feature space, if any two classes in the feature 
space can be distinguished by a hyperplane. Then the pattern is linear and se-
parable, and the recognition at this time is easier. 

After years of research and development, pattern recognition technology has 
been widely used in many important fields such as artificial intelligence, com-
puter engineering, machine science, neurobiology, medicine, detective science 
and high energy physics, archaeology, geological exploration, aerospace science 
and weapon technology. Such as speech recognition, speech translation, face 
recognition, fingerprint recognition, recognition of handwritten characters, in-
dustrial fault detection, precision guidance, etc. The rapid development and ap-
plication of pattern recognition technology has greatly promoted the national 
economic construction and the modernization of national defense technology. 
Because neural network pattern recognition can deal with some environmental 
information is very complicated, the background knowledge is not clear, and the 
inference rules are not clear. Therefore, this paper selects the neural network 
recognition model with better overall performance as the pattern recognition 
method. 

2.2. BP Neural Network Model Design 

This paper uses BP neural network model. In the 1940s, McCulloch and Pitts 
[28] first proposed the neuron MP model, which modeled the model of biologi-
cal neuron processing, and was the basis for the development of subsequent 
neural networks. Later, Rosenblatt et al. [29] improved on the basis of the MP 
model, proposed and enhanced the learning function, enabling the model to 
perform pattern recognition. Hopfield [30], Rumelhart [31] and other scholars 
have proposed many improved neural network models. Until the 1980s, Sej-
nowski [32], Werbos [33], Rumelhart [34] and others proposed new concepts 
such as “hidden unit”, BP algorithm for neural network learning, multi-layer 
feed forward network, etc., which made the neural network further developed. 
Up to today, a variety of neural networks, such as convolutional neural net-
works, BP neural networks, radial-based neural networks, etc., which have their 
own characteristics and are widely used. 
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At present, most of the research on the direction of innovation persistence 
adopts linear regression or probit nonlinear regression model. Their advantage 
lies in the obvious revealing of the relationship between independent variables 
and dependent variables, but the disadvantage is that this model cannot be used 
to achieve more complex operations, such as pattern recognition, in fact the re-
lationship between independent variables and dependent variables is often a 
complex nonlinear model which is difficult to visually express. The BP neural 
network is a black box process and has a non-linear mapping capability without 
the need to determine the mapping relationship in advance. Internally, it trains 
data, learns the rules, and finally obtains the predicted output with the smallest 
mean square error of the actual output value. It has the advantages of relatively 
short model fitting time, self-learning, self-adaptation, and fault tolerance. After 
decades of development, BP neural network has become one of the models with 
wide application and significant classification effect. Therefore, BP neural net-
work is used to identify and analyze patterns in our research. 

The Back Propagation (BP) network model is a multi-layer feed forward 
neural network trained according to the error back propagation algorithm. The 
topology is mainly divided into input layer, hide layer and output layer as shown 
in Figure 2. BP neural network is divided into two processes: 1) working signal 
forward transfer sub-process; 2) error signal reverse transfer sub-process. In a 
BP neural network, a sample has n inputs, m outputs, and there are usually sev-
eral hidden layers between the input layer and the output layer. 

In the BP neural network, the neurons in the upper and lower network layers 
are fully connected, and there is no connection between the neurons in the same 
layer. The basic BP algorithm includes two processes, forward propagation of 
signals and back propagation of errors. In the forward propagation, the input 
signal acts on the output node through the hidden layer, and generates an output 
signal through nonlinear transformation. If the model output does not match 
the expected output, the error propagation process is performed. Error back 
propagation is to pass the output error back to the input layer through the hid-
den layer, and distribute the error to all the nodes in each layer. The error signals 
obtained by each layer are used as the basis to adjust the weight of each node. By 
adjusting the strength of the connection between the nodes of each layer and the 
threshold, the error is reduced along the gradient direction. After repeated 
learning and training, when the network parameters (weights and thresholds) 
corresponding to the minimum error are found, the training stops. At this time, 
the trained neural network can process the input information of similar samples 
and output the information with the least error of the nonlinear transformation.  

Neural network pattern recognition model has many advantages: 1) It has 
self-organization and self-learning ability, can directly input data and learn. 
Some networks can also adaptively adjust the structure of the network. The 
neural network classifier also has the functions of pattern transformation and 
pattern feature extraction. The neural network does not need to make any  
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Figure 2. Three-layer neural network topology. 

 
assumptions about the distribution state of the objects to be processed in the 
sample space, but learns the relationship between the samples directly from the 
data, so they can also solve the identification problems that cannot be solved be-
cause the sample distribution is unknown. 2) The neural network has the ability 
to promote. It can correctly process data similar to the original training samples 
based on the similarity between samples. 3) The network is non-linear, it can 
find complex interactions between system input variables. In a linear system, 
changing the input tends to produce a proportional output. But in a nonlinear 
system. This influence relationship is a high-order function. This feature is well 
suited for real-time systems because real-time systems are often non-linear. 
Neural networks provide a practical solution to this complex system. 4) Neural 
networks are highly parallel, that is, a large number of similar or independent 
operations can be performed simultaneously. This parallelism makes it thou-
sands of times faster than traditional microprocessors and digital signal proces-
sors when dealing with problems, which increases the processing speed of the 
system and provides the necessary conditions for real-time processing. 

Based on the above advantages, neural network pattern recognition has de-
veloped into an important method in the field of pattern recognition. It plays an 
irreplaceable role in traditional pattern recognition methods. 

In this paper, the BP neural network model is adopted for the specific pattern 
recognition of the listed enterprises in the manufacturing industry. The model 
design is shown in Figure 3. Firstly, the original data of listed manufacturing 
enterprises is conducted to data pre-processing, and construct the input layer 
and output layer of the BP neural network model for the innovation persistence 
pattern recognition of manufacturing enterprises. Then put the input data and 
the expected output data into BP neural network model, set the network topolo-
gy, random weights, thresholds, and obtain the model that used to recognize  
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Figure 3. BP neural network model design. 
 
patterns after training. Next, randomly set different network structures and 
weight threshold repetition training to obtain different models. When the model 
performed well (the error is less than the given value), the training is stopped. 
We recorded the weight threshold and topology at this time, and completed the 
construction of the innovative persistence patterns recognition model. 

2.3. Enterprise Innovation Persistence Pattern 

In order to judge the specific pattern of manufacturing listed enterprises, this 
paper is based on the ownership structure and Innovation persistence of enter-
prises. The ownership structure mentioned in this article refers to the proportion 
of shares of different nature in the total share capital of the joint stock enterprise 
and their mutual relationship. Equity is a right that can be claimed against an 
enterprise based on its status (identity). 

The ownership structure mentioned in this article refers to a kind of innova-
tion behavior. In the past three years, if there are at least two invention patents 
per year for two or more years, then we call this situation a continuous innova-
tion. In the past three years, if there are at least two invention patents per year 
for two or more years, then we call this situation continuous innovation. In the 
past three years, if there is only one year, the enterprise has patented inventions, 
or has not produced invention patents for three years, then we call this situation 
interval innovation. The innovation persistence is taken as the ordinate and the 
ownership structure is taken as the abscissa. In the light of the relevant literature, 
the ordinate is divided into two categories, continuous innovation and interval 
innovation, and the abscissa is divided into three categories, centralized equity, 
moderate equity and loose equity. Combine these two dimensions, and finally 
get six different innovative persistence patterns with different distinct characte-
ristics are obtained, as shown in Figure 4. We call these six patterns the centra-
lized continuous innovation pattern, the centralized interval innovation pattern, 
the moderate continuous innovation pattern, the moderate interval innovation 
pattern, the loose continuous innovation pattern, the loose interval innovation 
pattern. 

Among the six patterns, the characteristics of the enterprises represented by 
the loose continuous innovation pattern are that the enterprises are relatively  
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Figure 4. Innovation persistence patterns of China’s listed manufacturing enterprises. 

 
mature, the ownership structure is relatively scattered, and there are sustained 
substantial innovation outputs within three years. Enterprises with such charac-
teristics generally have a large scale. The characteristics of the enterprises 
represented by the loose interval innovation pattern are that the ownership 
structure is more dispersed and the substantial innovation is intermittent. The 
characteristics of the enterprises represented by the moderate continuous inno-
vation pattern are that the ownership structure is relatively dispersed and capa-
ble of continuous innovation. The characteristics of the enterprises represented 
by the moderate interval innovation pattern are that the ownership structure is 
relatively dispersed, and innovation is intermittent. The characteristics of the 
enterprises represented by the centralized continuous innovation pattern are 
that the ownership structure is concentrated, mostly family businesses or equity 
is concentrated in the hands of management, and has continuous innovation 
capabilities. The characteristics of the enterprises represented by the centralized 
interval innovation pattern are that the ownership structure is concentrated, but 
they cannot have continuous innovation outputs due to limited investment ca-
pacity. 

The distribution of these six patterns of enterprises in the sample data is not 
uniform. According to the sample size, the enterprises belong to the moderate 
continuous innovation pattern and the loose continuous innovation pattern are 
relatively less. 

3. Innovation Persistence Pattern Recognition 

In this paper, we used BP neural network to identify the six manufacturing en-
terprise innovation persistence patterns. The neural network model is con-
structed by designing model feature items, network topology and parameters. 
Through continuous training and comparison, the optimal BP neural network 
recognition model was selected. After then, we also tested and verified the effect 
of the model. 

3.1. Evaluation Index System for Innovative Persistence Patterns 

In the BP neural network model, the input layer data structure plays a crucial 
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role in the model results. The stronger the relationship between the data feature 
of the input layer and the dependent variable, the better the recognition effect of 
the model. To this end, we designed the following enterprise pattern recognition 
index system to finish feature selection [35] [36] [37] [38], as shown in Table 1. 

First of all, the innovation persistence of manufacturing enterprises is mainly 
divided into two first-level indicators, ownership structure and innovation per-
sistence. Among them, the ownership structure is mainly divided into five 
second-level indicators. Circulating stock proportion, the shareholding ratio of 
institutional investors, remuneration of the management, remuneration of the 
board of directors, and remuneration of the board of supervisors. Innovation 
persistence is mainly divided into twelve second-level indicators. Invention pa-
tent, invention patent persistence, invention patent proportion, non-invention 
patent proportion, enterprise size, enterprise age, R&D investment, R&D inten-
sity, ROA, asset-liability ratio, quick Ratio, operating cash flow. 

This evaluation system comprehensively describes the enterprise’s situation 
from the aspects of the structure, internal and external factors of the enterprise. 
Thus makes a comprehensive and accurate assessment of the enterprises’ inno-
vation persistence. 

3.2. Data Collection and Data Preprocessing 

After comparing the enterprises’ innovation data published by different web-
sites, we selected CCER database and CSMAR database with reliable data 
sources. We manually collected the initial data of the corresponding indicators. 
The research object of this paper is the enterprises that can collect data among 
the listed enterprises in the A-share manufacturing industry in Shanghai and 
Shenzhen in 2016. The sample screening process is as follows: First, delete the 
listed enterprises of ST and PT and the enterprises that conducted IPOs that 
year. Second, delete the total assets and the owners whose equity is negative or 
zero in the remaining enterprises. Third, delete the main research variable data 
missing or abnormal value samples in the remaining enterprises. We final used 
1805 enterprises’ data samples from 2007 to 2016 as the original data. In order to 
ensure the quality of the data, data preprocessing is required before the data is 
brought into the model. First, we dealt with the vacancy value. There were only a 
few vacancy records. In order to avoid the impact of the vacancy value, the va-
cancy value was set to the enterprise average value. Secondly, the original data 
was converted to data items in the index system according to the calculation 
formula. The data collected in this paper are quantitative indicators, so the cal-
culation formula can be directly used to generate the required feature items of 
the model. At the same time, because each feature has different dimensions, log 
function conversion is performed on some feature items with large dimensions. 
The min-max standardization process is performed on all feature items. The 
conversion function is 

( ) ( )min max minij ij j ij j ij j ijx x x x x′ = − −                  (1) 
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Table 1. Evaluation index system for innovation persistence pattern. 

First-level Second-level Explanation 

 circulating stock proportion The proportion of circulating stock in total stocks 

 shareholding ratio of institutional investors The proportion of stock held by institutional investors in all stocks 

Ownership 
Structure 

remuneration of the management 
The ratio of the top three executives’ compensation to the total salary of all  
employees 

 remuneration of the board of directors 
The ratio of the top three remunerations of directors to the total remuneration  
of all employees 

 remuneration of the board of supervisors 
The ratio of the top three remunerations of supervisors to the total remuneration  
of all employees 

 invention patent The average number of absolute numbers of invention patents in 2014-2016 

 invention patent persistence 
two years or more in three years have invention patents recorded as continuous  
innovation, otherwise it is recorded as interval 

 invention patent proportion Number of invention patents/total number of patents 

 non-invention patent proportion Non-invention patent/total number of patents 

Innovation 
persistence 

enterprise scale The natural logarithm of the total assets of the enterprise 

enterprise age From the year of establishment to the year of observation 

 R&D investment R&D investment cost/sales revenue 

 R&D intensity Corporate R&D expenditure as a percentage of sales 

 ROA Net profit/total assets 

 asset-liability ratio Total liabilities/total assets 

 quick Ratio Current assets/current liabilities 

 operating cash flow Net cash flow from operating activities/total assets 

 

ijx  is the feature item j of enterprise I, ijx′  is the score after ijx  is standar-
dized. 

3.3. Topology of BP Neural Network 

We hope to use the BP neural network model in Matlab to study the training 
data well, and have a good recognition effect on the six Innovation persistence 
patterns of manufacturing enterprises. Therefore, it is necessary to determine the 
BP neural network topology. For the number of hidden layers, according to ex-
perience, 1, 2, and 3 are selected respectively, and the results showed that the BP 
neural network structure with two of hidden layers has better model effect. For 
the determination of the number of nodes in each layer, first we tried to take 
points in a larger interval. For example, the number of nodes in each layer tried 
1, 10, 20, 30 respectively. Secondly, we tried different node numbers between the 
better performing number of nodes in first step (this paper was the interval of 1 - 
10), and used Monte Carlo method to select the average best performing hidden 
layer structure in average. As shown in Figure 5, a four-layer BP neural network 
structure is finally formed. The number of nodes in the input layer is 17, the 
number of nodes in the first layer of the hidden layer is 4, and the number of 
nodes in the second layer of the hidden layer is 10, and the nodes in the output  
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Figure 5. BP neural network topology. 

 
layer is 6. Noted that the prediction results of one enterprise in BP neural net-
work are the possibilities of each pattern, which are six decimal values between 0 
- 1. So we selected the largest of the six decimal values and set it to 1, and the 
other values we set them to 0, which means we chose the most likely pattern as 
the final forecast pattern for this enterprise. 

3.4. Training and Testing of BP Neural Network 

We collected a total of 1805 enterprises’ data. We randomly divided data into 
training set and test set according to the ratio of 4:1, in the meanwhile ensuring 
that the training set was the same as the proportion of each pattern in the test 
set. Therefore, this paper used 1444 data as training data and 361 data as test da-
ta. Using the BP neural network structure constructed above, different combina-
tions of network parameters were tried on this basis. After comparing the expe-
rimental results, the transfer function of each layer was finally set to purelin, 
tansig, tansig, purelin, the training function was set to trainlm, the learning 
function was set to traingda, the learning rate was set to 0.05. This combination 
was a relatively small combination of parameters with a root mean square error. 
Using the above topology and parameters, the training data was brought into the 
model for learning. It is important to note that the weights and thresholds of the 
BP neural network in Matlab were randomly initialized, so the results of each 
training model were different. We used the same network structure to learn 
multiple times, and selected the best performing BP neural network training 
model (the model result with the smallest global convergence error), and used 
this model as the final BP neural network model. 

After constructing the model, we performed data preprocessing on the test 
data, and used the trained BP neural network model to verify the simulation. 
The real value of each enterprise in the test set presents the real pattern, and the 
predicted value of each enterprise in the test set presents the predicted pattern 
obtained by using the trained BP neural network model. As shown in Table 2, 
the predicted value of each enterprise is represented by vectors. ( )T100000
presents the loose continuous innovation pattern, ( )T010000  presents the loose 
interval innovation pattern, ( )T001000  presents centralized continuous inno-
vation pattern, ( )T000100  presents the moderate interval innovation pattern,
( )T000010  presents the moderate continuous innovation pattern, and 
( )T000001  presents the centralized interval innovation pattern. The overall 
forecast accuracy rate has reached a high level about 89%. 
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Table 2. Example of the expected output and actual output value of the neural network 
model. 

Enterprise number Real value Predicted value 

Enterprise 05 ( )T100000  ( )T100000  

Enterprise 31 ( )T010000  ( )T100000  

Enterprise 89 ( )T100000  ( )T100000  

Enterprise 104 ( )T001000  ( )T001000  

Enterprise 153 ( )T000100  ( )T000010  

Enterprise 162 ( )T000010  ( )T000010  

Enterprise 236 ( )T010000  ( )T010000  

Enterprise 248 ( )T000100  ( )T000100  

Enterprise 269 ( )T000010  ( )T000010  

Enterprise 287 ( )T000010  ( )T000010  

Enterprise 302 ( )T000001  ( )T000001  

Enterprise 306 ( )T000001  ( )T000001  

Enterprise 459 ( )T100000  ( )T100000  

Enterprise 490 ( )T001000  ( )T001000  

Enterprise 526 ( )T000001  ( )T000001  

Enterprise 531 ( )T010000  ( )T010000  

4. Innovation Persistence Pattern Selection 

After ensuring the BP neural network can effectively identify the patterns, this 
paper attempted to further analyze the changing trend of the pattern in the 
process of enterprise growth according to the characteristics of the enterprise 
pattern in different stages of development. The results can help manufacturing 
enterprises to better position themselves and provide advice on the optimal al-
location of resources. 

4.1. The Evolution of Innovation Persistence Pattern 

The development of manufacturing enterprises has obvious stages. Small-scale 
enterprises are in the growth stage, medium-scale enterprises are in the devel-
opment stage, and large-scale enterprises are in the mature stage. This paper first 
classified the enterprises in the sample according to the scale of the enterprise 
and divided them into small-scale enterprises, medium-scale enterprises and 
large-scale enterprises. In order to verify the rationality of the classification, we 
did descriptive statistical analysis of the data for small-scale, medium-scale and 
large-scale enterprises which is shown in Figure 6. 

It can be clearly seen that small-scale, medium-scale and large-scale enter-
prises have significant differences in key indicators. We have counted four indi-
cators. They are institutional shareholdings ratio, financing constraints, fixed 
assets and quick ratios. The average shareholding ratio of small-scale enterprises  
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Figure 6. Comparison of characteristics of manufacturing enterprises of different scales. 
Data Sources: CCER database and CSMAR database. 

 
is 10.76%, that of medium-scale enterprises is 24.31%, and that of large-scale en-
terprises is 37.81%. As the size of the enterprise increases, the proportion of in-
stitutional holdings gradually increases. It can be seen that the three types of en-
terprise data form a clear gradient, indicating that when the enterprise grows 
from small-scale to large-scale, there are more institutional investors to invest, 
and the equity will be further dispersed. The average financing constraint for 
small-scale enterprises is 9.29, the average for medium-scale enterprises is 11.53, 
and the average for large-scale enterprises is 12.08. It can be seen that when the 
enterprise grows from small-scale to large-scale, the financing constraints also 
grow from small to large. This is in line with the current reality, because as 
manufacturing enterprise continues to expand, it will continue to increase 
funding for research and development and operations. But innovation output is 
not a one-off event. Therefore, in the process of expanding the scale of the enter-
prise, on the one hand, the capital market itself has insufficient attention to the 
manufacturing industry, and on the other hand, the amount of R&D investment 
is enormous, which leads to the increasing financing constraints of enterprise. 
The average fixed assets of small-scale enterprises is 148 million yuan, the average 
for medium-scale enterprises is 653 million yuan, and the average for large-scale 
enterprises is 2.7 billion yuan. The characteristics of the industry determine that 
manufacturing enterprise needs a large amount of fixed assets, so it can be clearly 
seen that with the expansion of the scale of enterprise, fixed assets show a clear 
growth trend. The average quick ratio of small-scale enterprises is 5.73%, me-
dium-scale companies average 2.43%, and large-scale enterprises are 2.08%. It can 
be seen that all types of enterprises have certain solvency, although the short-term 
solvency of small-scale enterprises will be significantly higher than that of 
large-scale enterprises, it also shows that the utilization rate of small-scale enter-
prises is low. Overall, such classification is reasonable. 

After the scale division, we explored the trends in the pattern of manufactur-
ing enterprises from small-scale to large-scale. This will help enterprises to 
achieve better transformation and upgrading. Based on the enterprises’ owner-
ship structure and innovation persistence characteristics, the scatter plot is 
shown in Figure 7. The scatter plots generally show a V-shaped distribution.  
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Figure 7. Evolution trend of enterprise pattern. Data Sources: CCER database and 
CSMAR database. 

 
Small-scale enterprises are mainly the centralized interval innovation pattern 
and the centralized continuous innovation pattern. Medium-scale enterprises are 
mainly the moderate interval innovation pattern. Large-scale enterprises are 
mainly the loose interval innovation pattern, and innovative behavior tries to 
gradually develop from interval to continuous. 

It can be concluded that as the scale of manufacturing enterprises continues to 
expand, equity becomes more dispersed, ownership and management rights be-
gin to gradually separate. In the small enterprise stage, the innovation persis-
tence is mostly developed from continuous to interval. This is because in the 
early stage, small enterprises have carried out innovative activities, but in order 
to maintain the stability of cash flow, they mainly carry out innovations in ap-
plication or appearance. R&D investment is relatively small and profits are in-
creased. But in the long run, it is difficult for products to survive in the market 
without unique technical support. So when the scale of small enterprises in-
creases, enterprises will have a certain amount of funds, they are more willing to 
spend a lot of time and research investment to make substantial innovations. 
The innovative output of such research is not inevitable, and may appear to-
gether, so the innovation will show the characteristics of the interval in a long 
time. It can be seen that the continuous trend of innovation for medium-sized 
enterprises has indeed decreased first and then increased slightly. While becom-
ing large-scale enterprises, with the enhancement of the foundation of innova-
tion research, the innovation capability is continuously improved, then the in-
novation output interval tends to be narrowed. 
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4.2. Performance of Innovation Persistence Pattern in Different 
Enterprise Scales 

Although the above analysis illustrates the trend of enterprise pattern selection 
at different times, these patterns do not represent the most efficient pattern for 
the corresponding enterprise scale. In order to analyze which pattern has the 
highest efficiency, this paper used the performance level to analyze. We chose 
scholarly-accepted EBIT to represent the performance level of the enterprise. 

In Figures 8-10, the average business performance of enterprises in each pat-
tern under different enterprise scales is calculated and plotted. We can see the 
rankings of the business performance of small-scale enterprises from high to low 
are the centralized continuous innovation pattern, the centralized interval inno-
vation pattern, the loose interval innovation pattern and the moderate interval 
innovation pattern. The rankings of the business performance of medium-scale 
enterprises from high to low are the centralized interval innovation pattern, the 
loose interval innovation pattern, the moderate interval innovation pattern, the 
moderate continuous innovation mode and the centralized continuous innova-
tion pattern. The rankings of the business performance of large-scale enterprises 
from high to low are the loose continuous innovation pattern, the moderate 
continuous innovation pattern, the centralized interval innovation pattern, the 
centralized continuous innovation pattern, the loose interval innovation pattern 
and the moderate interval innovation pattern. In summary, the centralized con-
tinuous innovation pattern, the centralized interval innovation pattern, the loose 
continuous innovation pattern are the best business performances respectively 
for small-scale, medium-scale and large-scale enterprises. 

5. Conclusions 

Using of BP neural network model, we discussed the identification and selection 
of innovation persistence patterns of listed enterprises in China’s manufacturing 
industry, and obtained the following important conclusions. 

Firstly, the evaluation index system is used as the input vector, and the enter-
prise innovation persistence pattern is used as the output vector. The trained BP 
neural network model can correctly and reasonably identify the enterprises’ in-
novation persistence patterns. 

Secondly, after dividing the scale of the enterprise, we studied the evolution of 
enterprise innovation persistence pattern, and the overall trend is V-shaped. 
Small-scale enterprises are mainly the centralized interval innovation pattern 
and the centralized continuous innovation pattern. Medium-scale enterprises are 
mainly the moderate interval innovation pattern, while large-scale enterprises 
are mainly the loose interval innovation pattern. With the continuous scale 
growth of enterprises, the equity has been concentrated to relatively dispersed, 
which has increased the ability of enterprises to resist risks. The level of innova-
tion and ability is constantly improving, and enterprise innovation is trans-
forming into basic R&D activities. In an attempt to develop more technological  
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Figure 8. Business performance of different patterns of small-scale enterprises. Data 
Sources: CCER database and CSMAR database. 

 

 
Figure 9. Business performance of different patterns of medium-scale enterprises. Data 
Sources: CCER database and CSMAR database. 
 

 
Figure 10. Business performance of different patterns of large-scale enterprises. Data 
Sources: CCER database and CSMAR database. 
 
innovations, more energy and time will be invested, and R&D activities will last 
longer. 
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Finally, the analysis of the business performance of each pattern under differ-
ent scales shows that the most efficient patterns at different scales are different. 
When conditions permit, small-scale, medium-scale and large-scale enterprises 
respectively choose the centralized continuous innovation pattern, the centra-
lized interval innovation pattern, and the loose continuous innovation pattern, 
which are the most efficient innovation persistence patterns. The most efficient 
pattern for small-scale enterprises is also the pattern they use primarily, but me-
dium-scale and large-scale enterprises are not the same. The main reason is that 
most medium-scale enterprises are in a transitional stage, the ownership struc-
ture is not completely separated, and more research time is needed from the ap-
plication-based innovation to the basic innovation. Moreover, it is not innova-
tive every year. That is why the centralized interval innovation pattern has the 
best benefits, but most of medium-scale enterprises are the moderate interval 
innovation pattern. After enterprises’ scale reach large-scale enterprises, their 
strategic goals have shifted. They hope to become the continuous leader of the 
industry through major breakthroughs in transformation; it may take many 
years to produce innovative output. But large enterprises have more capacity 
and capital, so innovation output has increased to some extent. That is why most 
of the large-scale enterprises are the loose interval innovation pattern, but still 
have difficulty reaching the loose continuous innovation pattern. 

Of course, this paper has the following shortcomings: Firstly, this paper takes 
the manufacturing enterprise as the representative to study the innovation per-
sistence model of the enterprises. In the future, we can try to analyze and identi-
fy the innovation persistence model of other industries. Secondly, this paper on-
ly shows the recognition results of the BP neural network model. In the future, 
the effects of various models can be compared to further improve the results. 
Finally, in management practice, the specific content of the innovation persis-
tence model of different enterprises should also be based on the characteristics of 
the company’s managers, the policies and trends introduced by the state, the ex-
ternal macro environment and other factors. So in the future we will study how 
to build a more operational model. 
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