Deployment of Effective Testing Methodology in Automotive Software Development
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Abstract

Software development in automotive industry has bestowed greater comforts and conveniences to mankind. A remarkable progress in this field often faces a setback due to minor defects in the software. So there is recurring need for standardization and implementation of testing strategies. But the process of creation of test scripts to check if the software created complies with its specifications and requirements is both time- and resource-consuming. Generating a short but effective test suite usually requires a lot of manual work and expert knowledge. Patronizing research work in this field is the need of the hour. This paper solves the problem by using Model-Based Testing where test harness and evaluation are performed economically through automation. Simulink Design Verifier and Reactis are the tools used to carry out this purpose in Adaptive Front Light System. The resulting outputs obtained from Simulink Design Verifier and Reactis using Model-Based Testing prove that short test suites can be generated for the model where full model coverage can be achieved easily through automation. The outputs of these test cases when compared with the expected outputs confirm that the model developed is working as per the requirements.
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1. Introduction

In this modern era, automotive industries are investing their money, energy and technological talent into the
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quest to develop the best software solutions that will give transport an edge. Government also puts pressure on
automobile industries to reduce congestion and pollution and to follow the safety standards. As automation
technology unfolds its wings, the manufacturers have to innovate and update their software. Even a small error
in the software developed may lead to accidents which may be fatal. Several cars of different manufacturers
have been globally recalled due to faulty airbags and faulty software that can briefly shut down the engine. Nev-
ever before there were so many recalls and fixes that are directly the result of software issues. So the manufactur-
ers recognize the need for an adaptable and comprehensive software quality strategy for the automotive software
development. This is only achievable through a truly integrated testing ecosystem that focuses on risks, with
complete transparency of all testing-related activities. Failures can be prevented only when a system is tested
before it is marketed. In the software testing process a new technique called Model-Based Testing has become
quite popular in the recent years. Model-Based Testing is an art of improving the development process by cut-
ting down the time consumption and costs during the development of an automotive embedded system [1].
Software testing is the process of using relevant test cases from an infinite test case domain to verify the func-
tioning of a program. Exhaustive testing is not possible or practical for most real programs. So a small number
of tests must be chosen which can execute in the available time. The behavior of the system must be checked
after each test case execution to determine whether there is any failure or not. This is called the oracle problem.
Often manual inspection is used to check whether the outputs obtained are the same as the expected outputs in
the oracle problem. But the inspection must be automated for an efficient and repeatable testing. Model-Based
Testing helps in automatically selecting the test inputs as well as the generation of oracles.

In this paper, Model-Based Testing is performed using the following tools—Simulink Design Verifier, Reactis
and SystemTest. By using these tools the requirements for the model are checked, model coverage is per-
formed, and the test analysis is done. By doing this process using Model-Based Testing, the model is verified to
be without any errors. Thus the errors if present in the design can be easily identified using this method during
the early development stage of automotive software which reduces the total cost of testing.

2. Model-Based Testing

The fixing of a defect found in the design stage itself costs much less when compared to the fixing up of defects
found in the final testing process before production [2]. If the fault is detected earlier, valuable time and money
can be saved. To cope up with the rapid advancement in technology and to meet the higher quality needs, an ef-
fective testing methodology namely Model-Based Testing has emerged. Model-Based Design mainly deals with
the creation of a system design model and use the model created for the early testing process and also for code
generation from the model. Generation of test cases from the system design model automatically is one of the
best features of Model-Based Testing [3]. By combining Model-Based Design and Model-Based Testing the ve-
rification of an embedded system can start early during the development, since no hardware is required. Mod-
el-Based Testing is one of the testing methodologies that automate test suites to a larger extent for a suitable
model by producing test cases that can be converted into executable test scripts. Simulink Design Verifier
(SLDV) which is meant for finding design errors and formal verification [4] and a test vector generator tool,
Reactis Tester [5] has been used in the test flow of Adaptive Front Light System. To check the consistency of
the model and whether the desired behavior has been achieved, a set of concrete test scripts is generated and the
test execution tools are used to manage the tests, executed regularly and the results are recorded and analyzed
[6]. Corrective action is taken if required. If any failure is observed, the source of the fault must be identified
and the corrective measures can be done at the same stage itself.

3. Testing Tools

Simulink Design Verifier (SLDV) and Reactis are the tools used in the Model-Based Testing procedure. Simu-
link Design Verifier is a tool that is capable of automatic test case generation and for proving behavioral proper-
ties. An important feature in SLDV is the detection of overflows, division by zero errors as well as dead code
present in the system during the design error detection process. SLDV is also used to automate requirement
tracing. Thus verification and validation techniques can be used in the earlier developing stage itself. Reactis is
an automatic test generation tool which can be used to test the Simulink models and to generate test cases which
aims maximum model coverage. In Reactis, when an error occurs it is easier to trace an error back to its original
source by backward stepping. SystemTest is a software tool that helps in the analysis of test results. The simula-
tion outputs can be checked with the expected outputs to check for any deviations present. These results can be stored in the form of an HTML document so that the tester can use this information for further testing.

4. Adaptive Front Light System

The Adaptive Front Light System as shown in Figure 1 has the ability to sense when a vehicle’s headlights should be turned on and off. This system controls the low beam and high beam based on the distance of the obstacles present on the path and using the street lamp detector. The high beam is definitely off when the street lamp is present since it is not necessary to use high beam in a well-illuminated road. When there is no street light, high beam and low beam will be working according to the distance signal. The light dimming control system will be triggered if the barrier detected is within 5 m away. If an obstacle is over 5 m and within 50 m, the low beam angle adjustment will be on, and the headlamp angle will be adjusted according to the actual distance. When there are no obstacles detected within 50 m high beam and low beam will be at on state simultaneously. The stateflow for Adaptive Front Light System is shown in Figure 2 where transitions between different states are shown.

Model Advisor checks for the requirements for MISRA-C [7] and ISO-26262 which are the standards for safety critical automotive electrical and electronic systems. It checks for blocks that are not recommended for production code generation as mentioned by MISRA-C. It also checks the state machine produced by Stateflow charts as mentioned by ISO-26262 standard. The model developed for Adaptive Front Light System successfully passed all the above-mentioned tests. Thus, a model for Adaptive Front Light System has been developed and tested with Model Advisor at model level which is found to be error free.

![Figure 1. Adaptive front light system.](image1)

![Figure 2. Stateflow of adaptive front light system.](image2)
5. Design Verification

To test the system completely, first model coverage must be performed [8] on the system for which a test case has been generated. The first step in testing is test case generation which is shown in Figure 3 and Figure 4.

This test case has resulted in the decision coverage of 32% and condition coverage of 19% for the model developed where decision coverage is a metric which measures the decisions paths covered in the model and condition coverage is a metric which measures the transitions covered in the model [9]. Thus the test case generated has covered only part of the model during the test. In order to have full decision coverage the next step in testing which is the test harness must be performed. SLDV is used to automatically generate the test harness for the model developed. In the harness generated, the signal builder block containing the test cases and a test unit which is the model to be tested are present. To create the test harness for the model developed the following command is used.

```bash
>>slvnvmakeharness ('dssensorafls')
```

The test harness is developed as shown in Figure 5.

To save the already generated test case and to use it in the further testing process the following command is used.

```bash
<<slvnvmakeharness ('dssensorafls')
```

Figure 3. Test case generation for AFLS.

Figure 4. Test case seen in the signal builder block.
>>dssensoraflslog1 = sldvlogsignals(’dssensorafls_harness’)
>>save existingtestcaseforafls. mat dssensoraflslog1

5.1. Combined Harness Using Simulink Design Verifier

Thus an extended harness can be created for the model during the test harness step where the extra test cases generated help to increase the decision coverage of the model as seen in Figure 6. So that these test cases can be used during test analysis. For a test suite of a state chart to achieve full decision coverage all entry and exit paths through a state must be evaluated by test cases.

The model is tested in Design Error Detection mode to check whether there are any errors like division by zero or integer overflow errors present in the model developed and it took 17 s to do this analysis and no errors were found. When the Simulink Design Verifier is used in test generation mode, the transitions, conditions and state coverage are performed. The analysis time taken for this purpose is 11 s. Only one objective is proven unsatisfiable for this model out of 47 objectives and it is shown in Table 1.

The objective proven unsatisfiable may be due to the following reasons.
1) This often indicates the presence of dead-code in the model.
2) Other possible reasons can be inactive blocks in the model.
3) In rare cases, the approximations performed by Simulink Design Verifier can make objectives impossible to achieve.

Using the test cases generated from the test harness, model coverage is performed. Since all the decision paths have been covered for the model during this analysis 100% decision coverage is obtained. Condition coverage of 96% and Modified Condition/Decision Coverage of 92% is obtained. Each transition or input must be changed separately while keeping the remaining inputs fixed to achieve full Modified Condition/Decision Coverage. Thus the coverage report indicates how the behavior of the model can be exercised using the generated test cases. The statistical quality of the generated test suite and the parts of the model that were not tested properly can be identified. If a particular path through the model has no test generated for it, some of the test generation parameters can be changed and the test generation step can be repeated. This is where it can be useful to use an animation tool to investigate the behavior of the path in the model and decide whether the lack of tests is due to an error in the model, a normal feature of the model, or inadequate test generation. So to improve the coverage, an abstract test can be added for this path manually or give hints to the tool to get the desired results. This test harness coverage can also be done using another tool called Reactis.

5.2. Design Validation Using Reactis

In Reactis automatic test case generation and the coverage analysis can be performed [10]. In order to limit the values that should be considered for the input, it must be specified in the sub range of base type in the type for port dialog box. Five tests are performed on the model with a total of 27 steps in them and the test suite generated has a decision coverage of 100%, 97% condition coverage and 93% MCDC coverage for the model developed as seen in Figure 7.

The window as seen in Figure 8 shows that there is no unreachable code in the model but there are two uncovered codes.
Table 1. Objective proven unsatisfiable.

<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>Model Item</th>
<th>Description</th>
<th>Test Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>43</td>
<td>Condition</td>
<td>Chart. “[ux &gt; 5 &amp; uz ≥ 1]”</td>
<td>Transition: Condition 2, “uz ≥ 1” F</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Reactis has generated five test cases where the first test case contains a single sample point input, the second test case has 3 sample points input, the third test case contains 7 sample points and the remaining two test cases contain 8 sample points. All these test cases produce correct results. When the tests developed using Reactis is made to run in Simulink, there is no error when interpolation is turned off and there will be some differences in the outputs generated in Simulink when compared to Reactis outputs when interpolation is turned on because in this case Simulink will sample inputs slightly differently than the original Reactis inputs which are shown in Figure 9 and Figure 10.

6. Test Analysis Using SystemTest

The SystemTest software provides a framework that integrates software, hardware, simulation, and other types of testing in a single environment [11]. Predefined elements are used to build test sections that simplify the development and maintenance of standard test routines. Tests can be shared and saved throughout a development project to ensure standard and repeatable test verification. The SystemTest software offers integrated data management and analysis capabilities for creating and executing tests, and saving test results to facilitate continuous testing across the development process. The SystemTest software automates testing in MATLAB and Simulink products. The SystemTest software offers graphical test editing and repeatable test execution. The SystemTest software allows viewing the results using a workspace variable called ST results. It provides access to the test results object, which is useful for comparing the results of separate test runs and for post-processing.
Figure 7. Test harness using Reactis.

Figure 8. Coverage analysis using Reactis.
Figure 9. Differences in output from Reactis and Simulink when interpolation is turned on.

Figure 10. Differences in output from Reactis and Simulink when interpolation is turned off.

test results. In SystemTest the final process of test evaluation is performed where the test outputs will be compared with the expected outputs. During iteration 1 the input test vector is \([0.01 \: 9 \: 0.3; \: 0.02 \: 5 \: 0.2; \: 0.03 \: 1 \: 0.6]\) and for iteration 2 \([10 \times 3]\) vector is taken as input and their results are seen in Figure 11 and Figure 12. The outputs generated in the SystemTest are same as the expected outputs from the model developed.

7. Conclusion

Manual work has been pushed to the background and day by day software is taking complete control in automotive industry. Model-Based Testing will be a blessing to rectify the errors in the software with less time consumption and yield products of high quality. This paper deals with the identification and removal of faults in automotive software development using Simulink Design Verifier and Reactis. Using these tools 100% decision
coverage is achieved by the developed model. Reactis shows a slight improvement when compared to Simulink Design Verifier with condition coverage of 97% and modified condition/decision coverage of 93%. Additional test cases can be added to the test suite by adjusting some parameters in the tools used to achieve full condition coverage and MC/DC coverage. SystemTest has been used to display the outputs obtained from Adaptive Front Light System in the form of graphs during the final test analysis procedure in Model-Based Testing. Thus the proposed method helps in doing the testing process at a faster pace. Today, software is being developed to regu-
late the speed of the vehicles upon seeing the unexpected obstacles while driving up or down in a mountainous terrain. Testing methods combined with Model-Based Testing are to be developed for this type of software which will be of an important value for a safer ride and upgrading the testing skills is needed.

References


