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Abstract

This paper analyzes the implementation of an algorithm into a FPGA embedded and distributed target location method using the Received Signal Strength Indicator (RSSI). The objective is to show a method in which an embedded feedforward Artificial Neural Network (ANN) can estimate target location in a distributed fashion against anchor failure. We discuss the lack of FPGA implementation of equivalent methods and the benefits of using a robust platform. We introduce the description of the implementation and we explain the operation of the proposed method, followed by the calculated errors due to inherent Elliott function approximation and the discretization of decimal values used as free parameters in ANN. Furthermore, we show some target location estimation points in function of different numbers of anchor failures. Our contribution is to show that an FPGA embedded ANN implementation, with a few layers, can rapidly estimate target location in a distributed fashion and in presence of failures of anchor nodes considering accuracy, precision and execution time.
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1. Introduction

Distributed target location algorithms provide lower power consumption and fault tolerance of sensors during

the localization process when compared with centralized localization algorithms [1]. The main difference between these two types of localization algorithms is the local of occurrence of the processing target location information. In distributed localization, the target sends its location information to (at least) two or more base stations in the network (or anchor nodes), so that the execution of processing is distributed between these ones, in order that the locating procedure provides a reasonable estimative in case of failure of one of the base stations. The target location information can be obtained in various ways, as shown in the related works, by means of sensors which are adjacent to them (likelihood based) or by techniques based on measured distances (time of arrival, angle of arrival, received signal strength indicator, etc.) by the transmitted signals.

This work considers the characteristics of Artificial Neural Network, such as its ability of offering a reasonable approximation in presence of some absence of feeding information and the parallel processing of its units. The inputs of ANN are associated with the RSSI of each anchor nodes and the outputs are in form of 2-D coordinates in a plane surface. With our proposed method, at least two inputs are necessary to estimate, with some accuracy and precision, the location of a target. Considering the embedded level of our method, we just need to implement one neuron and replicate it to the desired architecture of the ANN in a modular fashion.

The embedded platform chosen to build in the ANN is the FPGA. With that we could achieve $6 \times 10^{-7}$ s at each processing unit of the ANN. Considering parallel advantage architecture, the layer of the ANN is executed at same time. The FPGA is a reconfigurable platform that operates at 50 MHz and is very affordable nowadays. It is designed to operate process in parallel so it has equivalency to the ANN. There are many vendors and low costs FPGAs to fit any design problem. Our proposed method is implemented in the compact and tiny DE0-Nano’s solution from Altera, to show that it does not need a lot of resources to be built. There are many works that discuss the advantages of ANN implementations on applied in target location, rarely using FPGA as an applied platform. We focus on ANN embedded locating methods implemented in related works, but we emphasize that the ANN based locating target is a wide area of research and the hardware implementation is a branch we have pointed to; [2] discourses a parallel and distributed ANN platform model for target location; [3] uses an ANN embedded method for target tracking; [4] proposes a non-embedded generalized regression ANN together with a Centroid simulation method in a RSSI target location problem. Other papers on ANN and RSSI based methods can be found in [5]-[7].

This paper contributes to showing a practical experiment implemented in a FPGA together with ANN applied in distributed target location in WSN and the advantages associated with this method, and how it fits to solve most known issues on distributed localization. We go beyond the limit of simulation to show new details and considerations of the applied method by analysing the characteristics intrinsic of this implementation. Section 2 shows some recent related works that use a set of complex algebraic techniques, common used to distributed localization, to estimate the target location, as well as some works that make use of Artificial Neural Network to estimate the target location. Section 3 details the methodology of our work. Section 4 shows our results and Session 5 presents our conclusions.

2. Related Works

In [8] a practical experiment is carried out in an $8 \times 6.4$ m indoor area with furniture. To locating targets, an ANN method is software embedded into an Arduino platform which makes use of Xbee as radio modules. The measured RSS signal operates in 256 bps and follows the IEEE 802.15.4 standard through Zigbee protocol. The RSSI is acquired through the proprietary Application Interface implemented into the Zigbee. The results showed compare the time spent considering six training methods, including the training method we used in our work (Resilient Backpropagation Algorithm—RBP), and the total average error which each training method did show. The error is in the form of average distance location error, comparing the known position with the estimated one. They show the Levenberg-Marquardt method (LM) as the best training algorithm based on the total average error, and the RBP being the third, with an error of 0.98. They cited that when the memory and time spent for training is not so relevant, the BP and variants could be used. In comparison, our results achieved a total error of 0.14 related to the RBP method. In fact, after the training method conclusion, the implemented ANN matrix is not affected in the estimated process. The lower training error is considered an advantage as we lead with the quantization error due to the hardware implementation and function approximation. Despite the authors cite the time constraint to be considered in a real-time solution they didn’t comment about the time the method they proposed takes to process; just associate the size/topology of the proposed ANN as a function of the time execution.
In [9] a more powerful microcontroller BS2PX-IC is used to embed an ANN to locate a mobile robot. The microcontroller can operate with 125 kbps serial communication through the Wavetrend 433 MHz radio. They considered one ANN for estimating each coordinate, with just one hidden layer, as the previous reference did. The indoor environment of this experiment is about 2 m². They suggest complement the locating process with additional frameworks, as sonar GPS and additional angle information, but such improvement reflects in aggregating cost to project, to not mention to the increase of power consumption. The results show the errors in function of tracking and angle of the mobile robot, being the tracking RMSE equal to 0.06 and the angle RMSE about 0.12. It is highlighted the difficulties in implementing ANN with more than one output (ordered pair) and more than one hidden layer (more stored information) due to the platform limitations, even if real-time response is required. We consider it as an embedded software implementation dependency problem in references.

In [10] an ANN is embedded in a PIC18f452 microcontroller to estimate the position of a mobile robot. Except they use infrared sensor, the objective is the same: imbuing the best ANN generated through the best training method into a hardware platform and approximate the position of a target given the reading of sensors as inputs. The LM training algorithm showed the lowest training error before others training methods. It is not clearly how the authors tested the proposed method in practice, unless the measures about 90 × 80 cm in the graphical results. The ANN modeled has one input, one hidden layer (with three neurons) and one output. The authors cite the limitation about processing time and memory associated to the chosen hardware platform. The ANN as a position estimator has stated itself an attractive choice, but the platform in which it is implemented has significant implications.

More references on implementing an ANN to estimate targets position can be found in, [11]-[14]. In the next section we explain our methodology and the main characteristics of the proposed method.

3. Methodology

The proposed method considers the real outdoor experiment and the data base acquired from [15]. The data base consists of a set of 6-tuples containing the inputs and outputs of ANN, respectively, the RSSI from anchor nodes and the ordered pair representing the position of the target in a plane. In resume, it consists of four anchor nodes spaced in an outdoor environment measuring 20 × 22 m². The anchors receive a broadcast message from one target node located in some region inside this environment. The anchor nodes take the RSSI from that message and apply it to the proposed method. All anchor nodes are in line-of-sight with the target node. The scenario does not offer any obstacle to the signal other than the temperature and humidity as noise parameters. We choose this scenario appropriately to show how the method works.

In the next, we show how the method was implemented and moreover how it works algorithmically.

3.1. Method Implementation

We begin with the data treatment and ANN training algorithm, followed by deciding the ANN topology to be implemented in the FPGA. We consider four anchor nodes that will sequentially operate in the method, transmitting their distributed processing in an ordered path from anchor one to anchor four. To simulate failures on third and fourth anchor nodes, the 21000 data base samples were replicated twice, resulting in a total of 63000 samples. Thereby, we could implicitly apply zeros in the RSSI of replicated samples, related exclusively to the input of fourth anchor node and related exclusively to the input of third and fourth anchor nodes. We assume that, if the third anchor node fails, the fourth anchor fails together, as they will not receive the ordered distributed processing from the third anchor node.

The data base was divided in 75% for training and 25% for testing samples. The training and testing were preceded through the R language through the neural net package, using the Resilient Propagation (Rprop+) algorithm for training. Table 1 shows the parameters assumed in the training step.

We assumed the Universal Approximation Theorem [16] to decide the topology of the ANN, related to number of hidden layers and neurons contained in each one. Our ANN has four inputs, two hidden layers containing four neurons each of them and one output layer containing two neurons.

Each anchor node was implemented in a FPGA Altera™ DE0-nano [17] using VHDL. The chosen platform is recently developed and is affordable as an educational development board. It is considerable tiny in size in comparison with others bigger platforms that include same resources. The 50 MHz processing capacity offered by DE0-nanogives us assuredness to concentrate in enforcing ANN features without worrying with timing or
Table 1. Parameters for ANN training.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Resilient propagation</td>
</tr>
<tr>
<td>Activation function</td>
<td>Log sigmoid</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Stop error achieved</td>
<td>0.14</td>
</tr>
<tr>
<td>Iterations</td>
<td>1000000</td>
</tr>
<tr>
<td>Error function</td>
<td>RMS</td>
</tr>
</tbody>
</table>

processing issues.

To be implemented in synthesizable form, the free parameters generated for the ANN were converted to a fixed point format \[18\], in which the integer part is a 10 bits two’s complement and the mantissa has 6 bits. The total 16 bits is sufficient to convert the bigger number (or lesser) of the free parameters.

The activation function of neurons is approximated using the Elliott activation function \[19\], as shown in Equation (1).

\[
f(x) = \frac{0.55x + \text{abs}(x)}{1} + 0.5
\]

This approximation is due to the Log Sigmoid function being not synthesizable in hardware, i.e., it can’t be implemented because of its logarithm component. In other hand, Elliott function is ease applicable in training ANN due to its simple first derivative, which is used in versions of Back propagation training method. We can visualize the related approximation between the Log Sigmoid and the Elliott activation functions in Figure 1.

To evaluate how close the Elliott can approximate to the Log Sigmoid we computed in each function the interval considered into activation function in the ANN \([0; 1]\) at a step resolution of 0.001. The RMSE of the output of the Elliott function, at these conditions, is equal to \(\pm0.13462\), so we can add this error in the total error of our proposed method.

The description of ANN inside the FPGA is divided in modules: a neuron module, a layer module and an ANN module. The FPGA implementation allows the neurons at same layer being executed in parallel, achieving performance.

The neuron was implemented to execute the Elliott function’s fundamentals calculation in parallel, as the dependent results do not conflict. The products of summations occur in parallel, followed by the parallel calculation in the dividend and the divisor, then, the resultant summation with the constant, as stated in Figure 2.

In Figure 2, \(x_nw_m\) are the products of input and free parameters that is summed and passed to the Elliott Function as the resultant \(a\). The threshold \(T\) is a constant subtracted from the constant 0.5 summed in Elliott function, this subtraction occurs in parallel with the rest of operations. Each parallel operation was descripted in an individual flagged process in VHDL, with executes as soon as the dependent operations conclude.

The two hidden layers and the output layers were designed as VHDL components formed by the neuron units. So, the complete ANN was designed as a component formed by the layers. This design allowed the connections being implemented by easily binding the component parts.

The anchor nodes, containing the ANN, can communicate with each other through the IEEE 802.15.4 Xbee radio standard athwart the 115.200 kbps UART communication. The oversampling is implemented in VHDL to integrate the 1.8 KHz UART frequency with the 50 MHz from the DE0-Nano.

In a top level VHDL modular design, our propose method can be described as a controller, a transceiver and ANN module, all implemented in each anchor node. The controller is modeled as a Moore finite state machine that is responsible for managing data transmission and ANN control. The implemented system can be seen as shown in Figure 3.

In the next section we describe the proposed method as an algorithm.

3.2. Method Description

The method considers one testing target. The target sends a broadcast message which is received on the four anchors. All anchors calculate the RSSI of the broadcast message through the power signal received. For
simplicity, we associate a token to identify the beginning anchor in the process. In an ideal case, the first anchor node sends its RSSI to the second anchor node, and the second anchor sends its RSSI and the RSSI of the first anchor to the third anchor. The third anchor sends the three RSSI to the fourth anchor.

As can be seen in Figure 4, the proposed method can be divided in seven mainly steps, vertically processed in each anchor node. The processing at same step is to be executed in parallel between anchors. If the fourth anchor node fails, the method can offer two estimated position (from anchor two and anchor three). If the third anchor fails, the method is still offering some reasonable response through second anchor. An optional but not implemented extension could be the last anchor (third or fourth) node returning the estimated position to the previous anchor. So the previous anchor can calculate some chosen media over the results, improving the accuracy and precision. The contribution of our proposed method is to explore the ANN to estimate with at least two inputs, different those methods based in triangulation, which needs at least three inputs.

In the next section we show our results and the errors associated to the anchor failures.
Figure 4. Flowchart of the proposed method.

4. Results

We took 25% of samples for testing the ANN and calculated the RMSE considering no failure and the failure of third or third and fourth anchors. Table 2 shows the RMS calculated in meters.

We can calculate the total RMSE of the method as being the summation of the training RMSE associated with anchor failure and the RMSE of the discretized free parameters due to hardware implementation. This relation is expressed in Equation (2).

$$\text{RMSE}_{\text{total}} = f(\text{none} | \text{third} | \text{fourth}) \pm 1.25$$

The function $f$ in Equation (2) represents the RMSE considering anchor failures from Table 2. The constant $1.25$ is the discretization RMSE generated in the free parameters due to binary representation. Figure 3 shows some location points estimated in the region of $20 \times 22$ m, considering no failures and anchor’s failure for the related cases.

We can visually observe in Figure 5 the results for the three estimation cases. The estimation with no failures presents a high precision and the failure of just the fourth anchor is a good precision too, considering an approximation. The failure of the third (and consequently the fourth) anchor has a considerable imprecision.

Related with time execution, the neuron was simulated using the ModelSim™, from Altera™, and achieve a total time of execution of $1.75 \times 10^{-7}$ seconds. This processing time is the same for each layer, as they execute all neurons in parallel. The total time execution of the ANN is $6.80 \times 10^{-7}$. In fact, the time execution of our proposed method is related to the distance the signal propagates from the target to anchor nodes and between the anchor nodes themselves. The time execution of our proposed method is faster compared with the time transmission. The time transmission is an inherent problem related to any method in location problems, and the reduction time during the location method can contribute to decrease this issue.

5. Conclusions

This work shows how the ANN can still be applied in WSN localization problem, with good approximations, and points the reconfigurable platform (FPGA) offering a way to achieve performance. The proposed method can be extended for multiple channels, if possible, allowing the multiple execution of the same algorithm in the FPGA, with a quite adjustment. The number of anchor nodes could be increased and grouped for estimating as cluster heads, for example. The media may be calculated for the three ANN estimations for better accuracy. The flexibility of FPGA and the ANN implementation allows this work to be extended to another new experiments to get better results.
Figure 5. Visual testing results for 16 coordinates.

Table 2. The RMS error (m) considering no failures and failures of third and fourth anchors.

<table>
<thead>
<tr>
<th>No. anchor failure</th>
<th>Fourth anchor fails</th>
<th>Third and fourth anchor fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error on X</td>
<td>0.189077</td>
<td>0.199093</td>
</tr>
<tr>
<td>Error on Y</td>
<td>0.177593</td>
<td>0.168486</td>
</tr>
</tbody>
</table>

As future work we intend to perform location of multiple targets by applying this ANN to perform the task.
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