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ABSTRACT
Mobility is one of the major new paradigms of the current Internet, and this is driving most of the research activity in networking throughout the World. The Mobility of Wireless Sensor Networks (WSN) has become a hot research theme in recent years due to its wide range of applications ranging from medical research to military. The widely adopted standard for wireless sensor network platform is IEEE 802.15.4/ZigBee. The IEEE 802.15.4/ZigBee is considered the “technology of choice” due to low-power, cost-effective communication and the reliability they provide. In this paper, we perform extensive network evaluation, to study the Effect of coordinator mobility on ZigBee mesh network, using OPNET Modeler. In mobile coordinator, the type of the trajectory along with the node density and the traffic are the major factors that decide the system performance. The results obtained from the wide analysis of ZigBee mesh network shows variation when the routers are placed at Hexagonal configuration with a mobile coordinator. In this paper, variations in load metric is analyzed in hexagonal configuration by enabling and disabling ACK. Thus the status of ACK also plays a critical role in analysing load metrics.
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1. Introduction
Recent research has intensively focused on the next generation communication systems that aim to meet the increasing demand for services with higher data rates and enhanced service quality. The idea behind this simulation model was triggered by the need to build a very reliable model of the IEEE 802.15.4/ZigBee protocols for WSNs. The wireless sensor network architecture consists of a large number of wireless sensor nodes. The wireless sensor nodes are miniature battery powered devices with very less power consumption rates making them appropriate for use in the remote areas. These sensor nodes are distributed randomly. A sensor can act as a Full Functional Device (FFD) or a Reduced Functional Device (RFD) [1], with at least one FFD acting as a Coordinator. The primary goal of the RFDs (end devices) is to gather the data from the surrounding environment and route it to the coordinator which has superior computing capabilities and serves as gateway for the entire network.

Wireless networks have historically considered support for mobile elements as an extra overhead. However, recent research has provided means by which network can take advantage of mobile elements. Particularly, in the case of wireless networks, mobile elements are deliberately built into the system to improve the lifetime of the network, and act as mechanical carriers of data. A number of researchers have proposed mobility as a solution to this problem of data gathering. Mobile elements traversing the network can collect data from sensor nodes when they come near it. Existing mobility in the environment can be used [2-4] or mobile elements can be added to the system, which have the luxury to be recharged. This naturally avoids multi-hop and removes the relaying overhead of nodes near the base station. Various types of mobility have been considered for the mobile element. These can be broadly classified as random, predictable or controlled. Random-walk mobility is assumed to be independent of the network topology, traffic flows and residual energy of nodes [2]. The predictable or fixed trajectory of a mobile sink is fully deterministic as the sink always follows the same path through the network. In some cases, the path actually selected is, in fact, enforced by artificial or natural obstacles in the environment. In the case of controlled mobility, the path of the sink becomes a function of the current state of network flows and nodes’ energy consumption, and it keeps adjusting itself to ensure optimal network performance at all times.

A number of studies [2,3,5-9] on the mobile coordinator in WSNs have been published and most of them proposed that the mobile coordinator is better option to reduce the formation of hot spots in the network.
But none of them concentrated on the effect of the node density due to the mobility of the coordinator. The goal of this paper is to study the analysis of mobility of coordinator on the Load of the network.

This paper is organized as: Section 2 gives a brief overview of the IEEE 802.15.4 and the reason for adopting Zigbee, Section III discusses about OPNET modeler, Section IV explains about the types of ZigBee devices and their network topologies, Section 5 describes the arrangement of nodes in the network and the trajectories for the coordinator motion, Section 6 gives the assumption and layout of network field, Section 7 analyses the simulations performed using OPNET modeler and Section 8 concludes the paper giving the results.

2. Overview of IEEE 802.15.4 (Zigbee)

ZigBee takes its name from the zigzag flying of bees that forms a mesh network among flowers. It is an individually simple organism that works together to tackle complex tasks. Zigbee (IEEE 802.15.4) standard interconnects simple, low power and low processing capability wireless devices. The Zigbee devices facilitate numerous applications such as pervasive computing, national security, monitoring and control etc. In recent years, the technology has been gaining use in industrial and commercial acceptance, this is clear from the widespread use in defence, monitoring and control, commercial use etc.

As shown in Figure 1 Zigbee architecture comprises of 4 layers—Physical Layer, MAC Layer, Network and Security Layer and Application Layer. Physical and MAC Layer are defined as IEEE 802.15.4 standards while the higher layers follow standards set by Zigbee Alliance. Our simulation model implements the physical layer of the IEEE 802.15.4 standard running at 2.4 GHz Frequency band with 250 kbps data rate. The MAC layer supports the beacon-enabled mode and implements slotted CSMA/CA and GTS mechanism according to the standard specification. There is also a battery module that computes the consumed and remaining energy levels. The network layer implements hierarchical tree routing according to the ZigBee standard. The application layer can generate best effort and/or real-time unacknowledged and/or acknowledged frames transmitted during Contention Access Period (CAP) or Contention Free Period (CFP) (contains GTSs) of the super frame, respectively.

3. Overview of OPNET

The OPNET Modeler environment includes tools for all phases of a study, including model design, simulation, data collection, and data analysis. OPNET Modeler provides a comprehensive development environment supporting the modelling of communication networks and distributed systems. Both behaviour and performance of a model can be analysed by performing discrete event simulations [10]. A Graphical User Interface (GUI) supports the configuration of the scenarios and the development of network models.

According to our personal experience, we strongly believe that the current version of the WPAN implementation in the network simulator (ns-2) simulator is not accurate for the simulation of wireless sensor networks. OPNET simulation model implements more accurately the IEEE 802.15.4/ZigBee protocols without these unnecessary overheads. This is mainly due to the amount of additional overheads introduced by the ns-2 simulator, since it imposes the use of a UDP (User Datagram Protocol) agent in each node for generating data, and also the generation of ARP (Address Resolution Protocol) frames.

Three hierarchical levels for configuration are differentiated: Network level, Node level and Process level. Network level creating the topology of the network under investigation, Node level defining the behaviour of the node and controlling the flow of data between different functional elements inside the node and Process level describing the underlying protocols, represented by finite state machines (FSMs) and are created with states and transitions between states. The source code is based on C/C++.

4. Network Topologies in Zigbee

There are three types of devices defined by the Zigbee standards [9]—coordinators, routers and end-devices. Zigbee coordinator is responsible for initializing the network, selecting the appropriate channel, and permitting other devices to connect to its network. It can also be responsible for routing traffic in a ZigBee network. For every ZigBee network, there can be only one coordinator. ZigBee routers are the intermediate devices in a network
which route the data from the source to the destination. A router is able to pass on messages in a network, and is also able to have child nodes connect to it, whether it be another router, or an end device. These devices route the data as well as sense the data from their surrounding environment. ZigBee end-devices are devices with least computing capabilities. The power saving features of a ZigBee network can be mainly credited to the end devices. Because these nodes are not used for routing traffic, they can be sleeping for the majority of the time, expanding battery life of such devices.

The ZigBee standard also defines 3 possible types of network Topology [1]: star, cluster-tree and peer-to-peer (mesh). In the star topology, direct communication link is established between devices and a single central controller, called the PAN coordinator. In cluster-tree topology, there is a parent child relationship between the nodes. Each node passes its packet to this parent and it then passes it further. In mesh topology, each device not only transmits to its parent but also to all the neighbouring devices as long as they are in range. It works on a proactive routing mechanism in which each node broadcasts a message and finds the shortest path on the basis of the replies from the routers. It is better than other topologies due to its powerful routing mechanism. Mesh topology supports “multi-hop” communications, through which data is passed by hopping from device to device using the most reliable communication links and the most cost-effective path until its destination is reached. The multi-hop ability also helps to provide fault tolerance, in that if one device fails or experiences interference, the network can reroute itself using the remaining devices (Figure 2).

Mesh networking is a powerful way to route data. Range is extended by allowing data to hop node to node and reliability is increased by “self healing” the ability to create alternate paths when one node fails or a connection is lost. One popular mesh networking protocol is ZigBee, which is specifically designed for low-data rate, low-power applications. Zigbee Mesh networking has the following benefits:

- **Flexibility**: The physical placement of a wireless mesh device is extremely flexible—as long as it is within communications range of other devices within the network, it can be placed nearly anywhere. Areas that would be difficult, expensive, or even impossible to cover within a wired network are accessible within wireless networks.
- **Cost**: Wireless removes the expense and time involved in installing and maintaining dedicated wiring to each device within the network.
- **Scalability**: A single mesh network can support thousands of individual devices. Adding new devices can be as simple as putting the device where you want it, and then turning it on.
- **Reliability and robustness**: A mesh network can be improved in many ways by adding more devices—extending distance, adding redundancy, and improving link quality and the general reliability (Figure 3).

5. Router Configuration and Coordinator Path

5.1. Arrangement of Routers

To avoid the deviation in the results due to random arrangement of routers, two specific router configurations are used.

1) **Square Configuration**: In this configuration, routers are arranged on the corners of a network field. The position of routers is such as to cover the entire network field. The routers are not in the radio range of each other.

2) **Hexagonal Configuration**: In this configuration, routers are arranged so as to cover the entire network field and forming a hexagon. The vertices of the hexagon represent the routers. The routers are within the radio range of two adjacent routers. It is shown in Figure 4.

From previous projects results, the Hexagonal configuration provide best results than Square configuration.

---

**Figure 2. Zigbee network mesh topology.**

**Figure 3. Heavy lines show a signal that begins at a reduced-function end device and passes through multiple routers to reach a gateway functioning as a coordinator; lighter lines show possible alternative signal paths.**
5.2. Coordinator Path Model

There are two different sink mobility models—random sink mobility model and fixed sink mobility model [11].

1) Random Sink Mobility Model: In this model the trajectory of the sink movement comprises of the random sequence of segments distributed through the network.

2) Fixed Sink Mobility Model: In this model, the trajectory of the sink movement is along a fixed path, and during the entire simulation duration the sink keeps on moving on the same path.

Since we take mobile coordinator we set the trajectory as a Random mobility model.

6. Network Field Layout

The network setup consists of a network field within which the end devices are present, which sense the data and transmit via the routers (or directly) to the coordinator (sink).

- The network field is a square shaped region.
- The end-devices are distributed in a complete random manner.
- The routers are arranged in Hexagonal configuration.
- The coordinator is mobile and it takes random path.
- The impact of external interferences is considered zero.

The network layout can be shown in Figure 5.

7. ZigBee Simulation Using OPNET

7.1. Simulation Parameters

The simulations analysed in this section are performed on the OPNET Modeler v 14.5 [10]. ZigBee performs route discovery to determine the optimal path for messages to take to its destination. This section will discuss then analysis various cases simulated on OPNET. The network field is of size 100 m × 100 m. The simulations are performed with 10, 20, 30, 40, and 50 end-devices. The topology used is Peer-to-Peer (Mesh) Topology. In the simulation, the distribution of end-devices is random.

The coordinator moves at a constant speed of 10 m/sec. The overall simulation time is 3600 sec with the measurements taken been aggregated at every 36 sec.

Table 1 shows the various network parameters and parameter values used during simulation.

7.2. Number of Nodes

In this section, we change number of nodes and number of flows (keeping same flow/node ratio) and find out effect of number of nodes for load with and without ACK. Number of Nodes definitely affects for PAN bridge performance. Bridge node should be the bottleneck node and performance degrades as the number of nodes increases. As number of nodes increases, number of flows also increases because flow/node ratio is fixed. More flows make more congestion, therefore delay increases.

Every node is explicitly defined as FFD or RFD, with higher energy levels for FFD nodes.

- For the ease of routing, it is assumed that each and every node is location aware node with respect to the Base Station.
- Depending on the distance of the node from the Base Station and its radio range, a node calculate Number of hops required to connect to BS in terms of NETWORK DEPTH.

7.3. Analysis of Simulation

In the analysis we will consider the load for different node density and the effect of ACK on load in a Hexagonal Configuration of Routers.

1) Load for 10 end devices:
Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Network Parameter</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission Range</td>
<td>60 m</td>
</tr>
<tr>
<td>Packet Size</td>
<td>1024 bits</td>
</tr>
<tr>
<td>GTS</td>
<td>Disabled</td>
</tr>
<tr>
<td>Acknowledge wait duration (sec)</td>
<td>0.05</td>
</tr>
<tr>
<td>Channel sensing Duration</td>
<td>0.1 sec</td>
</tr>
<tr>
<td>Mobility Model</td>
<td>Random Mobility Model</td>
</tr>
<tr>
<td>Beacon Order</td>
<td>6</td>
</tr>
<tr>
<td>Super Frame Order</td>
<td>0</td>
</tr>
<tr>
<td>Beacon</td>
<td>Disabled</td>
</tr>
<tr>
<td>Frequency Band</td>
<td>2.45 GHz</td>
</tr>
<tr>
<td>Packet Destination</td>
<td>Coordinator</td>
</tr>
</tbody>
</table>

The static end devices are placed in a random manner around the hexagonally arranged routers. Initially 10 nodes are placed. The coordinator is kept in a mobile mode whose trajectory is set to random. The effect of with 10 end devices without ACK is noted. It gives the maximum load.

Effect of ACK on Load:
When the Ack is enabled and the variations in result are obtained. The result shows nodes with ACK have the minimum load compared to nodes without ACK.

2) Load for 20 end devices:
Next 20 end devices are placed randomly around the mobile coordinator. The results obtained shows that it provides the next maximum load.

Effect of ACK on Load:
Now the Ack is enabled and the variations in result are obtained. The result shows nodes with ACK have the minimum load compared to nodes without ACK. It provides the minimum load than with 10 nodes.

3) Load for 30 end devices:
Now 30 end devices are placed randomly around the mobile coordinator. The effect of 30 devices without ACK is noted. The results obtained shows that it provides the third maximum load.

Effect of ACK on Load:
Now the Ack is enabled and the variations in result are obtained. The result shows nodes with ACK have the minimum load compared to nodes without ACK. It provides the minimum load than with 10 and 20 nodes.

4) Load for 40 end devices:
The static end devices are placed in a random manner around the hexagonally arranged routers. Now 40 nodes are placed. The coordinator is kept in a mobile mode whose trajectory is set to random. The effect of with 10 end devices without ACK is noted. It gives the fourth maximum load.

Effect of ACK on Load:
When the Ack is enabled, variations in result are obtained. The result shows nodes with ACK have the minimum load compared to nodes without ACK. It provides the minimum load than with 10, 20 and 30 nodes.

5) Load for 50 end devices:
Finally 50 end devices are placed randomly around the mobile coordinator. The results obtained shows that it provides the least maximum load.

Effect of ACK on Load:
Now the Ack is enabled and the variations in result are obtained. The result shows nodes with ACK have the minimum load compared to nodes without ACK. It provides the minimum load than with previous number of nodes.

Figures 6 and 7 show the load variations of 10, 20, 30, 40, and 50 nodes with and without ACK.

8. Conclusion
When the nodes are static and if each of the nodes is able to communicate with its neighbouring node then there

![Figure 6. Load without Ack.](image)

![Figure 7. Load with Ack.](image)
will be minimum delay for establishing the routes to the sink node and for association with the sink node. But if the sink is moving then there can be association problems for the normal sensor nodes with the sink node. The major factors that decide the Network performance of Mobile coordinators are the node density and the traffic. Two key features required for this case scenarios are the ACK enable and understanding the range capability of ZigBee. Placing the end devices too close to the destination coordinator will result in traffic being sent directly, rather than through the router, preventing observations for the self-healing feature. Also the ACK enable was required for the end devices to recognize that the failure in the router has occurred, no longer receiving and routing traffic, in order to trigger route discovery. Thus the load metric for different number of nodes in Hexagonal configuration is obtained by enabling and disabling ACK. If a trajectory has to be chosen for other reasons, then the trajectory should give a considerable amount of time to each route that is the link route for a segment of the network. The load of the network may be affected when the trajectory of the coordinator varies.
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