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Abstract

Self organization is one of the most important characteristics in an Ad-hoc Sensor Network. Thousands of Sensors are deployed in a geographical area randomly without considering the location factor. After deployment, sensors are to self organize themselves to form a network of their own. How well the network is formed determines the life of the whole network as well as the quality of data transmission. Self organization based on clustering has proven to be very useful in this regard. Since hierarchical clustering reduces energy consumption by routing data from one node to another. In this paper, we discuss a new algorithm for self organization of sensors deployed in a geographical area. The algorithm forms clusters of sensors by ordering them using a unique triangulation method. This algorithm not only considers all sensors but also groups them so that their inherent clustering property is preserved.
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1. Introduction

Sensor network is a computer network of many spatially distributed devices using sensors to monitor conditions at different locations such as temperature, sound, vibration, pressure, motion or pollutants. Usually these devices are small and inexpensive, so that they can be produced and deployed in large numbers, and so their resources in terms of energy, memory, computational speed and bandwidth are severely constrained. Each device is equipped with a radio transceiver, a small microcontroller and an energy source, usually a battery. The devices use each other to transport data to a monitoring computer [1]. Data from the sensors is aggregated and analyzed by a computer outside the network. This computer is connected to the network by a special network node called gateway node [2]. Sensor networks involve three areas: sensing, communications and computation. In other words, hardware, software and algorithms [3,4].

An Ad hoc Sensor Network is a self-organizing multi-hop wireless network, which relies neither on fixed infrastructure nor on predetermined connectivity [5]. This property enables rapid deployment without precise prior knowledge of the coverage area of interest - hence serves well for situations lacking fixed infrastructure or high risk, e.g., in military communications, disaster management, law enforcement, and etc [6]. In this paper we propose a new algorithm for Self Organization of Sensors in an Ad hoc Sensor Network [7].

Remainder of the paper is divided into four sections. In Section 2, we discuss related work. In Section 3, we propose a new algorithm for self organization of sensor nodes in an ad hoc sensor network. Section 4 is for the experimental results and Section 5 finally concludes the paper.

2. Related Work

In [8] proposes a Self Organizing Sensor (SOS) network based on an intelligent clustering algorithm which does not require many user defined parameters and random selection to form clusters. The proposed SOS algorithm can reduce the number of cluster heads.

[9] discusses Ultra-wideband (UWB) technology. UWB has proven to be useful in short range, high data rate, robust, and low power communications. These features can make UWB systems ideal candidates for reliable data communications between nodes of a wireless sensor network (WSN). However, the low powered UWB pulses can be significantly degraded by channel noise, inter-node interference, and intentional jamming. [9] presents a novel interference suppression technique for UWB based WSNs that promises self-organization in
terms of power conservation, scalability, and channel estimation for the entire distributed network. [5] approaches to achieve an emerging distributed perception of the sensed environment in real-time through clustering. Research in classifying and recognizing complex concepts has been directing its focus increasingly on distributed sensing using a large amount of sensors. The Colossal amount of sensor data often obstructs traditional algorithms in centralized approaches, where all sensor data is directed to one central location to be processed. Spreading the processing of sensor data over the network seems to be a promising option, but distributed algorithms are harder to inspect and evaluate. By using self-sufficient sensor boards with short-range wireless communication capabilities, [5] are exploring this.

Bio-inspired communication methodologies promise to enable more scalable self-organizing network infrastructures. Especially in the area of mobile ad hoc sensor networks, such solutions are required in order to qualify them for simplified development and deployment based on autonomously evolving mechanisms to work on global tasks, i.e., to show an emergent behavior. [10] introduce their ongoing research of Autonomic Networking focused on the developments on efficient data dissemination in sensor networks. A particular example of how to study biological processes and to adapt the results in communication networks, the feedback loop mechanism, depicts the potentials of this research area.

[11] develop an energy-aware self organized routing algorithm for the networking of simple battery powered wireless micro-sensors (as found, for example, in security or environmental monitoring applications). In these networks, the battery life of individual sensors is typically limited by the power required to transmit their data to a receiver or sink. Thus effective network routing algorithms allow reducing this power and extending both the lifetime and the coverage of the sensor network as a whole. However, implementing such routing algorithms with a centralized controller is undesirable due to the physical distribution of the sensors; their limited localization ability and the dynamic nature of such networks (given that sensors may fail, move or be added at any time and the communication links between sensors are subject to noise and interference). Against this background, [11] present a distributed mechanism that enables individual sensors to follow locally selfish strategies, which, in turn, result in the self-organization of a routing network with desirable global properties [12,13].

3. Proposed Algorithm

The idea of a new algorithm for self organization of sensor nodes in an Ad hoc Sensor Network stems from our original work on spatial clustering. Again, from our study of routing issues of wireless sensor network [14], we have found that cluster based method has lots of advantages too. A great spatial clustering algorithm called OPTICS [15–18] has noble idea of ordering point data to get arbitrary shaped cluster. Our new algorithm is primarily based on OPTICS. But, the new algorithm, orders sensor nodes by an unique method of triangulation [19,20]. When the ordering procedure is over, all the sensor nodes form a network of their own and become member of a cluster.

Our goal is to design an algorithm for self organization of sensor nodes in an Adhoc Sensor Network. The algorithm should be able to connect all sensor nodes. At the same time, sensor nodes should self organize in such a way that resource usage, for example, battery power is minimum [21]. This is possible only when the inherent clusters are detected by the algorithm [22].

The new algorithm self organizes sensor nodes by forming cluster. Clusters are formed by an ordering procedure which has similarity with the OPTICS Algorithm. In our approach we have assumed that a better quality cluster means sensor nodes in that cluster use minimal resource for sensing, communicating and receiving data.

3.1. Definitions

We define some terminologies which will be used while discussing our Algorithm1.

**Definition 1** Point: A Point is a sensor node deployed in a geographical area. In our algorithm, we assume that the Point can communicate with another Point using wireless media.

**Definition 2** Edge: An Edge \( \overline{AB} \) connects two Points \( A \) and \( B \). Weight of an Edge, \( w \), is the time required to send a request from \( A \) to \( B \) and getting response from \( B \) to \( A \) [23]. Such three edges connecting three Points \( A \), \( B \) and \( C \) form a triangle.

**Definition 3** minTriangle: A triangle \( \triangle ABC \) formed by three Points \( A \), \( B \) and \( C \) is a minTriangle if the summation of weights of the three edges \( \overline{AB} \), \( \overline{BC} \) and \( \overline{CA} \) is minimum out of all possible triangles considering \( \overline{AB} \) as one Edge in the geographical area.

**Definition 4** Live Edge: This is an Edge whose two Points will be the two Points of the next minTriangle

3.2. The Algorithm

**INPUT**: A Set of Points spread on a geographical area.

**OUTPUT**: Clusters of Points connected to each other based on the Weights.

**Step-1**: Choose a Point, \( A \) randomly.
Step-2: Find another Point, B such that is minimum. Mark Points A and B as connected. Initially, $AB$ is a live edge.
Step-3: Find a new point C such that triangle $ABC$ is a minTriangle. Also, mark Point, C as connected.
Step-4: Choose a new live edge out of $AC$ and $BC$.
Step-5: If then $AC$ is the new live edge. $AB = AC$.
Step-6: Else, $BC$ is the new live edge. $AB = BC$.
Step-7 Repeat steps 3–6 until all Points are Connected.

3.3. Analysis

The self organization algorithm that we have described is very simple. Time complexity is $O(n^2)$, where $n$ is the total number of Points. This can be further reduced if we make the algorithm distributed.

4. Experimental Results

The algorithm is implemented using Java and experimented on Linux 8.0 platform. We have used synthetic Point data sets. Figure 1 shows initial isolated Points.

In Figure 2, the algorithm finds the first minTriangle. In Figure 3, we see how the algorithm proceeds by finding minTriangles step by step.

Finally, in Figure 4, we see how the Points get connected. It is clear from Figure 4 that Points are connected first in their own cluster. Then one cluster gets connected to another cluster.

---

Footnote 1: Note that a Point is a Sensor Node.
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Figure 3. After finding few triangles.

Figure 4. Output—Triangulation of the whole points.

Figure 5. Scalability of the proposed algorithm.
We have performed scalability test of the algorithm in a machine with CPU speed 2.0 GHz and memory size 128 MB. In this regard, ten experiments were done by choosing size of Point data set from 10000 to 100000. Data sets are generated using randomizer. Outcome of these experiments are shown in the graph of Figure 5. From the graph we see that the algorithm is scalable for large Point data set.

5. Conclusions

In this paper, we have proposed a new algorithm for self organization of sensors in an Ad hoc Sensor Network based on OPTICS [14] and OPTICS (BOPT) [18]. We also demonstrated how the algorithm works. And, scalability is not too high but moderate. This can be improved further by making the algorithm distributed. Also, we did not consider the security [24,25] aspect while discussing the algorithm. This is part of our ongoing research.
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