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Abstract

The main purpose of this paper is to perform a numerical analysis of the Neutron Spatial Kinetic Equations, subject to transients of the External Neutron Source, by applying the Implicit Euler Method as well as the Runge-Kutta Method in order to check which methods are best applicable in transients caused by External Neutron Source. For this purpose, a one-dimensional ADS reactor with a constant external source was simulated based on the geometry of ANL-BSS-6 reactor for benchmark effects.
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1. Introduction

One of the society main concerns refers to the management of nuclear waste, which are generated at every stage of the fuel cycle. High-Activity Waste (HLW) are composed of fission products and transuranic elements, generated in the reactor core, and they can last a half-life of thousand years. However, the advent of the hybrid reactor concept, also known as “Accelerator-Driven System” (ADS), has opened the possibility that such waste can be reused in the future, after being reprocessed [1] [2].

The hybrid systems [3], designed by the researcher Carlo Rubbia, Physics Nobel Prize in 1984, couples a particle accelerator and a subcritical nucleus. Quite a few proposals take for granted a proton accelerator, transmitting a continuous beam with energy around 1 GeV. The accelerator can be linear (linac) or circular (cyclotron). High-power accelerators are in constant development, and building machines with specific needs, as for example, with electric efficiency close to 50% and bundles with power up to 10 MW for cyclotrons and up to 100
104 MW for linacs now seems feasible.

The protons are injected onto a spallation target, producing a source of neutrons to propel the subcritical nucleus. The target is made of solid heavy metal or of liquid-metal. The reactions of the spallation on the target issue from ten to twenty neutrons per incident proton, which are introduced into the subcritical nucleus inducing future nuclear reactions. Except for the subcritical state, the core of the reactor is very similar to that of a critical one [4]. Moreover, the ADS can be designed to operate on both thermal or fast neutron spectra.

Hybrid reactors, such as ADSs, have attracted worldwide attention and are objects of research and development in many countries [5]. Japan, the USA and France are currently building pilot plants to demonstrate the efficiency of hybrid reactors in the process of lifetime reduction of HLW. These types of reactors are not only used for the transmutation of transuranic elements, but they can be used for power generation.

Hybrid reactors consist of intrinsically safe systems, so that the chain reaction inside them is not self-sustainable, and it can be interrupted simply by shutting off the proton accelerator simply, which demonstrates a straightforward relationship between the external source and the reactor control.

Therefore, this article brings forward a numerical analysis of the spatial kinetic equations subject to transients caused by the external source of neutrons, that of a one-dimensional ADS reactor.

2. Accelerator-Driven System Kinetics

A model of one-dimensional multi-group diffusion dependent on the time considering delayed neutrons is used to study the kinetic of the ADS reactor subject to transients caused by external source of neutrons. The spatial kinetic neutron diffusion equations, for two energy groups, six delayed neutron precursor groups and with the presence of an external source are written as follows:

\[
\frac{1}{v_g} \frac{\partial \phi_g(x,t)}{\partial t} - D_g \frac{\partial^2 \phi_g(x,t)}{\partial x^2} + \Sigma_{rg} \phi_g(x,t) = \chi_{R,g} (1 - \beta) \sum_{g' = 1}^{2} \nu \Sigma_{fg} \phi_{g'}(x,t) + \sum_{g' = 1}^{2} \sum_{l = g'}^{2} \Sigma_{slg} \phi_{g'}(x) \\
+ \sum_{l = 1}^{6} \chi_{D,l} \lambda_l C_l(x,t) + S_{ext,g}(x,t),
\]

where \( \phi_g(x,t) \) is the neutron flux, \( D_g \) the diffusion coefficient, \( \Sigma_{rg} \) the removal cross section, \( \nu \Sigma_{fg} \) the average number of neutrons emitted by fission multiplied by fission cross section, \( \Sigma_{slg} \) the scattering cross section, \( S_{ext,g}(x,t) \) the external source, defined in the group \( g \) of energy, \( C_l(x,t) \) the delayed neutron precursor concentration in precursor group \( l \) all defined at point \( x \) and time \( t \), \( v_g \) the velocity, \( \chi_{R,g} \) the fission spectrum for prompt
neutrons, both in group \( g \), \( \chi_{D,g} \) the fission spectrum for delayed neutrons, \( \lambda_i \) the decay constant, \( \beta_i \) the fraction of all fission neutrons emitted per fission, defined in the \( j \) precursor group and finally \( \beta \) the total fraction of fission neutrons which are delayed. Equations (1) and (2) are discretized in space and time, as described below.

2.1. Spatial Discretization

The spatial discretization scheme adopted is based on classical formulation of finite differences, implemented in the box schema \([6][7]\). Therefore, Equations (1) and (2) can be rewritten in the following matrix form:

\[
[v]^{-1} \frac{d}{dt} \Phi(t) = -[B(t)] \Phi(t) + (1 - \beta) [F(t)] \Phi(t) + \sum_{i=1}^{6} \lambda_i \zeta_i(t)
\]

\[
-\frac{d}{dt} \zeta_i(t) = \beta_i [F(t)] \Phi(t) - \lambda_i \zeta_i(t)
\]

(3)

(4)

where

\[
[B(t)] = \begin{bmatrix} B_1(t) & 0 \\ 0 & B_2(t) \end{bmatrix}, [F(t)] = \begin{bmatrix} F_{11}(t) & F_{12}(t) \\ F_{21}(t) & 0 \end{bmatrix}, [S(t)] = \begin{bmatrix} 0 & 0 \\ S_{21}(t) & 0 \end{bmatrix}
\]

\(N\) stands for the semi-discretized form.

2.2. Time Dependent Solution

In order to solve time dependent equation system, the analytical integration procedure \([8]\) has been adopted for the precursor concentration equation, Equation (4), whereas the Methods Implicit Euler and Rosenbrock Generalized Runge-Kutta with automated time step size control \([9][10][11]\) are considered for the neutron flux in Equation (3).

2.2.1. Analytical Solution of the Delayed Neutron Precursor Equation

In the analytical integration, it was assumed that the term fission rate varies linearly between times \( t \) to \( t_{e+1} \) in Equation (4), which was analytically integrated in this interval, thus obtaining the expression for \( \zeta(t) \) in \( t_{e+1} \).
\[ \zeta_i^{(r+1)} = \zeta_i^{(r)} e^{-\lambda_i \Delta t} + \beta_i \left\{ a_i \sum_{g=1}^{3} F_{i g} \zeta_g^{(r)} + b_i \sum_{g=1}^{3} F_{i g} \zeta_g^{(r+1)} \right\} \] (7)

where coefficients \( a_i \) and \( b_i \) are defined as:
\[
a_i = \frac{(1 + \lambda_i \Delta t) \left( 1 - e^{-\lambda_i \Delta t} \right)}{\lambda_i^2 \Delta t} - \frac{1}{\lambda_i}, \quad b_i = \frac{\lambda_i \Delta t - 1 + e^{-\lambda_i \Delta t}}{\lambda_i^2 \Delta t}
\] (8)

and \( \Delta t = t_{r+1} - t_r \)

### 2.2.2. Implicit Euler

The implicit Euler method applied to the matrix equation, Equation (3), leads to the following expression:
\[
\left[ \Phi^{(r+1)} - \Phi^{(r)} \right] = -\left[ B \right]^{(r+1)} \Phi^{(r+1)} + (1 - \beta) \left[ F \right]^{(r+1)} \Phi^{(r+1)}
+ \left[ S \right]^{(r+1)} \Phi^{(r+1)} + \sum_{i=1}^{4} \lambda_i \zeta_i^{(r+1)} + S^{(r)}.
\] (9)

Replacing Equation (7) in Equation (9) the result is the following system of linear equations:
\[
\begin{bmatrix} T_{11} & T_{12} \n T_{21} & T_{22} \end{bmatrix} \left[ \Phi^{(r+1)} \right] = \begin{bmatrix} R_{11} & R_{12} \n R_{21} & R_{22} \end{bmatrix} \left[ \Phi^{(r)} \right] + u_1 \Delta t \sum_{i=1}^{k} \lambda_i e^{-\lambda_i \Delta t} \left( \zeta_i \right) + \begin{bmatrix} u_1 \Delta t S_{ac,1} \n u_1 \Delta t S_{ac,2} \end{bmatrix}.
\] (10)

where the blocks of matrix are given for:
\[
[T_{11}] = [I] + u_1 \Delta t \left[ B_1 \right]^{(r+1)} - (1 - \beta) \sum_{i=1}^{k} \lambda_i \beta_b \left[ F_{11} \right]^{(r+1)},
\] (11)
\[
[T_{12}] = -u_1 \Delta t \left( 1 - \beta \right) \sum_{i=1}^{k} \lambda_i \beta_b \left[ F_{12} \right]^{(r+1)},
\] (12)
\[
[T_{21}] = -u_2 \Delta t \left[ S_{21} \right]^{(r+1)},
\] (13)
\[
[T_{22}] = [I] + u_2 \Delta t \left( B_2 \right) \left[ F_{12} \right]^{(r+1)},
\] (14)
\[
[R_{11}] = [I] + u_1 \Delta t \sum_{i=1}^{k} \lambda_i \beta_a \left[ F_{11} \right]^{(r)},
\] (15)
\[
[R_{12}] = u_1 \Delta t \sum_{i=1}^{k} \lambda_i \beta_a \left[ F_{12} \right]^{(r)},
\] (16)
\[
[R_{22}] = [I],
\] (17)

### 2.2.3. Rosenbrock Generalized Runge-Kutta Method

The solution to Equation (7) is given, by Rosenbrock method by:
\[
\Phi^{(r+1)} = \Phi^{(r)} + \sum_{s=1}^{4} d_s k_s^{(r+1)}.
\] (18)

where the correction vectors \( k_s^{(r+1)} \) are obtained by solving the following system of equations:
\[
\left( [I] - \eta \Delta t J \right) k_s^{(r+1)} = \Delta t f \left( \Phi(t_0) + \sum_{p=1}^{s-1} \alpha_p k_p^{(r+1)} \right) + \Delta t f' \sum_{p=1}^{s} \gamma_p k_p^{(r+1)}, \quad s = 1, \ldots, 4.
\] (19)
where \( J \) and \( f \) are, respectively, the Jacobian and the right side of the linear system, and coefficients \( \eta_1, d_\alpha \) and \( \gamma_\phi \) are constants fixed, independent of the problem, where the chosen values are those adopted by Kaps-Rentrop [9] and by Shampine [12]. The four solutions of the above equations, \( k^{s+1}_\gamma \), are calculated through a L-U matrix decomposition \( \left[ I \right] - \gamma \Delta f \), followed by four backward substitutions.

During the implementation of the automatic time step size control two solutions of Equation (18) are used: a third order solution, \( \hat{\Phi}^{s+1} \), with different coefficients \( \hat{d}_s \), \( s = 1, \cdots, 3 \), but with the same \( k^{s+1}_\gamma \), and a real fourth order solution \( \Phi^{s+1} \). The estimate of the local truncation error is given by:

\[
\varepsilon = \left| \Phi^{s+1} - \hat{\Phi}^{s+1} \right|
\]

and the equation applied to automatically adjust time step size is:

\[
\Delta t_{\text{next}} < 0.9 \Delta t_{\text{prev}} \left( \frac{\varepsilon_0}{\varepsilon} \right)^{1/4}
\]

where \( \Delta t_{\text{next}} \) is the projected step size for the next step, \( \Delta t_{\text{prev}} \) is the step in the previous time, 0.9 a safety factor, \( \varepsilon \) the estimated local truncation error and \( \varepsilon_0 \) a tolerance provided by the user. Besides, \( \Delta t_{\text{next}} \) is limited by the interval \( 0.5 \Delta t_{\text{prev}} \leq \Delta t_{\text{next}} \leq 1.5 \Delta t_{\text{prev}} \), to reduce the number of rejected steps and avoid a zigzag behavior. The process can be synthesized in the following way: if a time step in the integration is successful, that is, if \( \varepsilon < \varepsilon_0 \), then the fourth order solution of Equation (18) is accepted and the next time step is chosen according to Equation (21) and proceeds in time. However, if the time step size test fails, that is, if \( \varepsilon > \varepsilon_0 \), the solution is rejected, and then the previous time steps is repeated using a time step size reduced through Equation (21), until the condition \( \varepsilon < \varepsilon_0 \) is satisfied.

3. Results and Discussion

In order to test the related numerical methods, computational codes programmed in the FORTRAN language were implemented. For the implicit method of Euler, a computational code called KDF1D2GIE was developed, whereas for the Runge-Kutta method a computational code was developed called KDF1D2GRK. Both codes solve the spatial kinetics equations with or without external neutron source for a one-dimensional, multi-region, and two energy groups. In addition, a computational code called DF1D2G was developed to solve the stationary diffusion equation, providing the neutron fluxes and the multiplication factor. For purposes of comparison the implicit Euler method was considered the reference method. Before simulating the transients associated with the external source of an ADS reactor, codes DF1D2G, KDF1D2GIE and KDF1D2GRK were validated considering a known benchmark, as follows in the next section.

3.1. Validation of Numerical Methods

To test the presented methods, the ANL-BSS-6 benchmark [13] [14] was consi-
dered a problem of one-dimensional slab infinite for transients in spatial kinetics, with three regions, and the regions I and III are 40 cm long, both with the same nuclear parameters and a central region, 160 cm long, as shown in Figure 1. Nuclear and kinetic parameters are listed in the Table 1 and Table 2.

At first a stationary calculation was performed by using the DF1D2G code to solve the neutron diffusion equation for two energy groups, thus obtaining the fast and thermal neutron fluxes, which will be used as the initial condition of the transient problems, and a multiplication factor $k_{eff}$ equal to 0.9016 (according [14] the reference value for the $k_{eff}$ is equal to 0.90155). The fluxes of neutrons were normalized considering a power per unit area equal to 87 KW/cm².

The ANL-BSS-6 benchmark presents two cases different from transients: A1 and A2. In both cases, the KDF1D2GIE and KDF1D2GRK codes were performed considering the same spatial discretization with a 1 cm mesh. In the simulation of the transient with the KDF1D2GIE code a time step size of 0.001 s was adopted, while the KDF1D2GRK code considered the two options of numerical parameters: Kaps-Rentrop (KR) and Shampine (S) and was used in Equation

![Figure 1. ANL-BSS-6 benchmark geometry.](image)

<table>
<thead>
<tr>
<th>Table 1. Nuclear parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>$D_f$ (cm)</td>
</tr>
<tr>
<td>$D_s$ (cm)</td>
</tr>
<tr>
<td>$\Sigma_{ei}$ (cm⁻¹)</td>
</tr>
<tr>
<td>$\Sigma_{es}$ (cm⁻¹)</td>
</tr>
<tr>
<td>$\Sigma_{cs}$ (cm⁻¹)</td>
</tr>
<tr>
<td>$\nu \Sigma_{is}$ (cm⁻¹)</td>
</tr>
<tr>
<td>$\nu \Sigma_{is}$ (cm⁻¹)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Kinetics parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group of Precursors</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

Speeds: $v_1 = 10^7$ cm/s and $v_2 = 10^5$ cm/s.
(21) a tolerance equal to 0.001. Moreover, the neutron fluxes obtained by the implicit Euler method and the Runge-Kutta method were also compared at time 1, 2, 3 and 4 s, considering the definition of relative percentage error is given by:

$$E_{r}^{n,\tau} = \left( \frac{\phi_{n,RE}^{n,\tau} - \phi_{n,IE}^{n,\tau}}{\phi_{n,IE}^{n,\tau}} \right) \times 100.$$  \hspace{1cm} (22)

3.1.1. ANL-BSS-6-A1 Case
In this case the thermal absorption cross section in the first region is increased linearly in 3% up to 1 s, and maintained constant up to 4 s. Figure 2 and Figure 3 illustrate the behavior of the fast and thermal neutron fluxes at the 1 s and 4 s instants of the transient. Figure 4 shows the evolution in time of power per unit area during the simulation of 4 s. It can be seen from these graphs that the methods practically reproduce the same results and that they are in agreement with
the reference solution presented in [14]. Considering the instants in 1, 2, 3 and 4 s, the highest value for the percentage relative error using the Kaps-Rentrop parameters, when compared to the implicit Euler method, was 0.163%, obtained at the instant of 4 s in the thermal flux. Using the Shampine parameters, the largest percentage relative error was 0.182%, occurring in 1 s, also in the thermal flux. Regarding the processing time, Table 3 shows that the KDF1D2GIE code presented a 54.6% less time in relation to the time of the KDF1D2GRK code, with the Kaps-Rentrop parameters, and 31.7% less than the processing time with the parameters of Shampine. While this last option processed in a 33.6% lower time compared to the option with the Kaps-Rentrop parameters.

3.1.2. ANL-BSS-6-A2 Case
In the second case the thermal absorption cross section in the first region is reduced linearly in 1% up to 1 s, and maintained constant up to 4 s. Figures 5-7 show, respectively, the behavior of the neutron fluxes in the instants in 1 s and 4 s and the evolution in the time of the power per unit area during the simulation of 4 s. As in case A1, it can be seen from these graphs that the methods obtained very close results and that they are also in agreement with the reference solution presented in [14]. Considering the instants in 1, 2, 3 and 4 s, the highest value of the percentage relative error using the Kaps-Rentrop parameters was 0.524%, at the instant in 1 s and in the thermal flux, whereas for the Shampine parameters it was 0.8% also in 1 s and in the thermal flux.

![Figure 4](image.png)

Figure 4. ANL-BSS-6-A1 case—evolution in time of power per unit area.

<table>
<thead>
<tr>
<th>Methods</th>
<th>BSS-6-A1 Case</th>
<th>BSS-6-A2 Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit Euler</td>
<td>28.95</td>
<td>45.52</td>
</tr>
<tr>
<td>Runge-Kutta (KR)</td>
<td>63.80</td>
<td>31.47</td>
</tr>
<tr>
<td>Runge-Kutta (S)</td>
<td>42.39</td>
<td>26.24</td>
</tr>
</tbody>
</table>
Figure 5. ANL-BSS-6-A2 case—fast neutron flux.

Figure 6. ANL-BSS-6-A2 case—thermal neutron flux.

Figure 7. ANL-BSS-6-A2 case—evolution in time of power per unit area.
With respect to the processing time, according to Table 3, and unlike case A1, the KDF1D2GIE code required more time: 31% slower than KDF1D2GRK with Kaps-Rentrop parameters and 42.6% slower in relation to the Shampine parameters, being this parameter option 16.6% faster than the Kaps-Rentrop option.

3.2. Analysis of Transients in an ADS

In this section, the Implicit Euler method and the generalized Runge-Kutta method were used to analyze some types of transients caused by the external neutron source in a one-dimensional ADS reactor, in order to verify which methods are more efficient in convergence and computation time.

The one-dimensional ADS reactor has its geometry and nuclear and kinetic parameters based on the ANL-BSS-6 benchmark reactor, in which case an external source of neutrons located geometrically in the center of the reactor and with a length of 4 cm, as shown in the Figure 8. This source of neutrons, which represents the source of spallation that is bombarded by a proton beam, can be approximated as a source of constant intensity because the proton beam employed in ADS reactors operates at a very high frequency, above 170 MHz. In the cases of transients that will be approached in the next sections, an external neutron source with a constant intensity equal to $10^{15}$ neutrons/s was used.

Using the KDF1D2GIE and KDF1D2GRK codes, three types of transients associated with an ADS reactor will be simulated and will focus on the proton accelerator perturbations, causing variations in the intensity of the proton beam and consequently the intensity of the external source of neutrons. The first transient concerns the activation of the proton accelerator when the ADS reactor is in zero power level condition. The second transient corresponds to the interruption in the proton beam for a short period of time and the third transient to be addressed describes the occurrence of a power peak in the proton beam. These last two transients were based on the cases studied in [15]. In order to simulate the transients, the same spatial discretization of the previous section was considered, with a mesh of 1 cm and for the KDF1D2GIE code the same time step size was adopted: 0.001 s. For the KDF1D2GRK code, a tolerance equal to 0.1 was used in Equation (21).

3.2.1. Source of Neutrons Start

The switching on of the proton accelerator to start the ADS reactor can be considered an operational transient. The external source of neutrons begins to emit
neutrons at the initial instant, $t = 0$ s, and after some time the generated neutron flux reaches an asymptotic behavior. The simulation was performed for 20 s and **Figures 9-11** show, respectively, the behavior of the neutron fluxes at these instant and the evolution in the time of the power per unit area during the simulation.

In the time in 20 s, the highest percentage relative error, when comparing the results of KDF1D2GIE with KDF1D2GRK using the Kaps-Rentrop parameters was 0.163%, in the fast and thermal fluxes, whereas for the Shampine parameters it was 0.189% also in the fast and thermal fluxes. Regarding the processing time, **Table 4** shows that the KDF1D2GIE code presented a 41.2% longer time in relation to the KDF1D2GRK code time, with the Kaps-Rentrop parameters, and 8.8% higher than the processing time with the parameters of Shampine. The option with the Kaps-Rentrop parameters processed in a 35.6% less time compared to the option with the Shampine parameters.

**Figure 9.** Reactor ADS—source of neutrons start—fast neutron flux.

**Figure 10.** Reactor ADS—source of neutrons start—thermal neutron flux.
Figure 11. Reactor ADS—evolution in time of power per unit area.

Table 4. Processing time (s).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Source Start Case</th>
<th>ABI Case</th>
<th>ABO Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit Euler</td>
<td>73.13</td>
<td>91.23</td>
<td>41.20</td>
</tr>
<tr>
<td>Runge-Kutta (KR)</td>
<td>42.97</td>
<td>126.97</td>
<td>50.41</td>
</tr>
<tr>
<td>Runge-Kutta (S)</td>
<td>66.72</td>
<td>68.72</td>
<td>32.68</td>
</tr>
</tbody>
</table>

In this transient the external source of neutrons is switching on instantaneously and this impacts, practically, in the same way in the power per unit area. As can be seen in Figure 10, the power per unit area varies sharply in milliseconds. It has been signed up, for example, that by code KDF1D2GIE, in 1 ms, after switching on the external source of neutrons, the power per unit area reached a value close to 65 KW/cm², which corresponds to 75% of the nominal value, equal to 87 KW/cm². Whereas, with the code KDF1D2GRK, at the same time, it reached 93% of the nominal value.

3.2.2. Accelerator Beam Interruption

In this transient the reactor is operating critically and the proton beam of the accelerator is interrupted in the instant in 1 s and after 2 s over the beam is re-connected. Figure 12 and Figure 13 illustrate the behavior of the fast and thermal neutron fluxes at the instant in 1 s, at the beginning of the ABI, and Figure 14 and Figure 15 show the fast and thermal neutron fluxes at the instant in 3 s, at the end of the ABI. Considering the instants in 1 s and 3 s, the highest percentage relative error, when comparing the KDF1D2GIE and KDF1D2GRK codes, using the Kaps-Rentrop parameters was 0.072% in the thermal flux, occurring in 3 s, while for The Shampine parameters were 0.093% in the fast flux, occurring in 1 s. Table 4 shows that the code KDF1D2GRK with the parameters of Shampine was the fastest: 45.9% in relation to the option with Kaps-Rentrop parameters and 24.7% in relation to KDF1D2GIE.
Figure 12. Reactor ADS—ABI—fast neutron flux, $t = 1$ s.

Figure 13. Reactor ADS—ABI—thermal neutron flux, $t = 1$ s.

Figure 14. Reactor ADS—ABI—fast neutron flux, $t = 3$ s.
Figure 16 shows the behavior of the power per unit area, considering a simulation with the duration of 10 s. With the interruption of the proton beam at the instant in 1 s an abrupt change in power is observed and the same occurs with the throttle drive in 3 s. It is also observed that between these instants, the power is reduced slowly due to the sub-criticality of the ADS reactor. Figures 12-15 also show the reduction in the intensity of the neutron fluxes between these instants.

3.2.3. Accelerator Beam Over-Power
In this transient the reactor is operating critically and the intensity of the proton beam of the accelerator is increased by 100% instantaneously and after 2 s over the beam has its intensity restored to the initial level. Figure 17 and Figure 18

![Figure 15. Reactor ADS—ABI—thermal neutron flux, t = 3 s.](image)

![Figure 16. Reactor ADS—ABI—evolution in time of power per unit area.](image)
Figure 17. Reactor ADS—ABO—fast neutron flux, t = 1 s.

Figure 18. Reactor ADS—ABO—thermal neutron flux, t = 1 s.

show the behavior of the fast and thermal neutron fluxes at the instant in 1 s, at the beginning of ABO, and Figure 19 and Figure 20 show the fast and thermal neutron fluxes at the instant in 3 s, at the end of ABO. Considering these instants in 1 s and 3 s, the highest percentage relative error, when comparing the KDF1D2GIE and KDF1D2GRK codes, using the Kaps-Rentrop parameters was 0.093%, in the fast flux, occurring in 1 s, while for the Shampine parameters were 0.044% in the fast and thermal fluxes, occurring in 3 s. It can be observed, as in the previous case and Table 4, that the code KDF1D2GRK with the parameters of Shampine was the fastest: 35.2% in relation to the option with the parameters of Kaps-Rentrop and 20.7% in relation to KDF1D2GIE.

The behavior of the power per unit area in the transient ABO, considering a simulation with the duration of 10 s can be verified in Figure 21. With the increase in the intensity of the proton beam of the accelerator in the instant in 1 s
**Figure 19.** Reactor ADS—ABO—fast neutron flux, $t = 3$ s.

**Figure 20.** Reactor ADS—ABO—thermal neutron flux, $t = 3$ s.

**Figure 21.** Reactor ADS—ABO—evolution in time of power per unit area.
observes a variation of power, going from 87 KW/cm² to around 170 KW/cm². With the accelerator operating at normal intensity, the ADS reactor operates at criticality and therefore, with an increase in beam intensity, the reactor starts operating on super criticality. Thus, a gradual increase in power between the instants of 1 s and 3 s can be observed. **Figures 17-20** also show the corresponding increase in neutron flux intensity between these instants.

4. Conclusions

In this work the solution of the spatial kinetics equations for ADS reactors was presented. The spatial kinetics equations were discretized in the spatial variable considering the finite difference method. In order to solve the time-dependent part, the implicit Euler method and the Runge-Kutta method were used, which were implemented in computational codes based on the Fortran language. The implicit method of Euler did not consider an automatic adjustment in the time step. While the code developed for Runge-Kutta was developed considering a truncation error monitoring scheme to automatically adjust the size in the time step. The codes were tested and validated in a well-known benchmark for one-dimensional transients. Both codes were satisfactory in the transient simulations for the ADS reactor involving fluctuations in the external neutron source, and the Runge-Kutta method using the numerical parameters of Shampine proved to be the most efficient in the processing time.

It is intended to implement the Runge-Kutta method in more complex geometries for the ADS reactors, using a three-dimensional geometry and considering a more detailed description of the spallation source. It is also relevant in the future to consider the effects of thermohydraulic feedback because it has been found that the transients of the external neutron source cause strong variations in the power of the reactor in milliseconds and this is likely to impact on the reactivity coefficients.
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