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Abstract
The recent failure of commonly accepted, inductive, econometric models to provide insights into real, macroeconomic phenomenon during economic crises has provoked a debate concerning contemporary econometric methodology. Based on the foundations laid by Haavelmo, and Hollis and Nell, an assessment of Edward J. Nell’s (1998) “unifying methodological framework” (UMF) is offered. Nell’s UMF places socioeconomic institutions and interdependencies, and technological realities as basis of analysis. Using “conceptual analysis” and “fieldwork” Nell presents an alternative to generally accepted, mainstream, econometric methodology. The purpose of this paper is to look at some examples of the way, and this can help develop useful theory and improve macroeconometric model building. Applying Nell’s UMF to unemployment, inflation, and production reveals a methodological advance that promises more realistic insights into macroeconomic phenomena than is offered by contemporary, mainstream, econometric models.
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1. Introduction
During the 1950s and 1960s leading econometricians developed large-scale and detailed models of the economies of the USA and the UK. These models worked well enough that they became accepted as aids in policy-making, in particular, as guides to understanding the likely results of policy interventions. But in the 1970s, when the world was experiencing unprecedented shocks, the models broke down (e.g. Klein, 1985) [1]. They
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failed to predict the onset of domestic and foreign exchange crises, nor did they accurately portray the effects of the oil shocks; they failed to forecast the consequences of policy responses. It appeared as though the commonly accepted methods—using inductive approaches—had failed (e.g. Nell and Errouaki, 2013; Vercelli, 1991) [2][3].

In more contemporary terms, Spanos (2012, p. 3) has argued that the economists participating in the debate during the more recent global financial crises that began in 2008 were suggesting different economic policies on how to deal with the dangerous and eminent collapse of the world’s monetary system and the looming global recession that invariably invoked causal knowledge between key policy variables [4]. Indeed, the recent financial crisis has sparked a debate about the limitations of the inherently stable micro-founded models that are currently dominating modern macroeconometric research and that are used as analytical tools by many central banks. A renewed interest in the examination of the foundations of macroeconometric methodology of model building is evident in the context of the debate around the financial crisis (e.g., Akerlof and Shiller, 2009; Fair, 2012) [5][6].

The recent financial crisis has also led to a debate about the limitations of current macroeconomic models. Some will claim that it is time to reconsider our perception of ‘macroeconomics and reality’ (Nell and Semmler, 2009; Stiglitz, 2011) [7][8]. What lies behind such a confusing state of affairs? Were the theories wrong? Were the methods inadequate? What should econometricians have done differently?

To address these questions, economists would make confident assertions, proposing explanations and predictions that were often at odds with equally confident assertions from other economists. The most concerning result of these debates is that most economists seem unconcerned by the fact that their predictions are rarely borne out by the real economy.

A great deal of work in macroeconomics and macroeconometrics has gone down an unpromising road (Malinvaud, 1988, 1998; Fair, 2004) [9][11]. Haavelmo and Klein among others have always insisted on a good theoretical basis for equation specification, a basis that has to be in close correspondence with reality. Haavelmo (1997, p. 15) argued that econometrics can be useful, but he insisted that the possibility of extracting information from observations of the world we live in depends on good economic theory [12]. Klein (1987, p. 416) was in full agreement with Haavelmo regarding the importance of theoretical basis for equation specification [13]. However, as Hendry (2004, pp. 759-760) [14] puts it, “that still leaves open the crucial question as to which economic theory”.

Nell (1998, 2004) proposed a new vision that puts methodological institutionalism in place of methodological individualism [15][16]. Hollis and Nell (1975) exposed and explained the methodological deficiencies of modern econometrics before they had become widely realized [17]. Moreover, Hollis and Nell’s framework, and Nell [15][16], suggested a way of fixing the problems. Nell and Errouaki (2013) have argued that neo-Classical economic theory provided the ontological basis (the rational individual) and the corresponding individualistic methodology of the modern econometrics that has come to replace the Haavelmo (1944)-Cowles Project [18]. The result is that neo-Classical-based econometrics fails to develop any insight into deep structures—it interprets whatever it sees as individuals choosing with some degree of (perhaps bounded) rationality. It simply relates observables to one another, putting choices and actions together into equilibrium patterns.

Nell’s unifying methodological framework1 offers a new approach, an ontological turn that ensures that socio-economic reality, understood through fieldwork, will be what defines the terms of the model, and not the other way around. The main thesis of this paper is that macroeconometric methodology of model building must be informed by theory, but the theory cannot be abstract and axiomatic. On the contrary, it must rest on conceptual analysis and fieldwork.

The purpose of this paper is to look at some examples of the way; this can help develop useful theory and improve macroeconometric model building. The focus will be on unemployment and inflation, two highly charged, politically sensitive issues, but ones where nearly everyone has some relevant, direct experience. Then the modeling of production functions will be discussed. It is hoped that this discussion has significant implications for the long standing debate over the scientific foundations of structural econometrics and macroeconomic policy based on economic realities rather than theoretical presumptions.

2. Nell’s Unifying Methodological Framework

Nell’s UMF proposes a self-replacing system—a socioeconomic system—that acts as a data-generating me-
chanism. On this basis, Nell (1998, 2004) proposes “methodological institutionalism” as an alternative to methodological individualism, contending that there are law-like relations to be discovered in the economy, though they are not the same as the law-like relations in the physical sciences [15][16]. The Keynesian concept of “uncertainty” should be seriously considered; there are some variables and some relationships that exist and are important, but which are inherently liable to shift unpredictably. We can identify and estimate them temporarily—and unreliably—but we cannot capture them once and for all. Their nature reflects our abilities to innovate and to change our minds, and this cannot be fully accounted for in a model.

Nell’s UMF reflects Haavelmo’s (1944, 1958, 1997) econometric thinking and it is superior to that advocated by pragmatism, which cannot give a coherent account of theoretical concepts, especially in relation to empirical work, and by contrast leads, to use Nell’s expression, to “armchair empirical work” [12][18][19].

However, fieldwork may be directed toward economic structure or towards behaviour. Indeed, the idea of fieldwork is discussed implicitly and eloquently by Haavelmo (1958, pp. 355-357) in his Presidential address to the Econometric Society [19]:

It is probably fair to say that the interest of econometricians in the field of pure economic theory has been more in the direction of the “repair work” that I spoke of, rather than an interest in the fundamental economic ideas themselves.

The idea of bringing econometric thinking into theory at an early stage is not merely that of being able to throw out theoretical schemes which are unrealistic in a narrow sense. We must learn to think of facts to be explained in a broader sense, as things that could be facts even if they are not at present.

Klein (1987) and Johnston (1984) support fieldwork and they want it integrated with other sources of information—that is, they want it subjected to conceptual analysis [13][21]. Johnston (1984, p. 500) in a study of cost—output relationships in coal mining, “felt it useful to don a safety helmet and work his way through the narrow and twisting seams of a Lancashire coal field in order to see at firsthand the nature of the production process before sitting down to pursue the statistics at the regional headquarters of the National Coal Board” [21]. Johnston used fieldwork to understand the mining sector. He studied it in its own terms, and then translating those terms into the observer’s language.

Nell (1998) argues that economic theory should try to explain the causal mechanisms that generate observed economic phenomenon. The goal of Keynes’s General Theory was to provide a historically founded and institutionally specific macroeconomic explanation for the phenomenon of unemployment in the interwar period to devise appropriate policy solutions. Keynes (1936, p. 276) wrote: “A scientific theory cannot require the facts to conform to its own assumptions” [22]. Keynes (1973, CW XIV, pp. 296-297) explicitly rejects the deductive approach in which the basic assumptions are axioms that are true a priori [23].

Like Keynes, Nell argues that capitalism is constantly changing so that the economic theorist has to keep abreast of new historical developments because these might present a break with the past, thus making part of the prevailing theoretical wisdom obsolete. Nell’s approach to macroeconomic model building is in fact an attempt to follow Keynes’s lead in creating such a historical macroeconomics.

Nell proposes that conceptual analysis, fieldwork, and model-building, interact and constitute the backbone of his UMF. Each element can help to extend and develop the others. No single criterion governs all. Each draws on precepts and practical maxims peculiar to itself, but each provides assistance to the others, and in some measure each is necessary to the others.

2.1. Conceptual Analysis

Nell (1998) argued that conceptual analysis can provide guidance in adapting these general points to particular cases through empirical fieldwork (not library studies) [15]. As a consequence, conceptual analysis of fieldwork can then put together the real patterns of behaviour and motivation, in the context of the available and actually operating technology-ways of working, making and doing things. Such conceptual analysis may be concerned with deconstruction, a literary analysis taking apart the reported picture, discovering concealed meanings and hidden agendas, both on the part of observers and the observed. The resulting view of the economy gives rise to an account of value, competition, and markets that differs from the mainstream. It supports the view that history
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cannot be properly studied by equilibrium methods, and that economic analysis is likely to be different in different historical eras.

The isolated individual cannot be the basis for economic analysis. More generally, human life is built around social relations; economics, in particular, depends on property, for exchange is the exchange of ownership rights. Rights, in turn, depend on contracts—i.e., promises that give rise to obligations. But that depends on authority; contracts must be enforced, which requires judgements and settlements of disputes. Hence there must be rules and institutions. Agents in turn interact with the world; they are able to affect and alter material objects in various ways—which is production. How they do this is the province of technology. Thus the economic activity of agents rests on two foundations: their relations with each other—institution and their relations with the material world—and in particular, technology.

The activities of investing and producing require engineering skills, based on technology, which sums up the various ways agents can affect the material world and bend it to their purposes. In doing so, agents, being themselves material objects, must also alter themselves and their relationships. Technology is not simply a set of ways agents can affect the world; to affect the world agents must also alter themselves and their institutions.

Technology ultimately rests on principles elaborated by physics and chemistry, just as institutions reflect the limits and possibilities implied by biology. Ultimately is important to recognize that neither physics nor biology determine any economic relationships. But the portrayal of economic relationships must be consistent with the basic principles of each. Conceptual truths in economics, then, trace the general forms of the relationships holding between economic agents, on the one hand, that is economic institutions such as firms and households, and between agents and the material world—i.e., technology, bearing in mind that agents themselves are part of the material world.

2.2. Fieldwork Approach

Fieldwork is scholarly work that requires first-hand observation, recording or documenting what one sees and hears in a particular setting. It has long been regarded as the mainstay in anthropological research. The principle here is that to understand, and sometimes even to discover the truth, it is necessary to investigate the world, and, perhaps, to investigate investigating.

The purpose here is to move from the very general level to the study of a particular society and economy. This leap cannot be made by collecting some statistics and trying to fill in the general categories developed by conceptual analysis. First, the general categories have to be adapted to the particular case. This has been done by the people of the particular society themselves. We, the observers, have to discover how this adaptation has taken place, in the history and development of the society. This requires what anthropologists call fieldwork.

The first generation of anthropologists, studying mostly people under colonial rule, had tended to rely on locally based missionaries and colonial administrators to collect ethnographic information, often guided by questionnaires that were issued by theorists from “back home”. In the late, nineteenth-century, important ethnographic expeditions were organized, often by museums. As reports came in, academics would set out the findings in comparative frameworks to illustrate the course of evolutionary development or to trace local historical relationships. Contemporary ethnography is based almost entirely on fieldwork and requires the complete immersion of the anthropologist in the culture and everyday life of the people who are the subject of study. A relevant contemporary example of economic fieldwork is Ho’s (2009) on Wall Street [25].

A fieldworker spends a great deal of time observing people. As Thomas (2004, p. 150) has reminded us, social scientists are privileged in being able to ask direct questions of the objects they study. Physicists are not able to interview their atoms; if they could, would they be able to remove some of Heisenberg’s uncertainty? [26].

Mintzberg (1973) played a crucial role in the popularization of fieldwork in management [27]. This pioneering work established his reputation worldwide as a major figure in the field of management and ethnography of
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3 Malinowski (1922) is credited as being the most important figure in the development of the modern fieldwork tradition, through his study of the Trobriand Islanders of New Guinea [24].

4 Ho looked into the everyday experiences and ideologies of Wall Street investment bankers, the everyday world of investment banking before the crisis. She describes how a financially dominant but highly unstable market system is understood, justified and produced through the restructuring of corporations and the larger economy. She delves into the roots of excessive risk-taking. She worked at an investment bank and shows that bankers’ approaches to financial markets and corporate America are inseparable from the structures and strategies of their workplaces; their mission is the creation of shareholder value, but their practices and assumptions often produce crises instead [25].
organizations. Mintzberg adopted a method that had hardly ever been used in management research: direct and structured observation (i.e., fieldwork). This method requires the researcher to follow the steps of each of the general managers no matter what activity they are doing. He must carefully note the slightest action, recording the amounts of time spent on each and entering all the data on a grid, which is later to be used to do breakdowns and calculations, make comparisons, and so forth. With the arrival of Mintzberg, the question was no longer what must or should be done, but what a manager actually does during the day. Mintzberg discoveries and deductions appeared to be a veritable revolution.

Fieldwork means finding out what people actually do, how they actually think and behave, and what they mean when they say something. Fieldwork has not been widely discussed or widely employed in economics, but it has been there right from the beginning. Adam Smith visited a pin factory, and observed it closely. This led him to explain how the division of labour worked. In general, however, economists have not done much fieldwork. Without fieldwork, our numbers and therefore our statistics will give us a distorted picture of the world.

Without fieldwork, we cannot know the operating rules in our economic institutions, or the true motivations of agents. A different but even more extreme case is provided by’s Lucas’s (in) famous claim that “involuntary unemployment is not a factor phenomenon which it is the task of theorists to explain. It is a theoretical construct which Keynes introduced in the hope that it would be helpful in discovering a correct explanation for a genuine phenomenon: large-scale fluctuations in measured, total employment” (Lucas, 1987, p. 354). Even minimal fieldwork will establish that “involuntary unemployment”, in the normal sense of the term, is a fact, and, moreover, one in need of explanation. Further (historical) fieldwork will show that the character of employment in leading industrial countries changed from before 1914 to after 1945. The legal, regulatory and institutional arrangements changed.

If economists were to undertake fieldwork it could take two basic forms. One can give us a carefully drawn picture of institutions and practices that it apply to all activities of a certain kind in a particular society or social setting, specifically focused on that society or setting. Although institutions and practices are intangible, such a picture will be objective, a matter of fact, independent of the state of mind of the particular agents reported on. Another form can come from better understanding, through observation, the state of mind of economic agents— their true motivations, their beliefs, state of knowledge, expectations, their preferences and values. The results of this research will also be matters of fact, but they will be records of the subjective states of the agents reported on—their feelings, attitudes, beliefs, preferences and values. Fieldwork is reporting, but it is at the same time an exceptionally sophisticated reporting because it requires the observer to penetrate the disguises of key roles in society and the economy. This requires careful judgement, since the mask will usually display a partial truth.

3. Examples of Fieldwork and Conceptual Analysis

In economics, conceptual analysis of fieldwork can pull together the real patterns of behaviour and motivation, in the context of the available and actually operating technology, ways of working, making and doing things. Such conceptual analysis may be concerned with “deconstruction”, a literary analysis taking apart the reported picture, discovering concealed meanings and hidden agendas, both on the part of the observers and the observed. An important part of this will be uncovering the presuppositions of the concepts and activities reported by fieldwork. Or the programme of economics may accept the picture, and set out to construct models that will show how the system works in various ways, including how it may fail to work and break down.

We cannot expect a theory to leap out of the statistics on its own. We have to interact with the world to understand it, and we have to bring to bear all the methods of investigating we can (e.g., Haavelmo, 1958). This requires looking at the economy with open eyes, gathering interview data, carrying out practical activities (shopping, banking, applying for jobs, going to work) and then thinking about what we have found. When we use statistics we have to reflect on exactly what they mean—what do these numbers represent, in reality?

If adequate fieldwork has not been done, no one will know what the numbers mean. Fieldwork will give us...
the concepts, but then the concepts have to be fitted into a realistic structure—a structure that must, however, be more precise, more realistic and, in many respects, more complex than any heretofore available. In formulating its abstract quantitative notions and concepts, theory must be inspired and guided by the techniques of observation in the field. Indeed, Haavelmo (1958, 1997), Johnston (1984), Klein (1987), Nell (1998, 2004) and Nell and Errouaki (2013) have warned us that “armchair empiricism” will not do the job [1] [2] [12] [15] [16] [19] [21].

It is worth considering three examples of the way this approach to economic investigations can help develop useful theory and improve econometric model building. The first two examples are unemployment and inflation—two highly charged, politically sensitive issues that nearly everyone has some relevant direct experience with. The third example will consider the nature of production.

3.1. Unemployment and Inflation: Some Implications of Fieldwork

Fieldwork is serious investigative work; it is a kind of detective work to find out what people are really thinking and really doing. Fieldwork calls for looking at budgets and accounts, checking statistics, studying court records, government documents, contracts, administrative rules, normal procedures, and what people believe to be the norms and traditions of society. It requires talking to people to find out how they understand and interpret the everyday activities of their lives—what do their actions mean, what does the collected data mean? This must be done with a scientific attitude, not with the aim of reaching a pre-ordained result. Every effort has to be made to control bias and lay bare unconscious presuppositions—points better understood by anthropologists than economists. The result should offer a rough picture of how things work.

Does unemployment reflect aggregate demand, or does Say’s Law hold? Is there “involuntary unemployment”? The Keynesian idea is that unemployment exists because firms will not hire labour that is available and willing to work at an acceptable wage, because the goods and services they would produce could not be sold in current markets. There is a “shortage of demand” in relation to available capacity and labour, and because of it workers are unemployed involuntarily. However, given investment, government spending, and interest rates, consumption may be such that this shortage of demand will be associated with a steady-state, equilibrium—i.e., there are no forces operating to correct the shortage of demand. Interest rates may be under no pressure to fall, investment will not rise in the face of underutilized capacity and, in the absence of active policy, government spending will be steady. With unemployment and hard times, households are likely to cut back, so, if anything, consumption will tend to drift down.

Mainstream economics, however, argues that there cannot be any such thing as “involuntary unemployment” at equilibrium. It is a consequence of the “theorem of the alternative” that if the product market is in equilibrium, then, if a factor has a positive price, it must be fully utilized. So, in equilibrium there cannot be unemployed labour.

The mathematical point is correct, of course; but it certainly does not prove that there is no involuntary unemployment. It could be taken to mean, for example, that markets are generally or commonly in disequilibrium, but lack strong corrective forces. What appears to be unemployment is due to extended job search, or to unanticipated fluctuations in productivity. Many economists subscribe to such views without realizing the damaging implications. The mainstream theoretical concept of equilibrium rests on too many far-fetched assumptions to be a reflection of the observable economy.

The mathematical point could be taken to suggest a more radical suggestion that values are not determined by scarcity; that is to say, prices do not result from the equilibrating interaction of relationships that depend on maximizing subject to constraints. This may sound shocking to some (but it has the support of Maurice Allais (1997, p. 7) [32]), yet the commitment to scarcity thinking and optimizing sustains the widespread belief among economists that most unemployment is voluntary; this idea has never been held widely among any other groups. Indeed, to deny the reality of unemployment (and its costs to families) may be considered a sign of ignorance of how the world actually works; it certainly suggests that fieldwork has not been done.

Now consider the causes and nature of inflation. Many claim that inflation is caused by excess demand driving up prices and/or wages. Others consider inflation to be a collapse in the value of money resulting from an excessive supply of money. Finally, observers of households and industry argue that inflation—persistently rising prices—is due to rising costs of business and/or rising costs of living. Again, the idea that inflation is due to excessive issuance of money is probably more common among economists than in the general public. Most people know that costs and demand have something to do with inflation.
These views—that there is no involuntary unemployment, that the driving force behind inflation is chiefly issuing too much money—cannot be sustained in the face of serious fieldwork. It is true that under the conditions of the craft economy (i.e., an economy dominated by family firms and family farms, not industrial mass production) both views were reasonable—not exactly Say’s Law, but there was a weakly stabilizing price mechanism (flexible prices and inflexible employment), where excessive issues of money, lowering interest and stimulating spending, might well drive up prices in the short run. Today, in parts of the developing world, the conditions of the craft economy can still be found. So there is some justification for the fact that these ideas are still widespread. Many economists doubt that there is a single principal explanation for unemployment or inflation; instead, we should expect multiple causes, so Say’s Law and monetarist explanations could play a role. On this view, the important job would be to assess the respective contributions of these and other possibilities through fieldwork. However, fieldwork would very likely rule out the generally held positions when it comes to advanced, industrial, mass production economies.

3.1.1. Fieldwork and Explaining Unemployment
Keynesians argue that fluctuations in aggregate demand are endemic (and do not necessarily indicate a disequilibrium), and that, in the modern world, business adapts to these fluctuations by adjusting employment. In the nineteenth century, fluctuations in demand led chiefly to changes in prices, followed only later by smaller changes in employment (Marshall and Marshall, 1879) [33]. Employment is chiefly determined by what happens in the product market. Traditional theory asserts Say’s Law, that once the supply side of the economy is properly specified, it will automatically generate the appropriate level of demand. Fluctuations in final demand are not the cause of variations in employment. On the contrary, according to the “real business cycle” approach, variations in employment reflect short-term variations in productivity, usually not matched by appropriate wage adjustment. In this view, of course, employment is determined chiefly in the labour market, rather than responding to the demand for goods and services.

To begin, consider the question of whether some, or most, unemployment is “voluntary” or “involuntary”, where the latter means that the worker would be willing to take a job even at a level of pay below the current market rate. This calls for interviews with the unemployed themselves, collecting not only statements, but their stories, then interviewing their previous employers, employment agencies and prospective employers, to discover why employers have downsized or laid off workers and what would make them willing to start hiring again. The results, of course, would show that many unemployed workers are willing to work at or below prevailing wages, have spent time and effort looking for a job, and can’t find one because business hiring is slow. We know this from Keynesian macroeconomics, obviously; the point is that it can be confirmed by a completely independent body of evidence gathered by fieldwork. Furthermore, most of us know it as part of “common knowledge”—we know people who were laid off and who had a terrible time finding another job. We know businesses that have had to lay off workers, an action both sides would have preferred to avoid.

In the same way, we know from ordinary macroeconomics that declining sales, due to declining aggregate demand, causes businesses to lay off workers. Demand does not always stay at the level of full employment; it fluctuates and this causes changes in employment, layoffs in bad times, extra hiring in booms. Again, interviews with managers, checking personnel records, and interviews with union officials will confirm this. Moreover, most of us from personal experience know of a shop or business that has had to shut down or lay off employees because of sagging sales. The alternative explanation offered by “real business cycle” theorists, that employment and output levels fluctuate because of technology and productivity “shocks”, will not fit with what personnel managers say, nor will it accord with what the engineers say. Layoffs may increase but the actual technology has not changed.

3.1.2. Fieldwork and Explaining Inflation
Mainstream economics has not done a good job with inflation. In general, it has done a poor job of integrating the monetary side of the economy with the real side. The problems of the large econometric models in the 1970s were less in estimating than in specifying relationships and model structure, particularly the relationships between the real and the financial aspects of the economy—very closely related to the reliable/volatile distinction. This was particularly true of production; fixed coefficient models held up well, but neo-Classical marginal productivity models turned out to be deeply flawed—they purported to estimate production, but actually captured cost identities (see below). Yet the estimations of many particular relationships often proved sound; parts of the
models held up throughout. These were the reliable functions—household consumption spending on various categories of goods and services, labour productivity in the different sectors, import propensities, multiplier relationships—all these generally came through well (Hendry, 1995, p. 100) [34]. In these functions the “targets” are well defined, we know what the process is aiming at or trying to achieve—so there are good reasons to expect certain mean values. And the forces or pressures that bring about “misses” are also well understood; we know what gets in the way of achieving the targets, or causes deviations.

But monetary and financial relationships did not fare so well. Investment and interest rates proved troublesome, and the stock market elusive; but inflation was the “killer”. The big models tended to get it seriously wrong. For the models were built around the Phillips Curve, or the NAIRU (non-accelerating inflation rate of unemployment), which made it difficult to accommodate the simultaneous development of unemployment and inflation-stagflation.

This should not have been such a surprise. The Phillips Curve is not robust econometrically; it does not test well and indeed, Wulwick (2001) has argued in detail that the original version would not pass elementary methodological scrutiny today [35]. Many different versions have been estimated, and the results are not generally compatible. Neither the reasons for target levels nor the forces causing deviations have been clearly specified and well-defined.

The original version rested on the view that all inflation is demand-driven; lower unemployment reflects a spending boom that puts greater pressure on markets, so prices/wages tend to be driven up. The cost of lower unemployment is higher prices. Early Keynesian thinking considered this reasonable, even though the evidence was not very strong. Moreover, it was not clear that this established a relationship between changes in demand (unemployment) and inflation. The change in demand and employment might be permanent, but the corresponding change in prices might be one-for-all, the consequence of adjusting to a higher level of capacity utilization.

Critics like Friedman and Phelps shifted from Keynesian to pre-Keynesian thinking, and argued that causality ran from inflation to unemployment, through the labour market, and further that the trade-off was only valid for the short run. Instead of arguing that lower unemployment means higher demand pressure, bringing about inflation, the critics contended that higher inflation (caused by increases in the money supply) leads to temporarily lower real wages, leading business to hire more labour. But money illusion is only temporary; labour will soon realize that real wages have been lowered and will demand higher money wages, perpetuating the inflation, but leading unemployment to rise once again to its natural level. So reducing unemployment markedly by policy must lead to a permanent rise in inflation; but the unemployment rate would not remain permanently lower. It would rise again, to a “natural” rate. In the same way, if it were too high, it would eventually fall to the “natural” rate. At this unemployment rate, however, there would be no tendency for the inflation rate to either increase or decrease. This rate of unemployment was christened the “NAIRU”.

This entire line of argument is defective: it has two flaws, each of them fatal. First, it assumes that changes in the money supply, controlled by the Federal Reserve (in the USA), will move nominal aggregate demand more or less in the same proportion. Careful study of how the Fed actually works shows that the Fed does not have that degree of control over money (Moore, 1988; Nell and Forstater, 2003; Nell and Bell, 2003; Wray, 2003) [36]-[39]; and money does not govern nominal demand (even the correlations are unreliable, and critics contend that Monetarist causality has never been adequately explained (Robinson, 1980; Nell, 1998) [15] [40]. Second, it is based on the neo- Classical picture of the labour market. Fieldwork should tell us that over most of a modern economy “marginal products” in the required sense cannot be identified—i.e., outputs cannot be identified and attributed in the required manner. Moreover, marginal costs are constant or falling; employment is adjusted to sales or to inventories. The neo-Classical negatively-sloped demand curve for labour simply does not exist. Conceptual analysis then says that the model of the economy must show employment being determined by the level of demand in the product market in conjunction with the output function. These relationships are measurable. The neo-Classical labour market is conceptually defective.

Instead of a Phillips curve or a NAIRU consider a wage-price spiral (Nell, 1998) [15]. There are two relationships here (Flaschel et al., 2008, ch 3) [41]. The first shows the ability of workers, unions and households to push up wages in response to a rise in the cost of living. If the cost of living goes up by x% in period 0, the wage will be driven up by ax% in period 1, where a > or = 0.

\[ (dw/w)_1 = a(d\pi/\pi)_0 \]
where \( w \) is the money wage and \( \pi \) is the level of prices.

The second equation shows the response of business to a rise in labour costs. If wages rise by \( x\% \) in period 0, then business will impose a price increase of \( bx\% \) in period 1.

\[
\left( \frac{d\pi}{\pi} \right)_1 = b\left( \frac{dw}{w} \right)_0
\]

So

\[
\left( \frac{dw}{w} \right)_1 = ab\left( \frac{dw}{w} \right)_1
\]

And

\[
\left( \frac{d\pi}{\pi} \right)_1 = ab\left( \frac{d\pi}{\pi} \right)_1
\]

(Example, \( a = 2/3, b = 3/2 \). Steady inflation, but every period the real wage falls.)

When \( ab = 1 \), the system exhibits steady inflation, when \( ab < 1 \), inflation converges, and with \( ab > 1 \) inflation is explosive. Each of these relationships is solidly grounded in institutional practice. Businesses have to defend their profits, and households their standard of living; in each case an uncompensated rise in costs will create difficulties in meeting obligations. Each therefore will seek to pass along the rise in costs. But their potential success in doing so, indicated by coefficients \( a \) and \( b \), cannot be assumed a priori, but must be examined case by case.

The effects of this can be seen by looking at the accounting identity,

\[
Y = \left( \frac{w}{\pi} \right) N + rK
\]

When differentiated this gives us

\[
d\rho = \frac{wN}{K\pi}[d\pi/\pi - dw/w]
\]

The rate of profit increases or decreases according to whether price inflation is greater or less than money wage inflation. The impact of inflation is on distribution, as in Kaldor’s approach, and can therefore be expected to generate feedback effects on aggregate demand.

Notice that we are here modelling both money wages and prices on the basis of normal costs, costs of living for households, and costs of producing for firms. Each is assumed to try to pass along any increases in such costs. The equations shown here simply model the basic idea; by contrast, fieldwork suggests that the equations to actually estimate the inflationary process should contain additional terms for technological change, for feedback effects from changes in distribution and from changes in inflationary expectations (Rose effects and Mundell effects).

A more problematical issue concerns whether the two equations could also be written as reflecting demand pressures, rather than costs. The wage equation would then show the money wage rising with demand pressures as these caused deviations from the normal level of unemployment (NAIRU), and the price equation would show prices rising with the deviation from the normal level of capacity utilization (Flaschel, et al., 2008, ch 3, esp. 3.2) [41]. But I think the wage-price spiral is largely a cost-driven spiral; the chief effect of demand on inflation comes through driving up the demand sensitive prices of primary products. When this does not happen, even very strong demand pressures do not generate much inflation, vide the late 1990s in the USA. (Of course, this is an empirical identification problem.)

In contrast to either version of the wage-price spiral, the monetarist story rests on an assumed “demand for labour” curve, derived from an assumed production function with diminishing marginal products. These concepts have no grounding in contracts, and both appear to be inconsistent with mass production technology. The supposed reaction of business to inflation—hiring more workers—rests on this labour demand curve; we have argued that no such curve exists. Furthermore, the decisions to hire, offer labor, and produce are typically made on the basis of assumed “mistakes” about the level of the real wage by one or another party. In the short run these mistakes supposedly generate a Phillips curve, but the system eventually returns to its natural position, where the long-term real wage is given by the marginal product at the natural rate of unemployment. In our view, neither the Phillips curve nor the “natural rate” exist.

What are the benefits of our suggested approach (bearing in mind that it’s not so simple the equations to be estimated in an actual study will contain a number of additional terms)?

1) A wage-price spiral model can accommodate stagflation easily; when price inflation is greater than wage inflation, the real wage falls from period to period; this reduces consumption spending, and aggregate demand falls, so unemployment rises, bringing a tendency to stagnation if anything, this would weaken the ability of la-
bour and households to pass on the cost of living. But while this might weaken wage inflation, it would not necessarily weaken the ability of firms to pass along increases in costs. Hence we have stagflation.

2) We can generate an explanation for the apparent success of the Phillips curve. Consider a case of inflation triggered by an external shock, say an increase in oil price. But in this case assume that unions are strong and firms relatively weak in their ability to pass on cost increases. So wage inflation will be greater than price inflation, and this will lead the real wage to rise, stimulating consumption, with the result that aggregate demand increases; so unemployment will fall as inflation progresses. Inflationary expectations will develop, which will also encourage demand. The faster the inflation, the stronger the demand stimulus, so inflation not only leads to a rise in employment; accelerating inflation leads to faster increases in employment. In short, we have an inverse relation between unemployment and inflation. This looks like a Phillips curve, but it is not one. Both of these “pass-along” relationships depend on there being a broadly positive relation between real wages and employment, running through the effect of real wages on consumption spending, and impacting aggregate demand through multiplier re-spending. By contrast, mainstream theory operates with a labour market based on supply and demand curves, according to which real wages are inversely related to employment and output. This, in turn results from the assumption that there is a “well-behaved” aggregate production function—which brings us to another controversy! But this time the issue is not so much facts about how the world works—at first glance empirical studies appear to support the production function. Instead we face a conceptual tangle that has to be unraveled.

3.2. Example of Conceptual Analysis: Production Functions

Production functions are fundamental to conventional theory; prices, for example, are supposedly set in the light of variations in marginal costs, and real wages are thought to reflect variations in marginal productivity. Marginal productivity, in turn, together with factor supplies, supposedly determines the relative shares of labour and capital, and in competitive conditions, their prices (rates of return). But when it comes to facing facts, the neoclassical story looks like a fairytale. Evidence from interviews, together with observation of business practices, suggests that prices are set by reference to the development of markets, the possible or actual actions of competitors, and to cover normal costs. But marginal costs do not generally play a role. As for real wages, physical marginal productivity is either impossible to measure (think of white-collar work, or service industries), or appears as a matter of fact to be constant over a wide range, so cannot play much of a role. Even worse, marginal products are often inferred from cost data. Mainstream economists simply assume that there are marginal products; they exist, although we may have difficulty in measuring them. But do they? What, exactly, does it mean to say that the marginal product of labor in a certain industry or service exists?

To claim this, it must be assumed that the processes of production in a modern economy (including mass production and high-tech industries) can be modeled by a continuous production function with positive first and negative second derivatives that is, showing diminishing returns. Theory requires that different points on the function represent different technologies, the consequences of substitution. Varying intensity of use of given plant and equipment—output changing with the level of employment—does not generate points on the theoretical function, as Hicks (1932, p. 20) pointed out [42]. But this is what we get from empirical data. Moreover, studies of costs in mass production economies tend to show that costs are either constant over a large range, or that they tend to show economies of scale and fall. Evidence goes back to the Oxford Studies of the 1930s and has been confirmed over and over again (Hall and Hitch, 1933; Andrews, 1949; Gordon, 1983; Lavoie, 1992) [43]-[46]. This indicates that it would be more accurate to assume constant or increasing returns. Increasing returns are frequently found in network systems, which are widespread in high technology firms.

Nevertheless, the economics profession appears to be wedded to neo-Classical production functions with diminishing returns, generating downward sloping demand curves for labour, and rising marginal cost curves for firms. Why such support for a fairytale? One reason is that it appears to be easy to “estimate” such functions empirically, using simple regression techniques, and that the functions so estimated seem to have a good fit, and to be statistically significant. This is a good example of what is wrong with a great deal of mainstream econometrics. When looked at carefully, what is actually being measured seems to be quite different from what the in-
vestigators think they are estimating. The evidence actually matches a linear cost function, and is mistakenly used to estimate a constant returns production function. Felipe and Adams (2005, p. 430) re-examined Douglas’s initial calculations, using his data set and conclude that all the aggregate Cobb-Douglas function regression captures is the path of the value added accounting identity according to which value added equals the sum of the wage bill plus total profits [49]. The Cobb-Douglas form is simply derived as an algebraic transformation of the identity.

This critique goes back to Phelps Brown (1957) [50], but was developed more fully by Simon (Simon and Levy, 1963; Simon 1979) [51] [52], and later, by Shaikh (1974, 1980) [53] [54]. Essentially, if shares of wages and profits are constant, the estimation will almost always “work”; that is, a Cobb-Douglas can be fitted and the elasticities will measure relative shares. Examples have been given using data sets in which there is no marginal variation, or which have been generated by completely different processes (e.g. dots spelling out the letters of the word HUMBUG), yet with constant shares, production functions can be fitted, and generally seem to have all the desirable properties. (The procedure will also work for the CES (constant elasticity of supply) and other functional forms, though perhaps not quite as well).

The basic point can be stated simply: differentiate the income identity with respect to time:

\[ Y = wN + rK \]

where \( w = w/\pi \) the real wage. Then

\[ dY/dY = [wN/Y]dw/w + [rK/Y]dr/r + [wN/Y]dN/N + [rK/Y]dK/K \]

Let \( \alpha = rK/Y \) be capital’s share, so that \((1 - \alpha)\) is labour’s share. Then we have

\[ dY/Y - \alpha [dK/K] - (1-\alpha)dN/N = \alpha (dr/r) + (1-\alpha)(dw/w) \]

Two empirical assumptions, both more or less stylized facts, come into play at this stage. The first is that shares are constant, and the second is that wages grow at a steady rate while the rate of profit stays constant (features of the Victorian equilibrium). (All that is necessary is that the weighted average be constant). Then the RHS above will be a constant, call it \( \lambda \), and we have

\[ dY/Y = \lambda + \alpha [dK/K] + (1-\alpha) dN/N \]

which can be integrated into a Cobb-Douglas (see Temple, 2006) [48].

Note that \( \lambda \), the weighted average of wage and profit growth, may be a function of time, which is usually interpreted as technical progress. We have assumed it to be constant here, but if there is a time trend, a functional form will have to be specified. If the form chosen is incorrect, this will undermine the estimation[10]. But a good or “correct” choice (a non-linear form or “adjustments” to the capital stock) will capture the variation in \( \lambda \) and improve the fit of the “production function” (Felipe and McCombie, 2005, pp. 473-474) [55].

Interestingly, constant shares are not necessary if the estimation is being made with wage and profit data, as Laibman and Nell (1977) pointed out [56]. An estimation made from cost data could provide an apparent fit if the data were derived from fluctuations in wages and profits arising from a wage-price inflationary spiral, of the kind we have just examined. In such a spiral the data will fulfill a condition that appears to imply that the rate of profit equals the marginal product of capital. From the well-behaved neo-Classical production function we can derive an expression for the wage-profit trade-off condition:

\[ dw/dr = -K/N \]

This is derived as follows. Start with:

\[ Y = Y(K, N) \Rightarrow y = y(k) \]

From Euler’s condition

\[ w = y(k) - ky'(k) \text{ and } r = y'(k) \]

Then

\[ dw = y'dk - ky^*dk - y^'dk = -ky^*dk \text{, and } dr = y^*dk \]

[10]As in the case of Solow’s reply to the original Humbug paper; he used a linear time trend that would have invalidated his own original 1957 estimates (Felipe and McCombie, 2005, p. 482; Shaikh, 1980). See [55] and [54].
So
\[ \frac{dw}{dr} = -k; \text{ that is, } \frac{dr}{dw} = -\frac{N}{K} \]

This is a feature of a constant returns to scale production function, and is basic to marginal productivity theory, since it is necessary if paying factors their marginal products is always to add up to output.

But this relationship also characterizes the income identity, since
\[ Y = \left( \frac{w}{\pi} \right) N + rK \]

which, when put in per capita form, differentiated and rearranged, gives
\[ dy = kdr + rdk + dw \]

and this implies that the rate of profit equals the marginal product of capital,
\[ r = \frac{dy}{dk}, \text{ if and only if } \frac{dw}{dr} = -k, \text{ that is } -\frac{K}{N} \]

However, going back to the accounting identity, breaking the real wage into the money wage and the price level, and differentiating, we can derive
\[ dr = \frac{wN}{K\pi}[d\pi/\pi - dw/w] \]

The change in \( r \) depends on the difference between the rates of price and wage inflation, the central issue in our model of the wage-price spiral. Re-arranging and recalling the expression for the differential of a ratio,
\[ \frac{dr}{d\left( \frac{w}{\pi} \right)} = -\frac{N}{K} \]

This can be rewritten as
\[ Nd\left( \frac{w}{\pi} \right) = -Kdr \]

This means that value is conserved when wages decline and profit increases, or vice versa; a change in the distribution of income does not alter the amount of the income being distributed. Arguably this is an essential property of a capitalist economy; and, since it follows directly from Euler’s Theorem, it is an essential property of the neo-Classical production function. Yet data generated by Keynesian inflation—a wage-price spiral—will also exhibit value conservation! That is, the data so generated will meet this same condition, and therefore will “fit” a production function, even though there may have been little or no actual variation in output, and no marginal products exist.

This misidentification has appeared over and over again, in the best places, usually without the problem even being recognized. It begins to look something like an intellectual scandal—but unfortunately, it is not the only case of misidentification due to an uncritical assumption that standard theory must be correct.

4. Conclusions: Summing up and Moving on

Nell’s UMF is an attempt to further develop Nell’s arguments so as to illuminate the importance of certain elements of the foundations of macroeconomic methodology. Nell’s UMF rests on methodological institutionalism, which could be considered a kind of structuralism in that the institutions, which are defined by formal relationships, generate the observed phenomena. Institutions may be related to one another in formal and legal ways, and when assembled together, these relationships—internal relationships—may also be considered structures. Nell approaches the explanation of economic events in terms of a social world made up of institutions, roles, responsibilities, powers, etc.

Critical realism considers the socio-economic system to be made up of “structured objects” whose powers exist independently of our knowledge or perception (Lawson, 1997) [57]. The wording is a little abstract, but it is easy to understand; the policeman has the power to arrest us, and the President of the United States has the power to call up the National Guard, whether we know it or not. These objects, relationships, powers and duties constitute the basis of the causal relationships that economic science describes. Employers can hire and fire workers and can order them around; firms can move capital from place to place, opening and closing plants.

Nell’s UMF, like critical realism, contends that social structures are based on obligations, contracts and promises, and the structures maintain their existence through interdependent production and reproduction.

Conceptual analysis and fieldwork will help us define the relationships, and tell us where and how to look for ways to measure them. However, estimating the parameters is not easy, as we can see from the widespread
presence of uncertainty and volatility, and from the fact that patterns of uncertainty are more likely to change in some areas than in others. It is important not only to distinguish reliable and volatile, but to clearly specify where each is paramount.

This leads us to an important question: how should macro models be developed? In the conventional view, individual agents make choices, based on their preferences, when faced with varying economic data; and then these choices are aggregated. This approach builds from the bottom up—atoms are combined into molecules—however, such an aggregation is, in a sense, arbitrary, even accidental. The preferences are individual and unexplained. Surely some, or many, of the individual choices could have been quite different; surely they could change any time, at a moment’s notice. We all know that as people’s lives change—their preferences change. It is unjustifiable, from observation, to presume them to be constant.

In Nell’s UMF it is assumed that there are contracts, obligations, and social norms, combined with the technologies in place that govern the ways households and businesses can, and normally do, act. Household spending, for example, is governed by the norms of the marriage contract, the normal obligations of parents to children, the expectations of employers and society at large (and the laws) regarding normal dress, the technology of transportation, and so on. Different categories of households will be governed by somewhat different norms—working class, middle class, professionals, and the like. And the various households within a category can be expected to follow the norms somewhat differently. If we have a good understanding of the grounds for the target, and the reasons for the deviations, we can collect information about the distribution, and set up a stochastic model of the relationship.

To conclude, econometrics is about economics; it proposes using measurement to amplify, develop and test explanations, and with it, our understanding of the structure of the economy and how it works; it is not about forecasting, or about reliable statistical relationships that lack economic content. Econometrics has the potential to—when applied to actual economic phenomenon—provide numerical content to economics, making it possible to test and amplify economic theory by directly applying it empirically.
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