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Abstract 
Appreciation or overvaluation of exchange rates in times of capital flows and its im-
pact on exports or even imports is a matter of policy debate. Against such a back-
ground, this paper examines empirical evidence of stationarity in the data on India’s 
bilateral real exchange rates with 16 of its major trading partner countries over a pe-
riod of 5 decades (from 1960 to 2012). The results from the Lagrange multiplier (LM) 
unit root test with two structural breaks provide evidence of stationarity only for 9 
countries. This is in contrast with the overwhelming evidence of stationarity in earli-
er studies. The rapid growth of international trade and capital flows particularly 
prior to the 2008 financial crisis and a concomitant shift in exchange rate regime 
may have significantly affected the behavior of India’s real exchange rate vis-à-vis 
some of the countries in our sample. This has implications for the Reserve Bank of 
India (RBI) to sustain its intervention pace on a continuous basis given the fear of 
rupee being overvalued. The associated liquidity injection will have important impli-
cations for the conduct of India’s monetary policy. 
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1. Introduction 

There was a major shift in India’s economic policy paradigm in 1991. It conducted 
market-oriented reforms, opened up the economy to international trade and foreign 
investment, and moved to a market-determined exchange rate regime. These develop-
ments have an important bearing on the behavior of India’s real exchange rate vis-à-vis 
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its major trading partner countries. With the growing importance of trade and foreign 
investment for India’s economic growth and development, it is critical to know whether 
disturbances to real exchange rates have a permanent or a transitory effect. Thus, this 
paper examines the stationarity of India’s bilateral real exchange rate with 16 of its ma-
jor trading partner countries from 1960 to 2012, extending the works of Narayan [1] 
and Hegwood and Nath [2]. 

Bilateral nominal exchange rate is the value of one currency expressed in terms of 
another currency. When this exchange rate is adjusted for the differences in prices be-
tween the two countries, we have bilateral real exchange rates. The purchasing power 
parity (PPP) hypothesis has been the major theoretical framework for examining the 
dynamic behavior of real exchange rate. This hypothesis, based on the law of one price, 
suggests that, “once converted to a common currency, national price levels should be 
equal” [3]. The empirical testing of this hypothesis is tantamount to testing for statio-
narity of the real exchange rate. This is important for at least three reasons. First, PPP is 
regarded as a long-run equilibrium or an arbitrage condition for goods and assets mar-
kets in most models of exchange rate determination. Second, real exchange rate move-
ment is important for inter-temporal smoothing of traded goods consumption [4] and 
for cross-country redistribution and transfer of wealth [5]. Third, evidence of mean- 
reversion or a lack of it is useful for identifying the shocks that characterize real ex-
change rate dynamics. For example, evidence of mean-reversion indicates that nominal 
disturbances have only transitory impact on real exchange rate while a lack of such 
evidence implies that permanent real shocks are behind the real exchange rate move-
ments.  

Numerous empirical studies on the PPP hypothesis have been conducted and pub-
lished over last several decades. The results have been mixed: while some studies find 
evidence to support the hypothesis, others do not. Rogoff [3] and Taylor and Taylor [6] 
provide extensive survey of this literature. Note that, in addition to the studies cited 
above, there are other studies [7] [9] that have examined exchange rate behavior in In-
dia. 

Using Lagrange multiplier (LM) unit root test with two breaks, Narayan [1] finds 
evidence of stationarity in annual bilateral real exchange rate data covering the period 
1960-2000 for 15 out of 16 countries. Hegwood and Nath [2] extend the sample period 
to 2010 and use panel data test procedures to show that the evidence of stationarity is 
stronger with structural breaks. These results provide empirical support for the PPP 
hypothesis and imply that shocks to real exchange rates are transitory for almost all 
countries in the sample. However, the sample period in Narayan [1] covers less than a 
decade since India’s transition to a market-oriented system. Furthermore, since Heg-
wood and Nath [2] consider common structural breaks, the potential heterogeneity in 
the bilateral exchange rate behavior that may depend on country-specific events is not 
adequately captured in their study. Although the results presented in that study high-
light the importance of structural changes that took place in India, they do not shed any 
light on country specific events with long-run implications for real exchange dynamics.      
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There have been significant increases in India’s trade with the rest of the world and 
in foreign investment from abroad since 2000. For example, the GDP share of trade in-
creased from about 21% in FY2000 to about 37% in FY2015. Net inflows of foreign di-
rect investment (FDI) as a share of GDP rose from 0.75% in FY2000 to about 3.5% in 
2008 and then dropped to about 1.5% in FY2015. Furthermore, inflows of foreign in-
stitutional (portfolio) investment (FII) as a share of GDP rose from 0.01% in FY2000 to 
about 0.33% in 2008 and further to about 1.5% in FY2015. The growth of trade and 
capital flows is expected to have affected the behavior of India’s real exchange rate in 
recent years. Furthermore, there have been important differences in the evolution of 
international economic and financial relationship with different countries around the 
world. Consequently, the relative shares of different countries in trade investment flows 
have changed over the years. For example, in the mid-1990s, the US accounted for the 
largest share of imports into India. Currently, China holds that distinction. During the 
same period, the US has been the largest destination for India’s exports although the 
share has declined from about 20% in 1996-97 to about 13% in 2013-14. Against this 
backdrop, in this short paper, we reexamine the evidence of stationarity in India’s real 
exchange rate with the 16 countries in Narayan [1] and Hegwood and Nath [2] by ex-
tending the dataset until 2012.  

The rest of the paper is organized as follows. Section 2 briefly discusses data and me-
thodology. In Section 3, we present our main empirical results. A discussion of the re-
sults and their implications is included in Section 4. The last section concludes. 

2. Data and Methodology 
2.1. Data 

We obtain annual data on nominal exchange rates and consumer price indices (CPIs) 
for India and 16 countries from 1960 to 2012 from the World Development Indicators 
(WDI) database, compiled and maintained by the World Bank1. The base year for CPI 
is 2005. The countries are: Australia, Canada, France, Germany, Hong Kong, Italy, Ja-
pan, Korea, Malaysia, New Zealand, Pakistan, Philippines, Sri Lanka, Thailand, the 
United Kingdom, and the United States. The nominal exchange rates are in terms of the 
number of domestic currency per unit of US dollar (USD). We divide a country’s no-
minal exchange rate by India’s nominal exchange rate to obtain the bilateral nominal 
exchange rate in terms of that country’s currency per unit of Indian Rupee (INR)2. We 
then multiply this by relative price between India and the country under consideration 
(India’s CPI divided by the other country’s CPI) to calculate the corresponding bilateral 

 

 

1CPI data for Germany from 1960 to 1990, for Hong Kong from 1960 to 1980, for the U.K. from 1960 to 1987, 
and for South Korea from 1960 to 1965 are not available from this data source. We obtain historical data on 
CPI inflation for those countries from inflation.eu-Worldwide Inflation Data website 
(http://www.inflation.eu/inflation-rates/cpi-inflation.aspx) and use them to calculate CPI for the missing 
years. Furthermore, Euro was introduced in France, Germany, and Italy in 1999. The nominal exchange rates 
for these three countries for subsequent years are adjusted using the euro conversion rates for Eurozone 
member countries announced on December 31, 1998 (see European Central Bank 1998) [8]. 
2Although data on bilateral nominal exchange rates of INR are available for a few countries in recent years, 
they are not available for all the years in our sample. 

http://www.inflation.eu/inflation-rates/cpi-inflation.aspx
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real exchange rate3. 
The choice of these countries is primarily dictated by the availability of data4. These 

16 countries together accounted for about 29% of India’s total trade in 2011-2012. Fur-
ther, 9 out of these 16 countries are among the top 25 trading partners of India5. The 
US alone accounts for more than 11% of India’s exports, 5% of imports, and more than 
7% of total trade. 

2.2. Methodology 

Introducing structural breaks in unit root tests has been a way of resolving the so-called 
PPP puzzle, the inability to find evidence of stationarity of real exchange rate. It also 
makes intuitive sense to consider such breaks particularly when the sample period has 
reasonable length. Since there have been changes in the policy paradigms and exchange 
rate regimes in India, it is but natural to expect structural breaks in its real exchange 
rate series. Therefore, like Narayan [1], we conduct the Minimum Lagrange Multiplier 
(LM) unit root test with two structural breaks as suggested by Lee and Strazicich [10]. 
Consider the following data generating process (DGP): 

t t tr Z eδ ′= + , 1t t te eβ ε−= +                        (1) 

where rt is the bilateral real exchange rate; Zt is a vector of exogenous variables and εt is 
iid N(0, σ2). We allow for breaks in level as well as in trend and, therefore,  

[ ]1 2 1 21, , , , ,t t t t tZ t D D DT DT ′=   

where Djt = 1 for 1Bjt T≥ +  and 0 otherwise; and jt BjDT t T= −  for 1Bjt T≥ + , j = 1, 
2, and 0 otherwise. TBjs denote the break dates. In order to estimate the LM unit root 
test statistic, Lee and Strazicich (2003) use the following regression: 

1t t t tr Z S uδ φ −′∆ = ∆ + +                         (2) 

where t t x tS r Zψ δ= − − 

 , 2, ,t T=  ; δ  are coefficients in the regression of ∆rt on 
∆Zt; xψ  is given by 1 1r Z δ−  ; and r1 and Z1 are the first observations of rt and Zt, re-
spectively. The unit root null hypothesis is that φ = 0 and the LM test statistic is given 
by: τ  = t-statistic for testing the above null. The structural break dates (TBj) are endo-
genously determined through a grid search such that the LM test is minimum: 

( )inftLM λ τ λ=   where TB
T

λ =  

The grid search is conducted over the trimming region (0.15T, 0.85T) where T is the 
sample size. Critical values are provided by Lee and Strazicich [10]. Note that we use 
RATS software for applying this methodology to our dataset. 

3. Empirical Results 

Table 1 presents the results for the LM unit root test with two structural breaks. The  

 

 

3For details, see Hegwood and Nath [2].  
4This set of countries was previously used by Narayan [1]. 
5Note that 7 out of 25 top trading partners of India, not included in our sample, are oil rich countries of the 
Middle East and Africa and oil is the major import items from these countries. 
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Table 1. Lee-Strazicich two-break unit test results. 

 TB1 TB2 φ Constant D1t D2t DT1t DT2t k 

Australia 1974 2004 
−0.835 
[−4.56] 

0.004** 
[2.09] 

0.001 
[0.34] 

−0.002 
[−0.54] 

−0.007*** 
[−2.98] 

0.004** 
[2.59] 

7 

Canada 1975 1988 
−0.909** 
[−6.30] 

0.001 
[1.21] 

−0.017*** 
[−8.23] 

−0.004* 
[−1.98] 

0.003** 
[2.65] 

−0.006*** 
[−5.24] 

6 

France 1979 1990 
−1.060** 
[−5.82] 

0.024*** 
[3.47] 

−0.051*** 
[−2.79] 

0.030* 
[1.70] 

0.024*** 
[3.52] 

−0.061*** 
[−5.31] 

8 

Germany 1979 1994 
−1.025* 
[−5.31] 

0.004* 
[1.90] 

−0.005 
[−0.96] 

0.001 
[−0.17] 

0.006*** 
[3.16] 

−0.008*** 
[−3.05] 

7 

Hong Kong 1975 1996 
−0.719* 
[−5.52] 

0.037*** 
[3.22] 

−0.059*** 
[−3.23] 

0.018 
[1.00] 

−0.004 
[−0.43] 

−0.028*** 
[−2.97] 

7 

Italy 1979 1989 
−1.151** 
[−6.00] 

0.506 
[0.45] 

−9.008** 
[−2.03] 

5.955 
[1.31] 

10.953*** 
[4.72] 

−15.603*** 
[−5.23] 

8 

Japan 1977 1992 
−1.206 
[−5.15] 

0.039 
[0.23] 

−1.945*** 
[−4.80] 

−0.328 
[−0.92] 

0.823*** 
[5.22] 

−0.658*** 
[−3.22] 

7 

Korea 1974 1997 
−1.542** 
[−6.07] 

19.040*** 
[4.98] 

14.108*** 
[3.72] 

8.29*** 
[3.05] 

−27.78*** 
[−5.71] 

1.121 
[1.23] 

8 

Malaysia 1989 1999 
−0.491 
[−3.92] 

−0.001 
[−0.51] 

0.011* 
[1.76] 

−0.002 
[−0.30] 

−0.008** 
[−2.66] 

0.011*** 
[3.21] 

1 

New Zealand 1981 1990 
−0.683** 
[−5.98] 

0.001 
[0.82] 

−0.005 
[−1.43] 

−0.006 
[−1.60] 

0.001 
[0.83] 

−0.002 
[−1.41] 

2 

Pakistan 1989 1999 
−1.044 
[−4.95] 

−0.005 
[−0.21] 

0.171 
[1.37] 

−0.109 
[−0.89] 

−0.147*** 
[−2.91] 

0.188*** 
[3.20] 

5 

Philippines 1974 1999 
−1.132 
[−5.08] 

0.411*** 
[4.39] 

0.376** 
[2.15] 

−0.105 
[−0.782] 

−0.554*** 
[−4.95] 

0.199*** 
[3.54] 

8 

Sri Lanka 1976 1990 
−1.096*** 

[−6.59] 
−0.134 
[−1.51] 

−0.794*** 
[−2.69] 

−0.143 
[−0.55] 

1.185*** 
[5.51] 

−1.21*** 
[−6.08] 

5 

Thailand 1991 1999 
−0.793 
[−5.11] 

0.080*** 
[3.38] 

0.077 
[1.14] 

−0.049 
[−0.76] 

−0.099*** 
[−2.70] 

0.050* 
[1.69] 

3 

United Kingdom 1976 1995 
−1.621*** 

[−7.23] 
0.003*** 

[3.90] 
0.004** 
[2.55] 

−0.000 
[−0.09] 

−0.004*** 
[−5.39] 

−0.001 
[−1.533] 

6 

United States 1979 1995 
−1.363 
[−5.00] 

0.003*** 
[2.86] 

0.007*** 
[2.67] 

−.001 
[−0.25] 

−0.006*** 
[−4.65] 

0.001 
[0.76] 

5 

Critical values for the LM test 

 
λ2 

0.4 0.6 0.8 

λ1 1% 5% 10% 1% 5% 10% 1% 5% 10% 

0.2 −6.16 −5.59 −5.27 −6.41 −5.74 −5.32 −6.33 −5.71 −5.33 

0.4    −6.45 −5.67 −5.31 −6.42 −5.65 −5.32 

0.6       −6.32 −5.73 −5.32 

Notes: ***, **, *denote statistical significance at the 1%, 5%, and 10% levels, respectively. The critical values are taken from Lee and Strazicich [10]. 
 

test is able to reject the unit root null at least at the 10% level for nine countries. Note 
that Narayan [1] was able to reject the unit root null for 15 out of 16 countries. The 
countries for which we do not find evidence of stationarity include advanced countries 
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like Australia, Japan, and the United States, and emerging market economies (EMEs) of 
Malaysia, Pakistan, Philippines, and Thailand6. The only country for which Narayan [1] 
finds no evidence of stationarity was South Korea7. However, with the extended dataset, 
we are able to reject the unit root null for this country. 

As for the break dates, the first structural break occurred between the oil price shocks 
of 1973 and 1979 for 12 countries. For Malaysia, Pakistan and Thailand, the first break 
occurred close to India’s BOP crisis in 1991. The second break occurred after India’s 
economic reform for 11 countries. For Canada, France, Italy, New Zealand, and Sri 
Lanka, we find the second break just before the crisis of 1991. However, without further 
investigation, we cannot suggest that these particular events had anything to do with 
the structural breaks. The fact that there are wide variations in the break dates seems to 
suggest a significant role for country-specific factors, study of which is beyond the 
scope of this short note. Note that Hegwood and Nath [2] find the first common break 
in 1971 and the second break in 1988. 

4. Discussion 

As it is clear from our discussion above, both trade and capital inflows have been 
growing faster than GDP during the last decade or so. The behavior of India’s bilateral 
real exchange rates has been affected by the evolution of trade, capital flows, and 
movements of relative prices in specific countries. Without a formal analysis, we briefly 
discuss some of these developments below. 

India experienced large inflows of capital well in excess of its current financing needs 
(net of capital account balance minus current account balance) over the years except in 
2009 ($-20.5 billion) and 2012 ($-10.4 billion), when foreign investors were skeptical 
about global economic recovery. This resulted in high domestic credit and monetary 
expansion, boom in capital markets and other asset prices, and in general excess do-
mestic demand leading to macroeconomic and financial instability in the domestic 
economy. 

Figure 1 depicts excess capital flows and the movements in USD-INR nominal ex-
change rates during 2000-16. In the early 2000s, as the US monetary policy shifted to-
wards a low interest rate regime, the search for yield among foreign investors intensi-
fied and capital flows to India rose manifold to an annual average of $46.4 billion dur-
ing 2003-13 reaching a peak of $90.8 billion in 2008. While FDI flows witnessed a 
steady increase over the period, FII and other private flows (short term trade credit and 
banking capital) exhibited substantial volatility. Note that FDI flows largely reflect the 
pull factors whereas FII and bank flows reflect both the push and the pull factors. Over 

 

 

6Like Narayan [1], we also conduct Augmented Dickey-Fuller test with no structural break and LM test with 
one structural break. There are less number of rejections of the null hypothesis and the results are consistent 
with those of Narayan [1]. However, we do not report them in this short paper. 
7For appropriate comparison, we also conduct the LM test with two breaks for the sample period 1969-2000 
as in Narayan [1]. We are able to find evidence of stationarity for 14 out of 16 countries. The unit root null 
cannot be rejected for Malaysia and Pakistan. Besides, although the results for other countries are qualitative-
ly similar to those in Narayan [1], the parameter estimates are different. We suspect that there may have been 
some differences in the data due to data revision as they were collected almost 10 years apart. 
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Figure 1. Excess capital flows over financing needs into India ($ billion) and USD-INR nominal 
exchange rates during 2000-16. Notes: (a) Excess capital flows is estimated as net of capital ac-
count and current account balance. (b) The successive years refer to financial years that runs 
from April to March of next year (2014 thus refers to April 2013 till Match 2014). Source: Reserve 
Bank of India. 
 
all, capital account transactions grew much faster (average growth of 53%) relative to 
current account transactions (19.0%).  

The accommodative monetary policy in advanced economies, primarily in the US, 
after the financial crisis was also mirrored in the strong base money expansion during 
2008-12 with an average growth rate of 12.4%, much higher than the expansion at the 
rate of 2.4% during the previous five years: 2003-07. As a consequence, inflation acce-
lerated. These developments are intricately related to the exchange rate movements that 
are likely to vary across countries depending on the nature of their relationships with 
India in terms of capital and current account transactions and movements in relative 
prices8. 

In FY2015, excess capital flows (net of capital account balance minus current account 
balance) were $62 billion (in FY16 they declined to $19 billion). This provides multiple 
challenges for the Reserve Bank of India (RBI). First, RBI would need to sustain its in-
tervention pace on a continuous basis, given the constant fears of rupee getting overva-
lued (that is substantiated by the evidence of non-stationarity and structural breaks)9. 
Such real appreciation has likely resulted in loss of competitiveness of our exports in 
FY2015. Second, such intervention will have attendant liquidity injection which will 
have several ramifications for RBI in terms of a faster than anticipated reserve money 
growth and hence money supply.  

 

 

8The sudden stops in capital flows during 2013-14 did have an impact on the nominal exchange rate: it de-
clined by 32% in 2014 over 2011. Furthermore, the CPI inflation rate has averaged 9.7% (Jan’2012 till March 
2014), implying that these factors may have continued to influence the movements in real exchange rate even 
beyond 2012. 
9In FY2015, RBI accumulated an estimated $50 billion through spot market. 
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5. Conclusion 

This paper examines empirical evidence of stationarity in the data on India’s bilateral 
real exchange rate with 16 of its major trading partner countries from 1960 to 2012, ex-
tending the study by Narayan [1] and Hegwood and Nath [2]. The results from the La-
grange multiplier (LM) unit root test with two structural breaks provide evidence of 
stationarity only for 9 countries. This is in contrast with the overwhelming evidence of 
stationarity in the previous studies. The rapid growth of international trade and capital 
flows, and a shift in exchange rate regime may have significantly affected the behavior 
of India’s real exchange ratevis-à-vis some of the countries in our sample. This is the 
most important contribution of this relatively short paper. However, this needs further 
research. Furthermore, the evolving dynamics of India’s real exchange rate will not be 
captured by a formal analysis until after sufficiently long time series data are available. 
With this caveat, our empirical evidence and “somewhat informal” discussion of cur-
rent trends in this short article can be interpreted as suggestive of the most plausible 
path for the real exchange rate evolution and consistent future policy paradigm in In-
dia. 
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