On Detecting Sudden Changes in the Unconditional Volatility of a Time Series
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Abstract

The present study highlights the drawback of using Sanso, Arago and Carrion’s (2004) AIT-ICSS algorithm in detecting sudden changes in the unconditional volatility when long memory is present in volatility. Simulation experiments show that the AIT-ICSS test is severely oversized and exhibits low power when long memory is present in volatility.
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1. Introduction

Volatility modeling and forecasting play a crucial role in financial market and have been well-researched in the area of economics and finance because of its importance in capital market theories. Volatility of asset returns highlights the risk or uncertainty associated with the asset and, hence, exploring the behavior of volatility of asset returns is relevant for the pricing of financial assets, risk management, portfolio selection, trading strategies and the pricing of derivative instruments [1]. Volatility of asset returns does not remain constant and vary over time; however, sometime we observe sudden changes in volatility of returns. Macroeconomic and political shocks may result in sudden changes in the volatility of asset returns. Such sudden changes in volatility in turn influence the intensity and the direction of information flow across markets, stocks or portfolios as shown by Ross [2]. Hence, detecting sudden changes in the unconditional variance is an important issue in finance, because it is well known that volatility does not stay constant over time. Various approaches are available to detect sudden changes in unconditional volatility. Among them, Inclan and Tiao’s [3] Iterated Cumulative Sum of Squares (IT-ICSS) and Sanso, Arago and Carrion’s [4] (AIT-ICSS) algorithms are more popular. The AIT-ICSS algorithm deals with the shortcomings of the IT-ICSS algorithm by taking into account conditional heteroskedasticity that is commonly observed in financial time series and also, the serial correlation in the conditional vo-

latility series. It has met with a great deal of success empirically in being able to identify the breakpoints in volatilit
ty regimes [5]-[7].

However, in some instances, it has been applied even when long memory is present in the conditional volatility
series, such as by Malik et al. [5], Hammoudeh and Li [6], Wang and Moore [7]. This strikes us as being possibly
inappropriate because a careful look at the theory behind the AIT-ICSS algorithm reveals that this procedure is
designed to deal only with short term dependence in the conditional volatility series. Hence, it becomes
an interesting question to investigate how well the AIT-ICSS algorithm performs under long memory. Therefore,
we undertake a simulation experiment to assess the size and power properties of the AIT-ICSS test when long
memory is present in volatility using data generating processes from various specifications of the fractionally
integrated generalized autoregressive conditional heteroskedasticity (FIGARCH) model. What our results show
is that indeed the AIT-ICSS test performs badly under long memory in the sense of being badly oversized. On
the application side, we select four major benchmark indices, which are S&P 500, FTSE 100, Nikkei 225 and
CAC 40. We first estimate the fractional integration parameter of these indices using the FIGARCH model and
find evidence of long memory in the conditional volatility of these series. We then detect sudden breaks in the
unconditional volatility of these series using the AIT-ICSS algorithm and find that most of the detected breaks
are spurious in nature, which can be explained based on the evidence from our simulation experiments.

The remainder of this paper is organized as follows: Section 2 introduces the AIT-ICSS algorithm and the as-
sociated problem when long memory is incorporated in the series. In Section 3, we undertake Monte Carlo si-
mulation experiments to assess the AIT-ICSS algorithm. Section 4 describes the problem of AIT-ICSS when
applied on data and Section 5 concludes with a summary of our main findings.

2. Methodology

In the AIT-ICSS test, suppose \( \epsilon_t \sim iid \left( 0, \sigma_t^2 \right) \). Suppose the variance within each interval is given by \( \tau_j^2 \), where \( j = 0, 1, \cdots, N_T \) and \( N_T \) is the total number of variance changes in \( T \) observations, and \( 1 < k_1 < k_2 < \cdots < k_N < T \) are the change points.

\[
\begin{align*}
\sigma_t^2 &= \tau_0^2 \quad \text{for } 1 < t < k_1 \\
\sigma_t^2 &= \tau_1^2 \quad \text{for } k_1 < t < k_2 \\
\sigma_t^2 &= \tau_{k_N}^2 \quad \text{for } k_N < t < T
\end{align*}
\]

A cumulative sum of squares procedure is used to estimate the number of change points and is given as:

\[
C_k = \sum_{i=k}^{T} \epsilon_i^2
\]

where \( k = 1, \cdots, T \). The AIT test statistic to detect sudden change is given as:

\[
AIT = \max_k \sqrt{T} |G_k|
\]

where

\[
G_k = \frac{1}{\sqrt{\lambda}} \left[ C_k - \left( \frac{k}{T} \right) C_T \right], \quad k = 1, \cdots, T
\]

where \( C_T \) is the sum of squared residuals from the whole sample period.

\[
\lambda = \hat{\lambda} + 2 \sum_{m=1}^{m} \left[ 1 - \frac{i}{m+1} \right] \hat{\gamma}_m
\]

\[
\hat{\gamma}_m = \frac{1}{T} \sum_{i=1}^{T} (\epsilon_i^2 - \hat{\sigma}^2)(\hat{\epsilon}_i^2 - \hat{\sigma}^2)
\]

It needs to be noted that when we make use of Equation (4.2) we are implicitly assuming that the spectral
density at zero of the squared returns is well behaved and, in particular, that as \( m \) gets large, the right hand side of Equation (4.2) converges to the following:
\[ S(0) = \gamma_0 + 2 \sum_{j=1}^{\infty} \gamma_j \]  

In practice, the lag truncation parameter \( m \) in Equation (4.2) is estimated using the procedure given in Newey and West [8]. The innovation in the AIT-ICSS algorithm with respect to the IT-ICSS algorithm is related to incorporating the correction for conditional heteroskedasticity and also for the possible serial correlation in conditional volatility. However, in Equation (4.2), if \( m \rightarrow \infty \), \( \hat{\lambda} \) will be well behaved only when there is short-term dependence in the conditional volatility series which rules out the presence of long memory in volatility. This is not an ancillary aspect of the AIT-ICSS algorithm, but the essential concept that distinguishes it from the original IT-ICSS algorithm.

3. Monte Carlo Simulation Experiment

This section presents the performance of the AIT-ICSS algorithm in the presence of long memory in conditional volatility via simulation. The sample size, the number of Monte Carlo trials and the significance level are taken to be \( (T = 100, T = 200, T = 500 \text{ and } T = 1000), 10,000 \text{ and } 5\% \) respectively. We consider different specifications of FIGARCH \((p, d, q)\) (i.e., FIGARCH \((0, d, 0)\), FIGARCH \((1, d, 0)\) and FIGARCH \((1, d, 1)\)) models. The FIGARCH \((p, d, q)\) model is given as:

\[
\varepsilon_t = \sqrt{h_t} u_t; \quad \phi(L)(1-L)^d \varepsilon_t^2 = \omega + [1 - \beta(L)]\nu_t, \quad u_t \sim iidN(0,1) \tag{6}
\]

where \( \nu_t = \varepsilon_t^2 - h_t \) and \( \phi(L) = [1 - \alpha(L) - \beta(L)] \).

We consider the following cases under (6).

**FIGARCH \((1, d, 1)\):**

\[
\begin{align*}
\{(\omega, \phi, d, (\beta)) &= (0.1, 0.975, 0, (0.1, 0.3, 0.5, 0.7)) \\
(\omega, \phi, d, (\beta)) &= (0.1, 0.25, 0.5, (0.1, 0.3, 0.5, 0.7)) \\
(\omega, \phi, d, (\beta)) &= (0.1, 0.05, 0.75, (0.1, 0.3, 0.5, 0.7))
\end{align*}
\]

**FIGARCH \((1, d, 0)\):**

\[
\begin{align*}
\{(\omega, \phi, d, (\beta)) &= (0.1, 0, 0.5, (0.1, 0.3, 0.45)) \\
(\omega, \phi, d, (\beta)) &= (0.1, 0, 0.75, (0.1, 0.3, 0.5, 0.7))
\end{align*}
\]

**FIGARCH \((0, d, 0)\):**

\[
(\omega, \phi, (d), \beta) = (0.1, 0, (0, 0.25, 0.50, 0.75), 0)
\]

Under the null hypothesis, there is no sudden change in \( \sigma_t^2 \). These specifications can help us to examine the size of the AIT test. For the case of FIGARCH \((1, d, 0)\) model, one specification contains \( \beta \) up until 0.45 because for the FIGARCH model, \( \phi + \beta \) should be non-negative. Under the alternative hypothesis, there exists a sudden change in volatility; hence, we incorporate a break at the 50th percentile of the series to compute the power of the test. To generate \( \varepsilon_t^2 \) for assessing the power of the test, we first generate \( \varepsilon_t \) using the respective FIGARCH specification and keep first part of the series as it is and multiply the second half by \( (1 + \lambda) \), where \( \lambda \) indicates the percentage change in the unconditional volatility of the series. Here the results for FIGARCH \((1, d, 1)\) and FIGARCH \((1, d, 0)\) specifications are very similar and due to lack of space we only report the results of all FIGARCH \((1, d, 1)\) specifications. We also report the power of the test for FIGARCH \((0, d, 0)\) for different values of \( d \) \((0, 0.5 \text{ and } 0.75)\).

**Table 1** presents the results of size of the test for different specifications of the FIGARCH \((p, d, q)\) model. The results indicate that the AIT-ICSS test is severely oversized for all the cases with the exception of FIGARCH \((0, d, 0)\) model and FIGARCH \((1, d, 1)\) model \( (\beta = 0.10) \) when \( d = 0 \).

**Table 2** reports the power of the test. The FIGARCH \((0, d, 0)\) model with \( d = 0 \) exhibits good power for a

\(^1\)We also perform simulation experiments by setting significance level at 1% as well as 10% and the results (not shown here and available on request) give rise to a similar inference as obtained in these simulations.

\(^2\)We also perform the same analysis by incorporating breaks at 25th percentile as well as 75th percentile and obtain similar results. (The results are not shown here and will be available on request).
### Table 1. Size of the test.

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
<th>(d)</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.044</td>
<td>0.042</td>
<td>0.052</td>
<td>0.055</td>
<td>0.00</td>
<td>0.017</td>
<td>0.024</td>
<td>0.033</td>
<td>0.035</td>
</tr>
<tr>
<td>0.30</td>
<td>0.095</td>
<td>0.088</td>
<td>0.113</td>
<td>0.115</td>
<td>0.25</td>
<td>0.106</td>
<td>0.179</td>
<td>0.332</td>
<td>0.464</td>
</tr>
<tr>
<td>0.50</td>
<td>0.191</td>
<td>0.202</td>
<td>0.266</td>
<td>0.263</td>
<td>0.50</td>
<td>0.149</td>
<td>0.256</td>
<td>0.484</td>
<td>0.629</td>
</tr>
<tr>
<td>0.70</td>
<td>0.275</td>
<td>0.403</td>
<td>0.489</td>
<td>0.541</td>
<td>0.75</td>
<td>0.103</td>
<td>0.170</td>
<td>0.253</td>
<td>0.303</td>
</tr>
</tbody>
</table>

### Table 2. Power of the test.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.301</td>
<td>0.412</td>
<td>0.515</td>
<td>0.526</td>
<td>0.036</td>
<td>0.064</td>
<td>0.206</td>
<td>0.415</td>
</tr>
<tr>
<td>0.30</td>
<td>0.346</td>
<td>0.466</td>
<td>0.583</td>
<td>0.615</td>
<td>0.30</td>
<td>0.121</td>
<td>0.192</td>
<td>0.331</td>
</tr>
<tr>
<td>0.50</td>
<td>0.373</td>
<td>0.502</td>
<td>0.665</td>
<td>0.732</td>
<td>0.50</td>
<td>0.192</td>
<td>0.286</td>
<td>0.443</td>
</tr>
<tr>
<td>1.00</td>
<td>0.479</td>
<td>0.681</td>
<td>0.826</td>
<td>0.900</td>
<td>1.00</td>
<td>0.857</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>3.00</td>
<td>0.774</td>
<td>0.887</td>
<td>0.943</td>
<td>0.976</td>
<td>3.00</td>
<td>0.996</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lambda</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.194</td>
<td>0.400</td>
<td>0.631</td>
<td>0.798</td>
<td>0.10</td>
<td>0.171</td>
<td>0.274</td>
<td>0.462</td>
</tr>
<tr>
<td>0.30</td>
<td>0.290</td>
<td>0.497</td>
<td>0.759</td>
<td>0.854</td>
<td>0.30</td>
<td>0.161</td>
<td>0.278</td>
<td>0.517</td>
</tr>
<tr>
<td>0.50</td>
<td>0.467</td>
<td>0.713</td>
<td>0.859</td>
<td>0.919</td>
<td>0.50</td>
<td>0.209</td>
<td>0.397</td>
<td>0.607</td>
</tr>
<tr>
<td>1.00</td>
<td>0.773</td>
<td>0.921</td>
<td>0.984</td>
<td>0.998</td>
<td>1.00</td>
<td>0.374</td>
<td>0.593</td>
<td>0.783</td>
</tr>
<tr>
<td>3.00</td>
<td>0.984</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>3.00</td>
<td>0.693</td>
<td>0.895</td>
<td>0.976</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lambda</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
<th>(T = 100)</th>
<th>(T = 200)</th>
<th>(T = 500)</th>
<th>(T = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.336</td>
<td>0.522</td>
<td>0.765</td>
<td>0.900</td>
<td>0.10</td>
<td>0.109</td>
<td>0.168</td>
<td>0.259</td>
</tr>
<tr>
<td>0.30</td>
<td>0.371</td>
<td>0.547</td>
<td>0.783</td>
<td>0.884</td>
<td>0.30</td>
<td>0.111</td>
<td>0.157</td>
<td>0.283</td>
</tr>
<tr>
<td>0.50</td>
<td>0.458</td>
<td>0.636</td>
<td>0.812</td>
<td>0.914</td>
<td>0.50</td>
<td>0.142</td>
<td>0.220</td>
<td>0.372</td>
</tr>
<tr>
<td>1.00</td>
<td>0.634</td>
<td>0.788</td>
<td>0.894</td>
<td>0.937</td>
<td>1.00</td>
<td>0.219</td>
<td>0.367</td>
<td>0.547</td>
</tr>
<tr>
<td>3.00</td>
<td>0.925</td>
<td>0.984</td>
<td>0.992</td>
<td>0.997</td>
<td>3.00</td>
<td>0.451</td>
<td>0.645</td>
<td>0.824</td>
</tr>
</tbody>
</table>
sudden change in the unconditional volatility of 100% or more and the power of the test increases as sample size increases even for sudden change of 30% or more. On the other hand, for non-zero $d$, we observe good power for other specifications only when there is sudden change of 300% or more for sample size greater than 200. The FIGARCH (0, 0.75, 0) model exhibits the worst power of all the specifications under study.

This indicates that when long memory is present in the conditional volatility of a time series, the AIT-ICSS algorithm breaks down and is no longer suitable for detecting sudden changes in its unconditional volatility.

4. Application

We apply the AIT-ICSS algorithm on weekly data of four major benchmark series having long memory in the conditional volatility. The data period is from January 1996 to March 2015. Table 3 reports the estimated values of long memory parameter $d$ using the FIGARCH (1, $d$, 1) specification. The results clearly show that there exists long memory in the conditional volatility of all the series under study.

Table 4 reports the breaks detected using the AIT-ICSS algorithm for the given four series. We detect four break points in the S&P 500, three break points in FTSE 100, zero break points in Nikkei 225 and four break points in CAC 40 which represent the presence of $(n + 1)$ distinct volatility regimes in the time series. It can be seen that most of the detected breaks cannot be related to major macroeconomic or political events and, hence, are probably spurious. This may well be due to the drawback associated with the AIT-ICSS algorithm that the test is severely oversized when long memory is present in the volatility of the series. Our findings are similar to what was found by Schwert [9] in that it is difficult to explain sudden changes in volatility with corresponding macroeconomic events.

Table 3. Estimates of $d$ in the FIGARCH model.

<table>
<thead>
<tr>
<th>Index (period)</th>
<th>S&amp;P_500</th>
<th>FTSE_100</th>
<th>Nikkei_225</th>
<th>CAC_40</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>0.527$^a$</td>
<td>0.512$^a$</td>
<td>0.424$^a$</td>
<td>0.588$^a$</td>
</tr>
<tr>
<td>SE</td>
<td>(0.162)</td>
<td>(0.188)</td>
<td>(0.142)</td>
<td>(0.182)</td>
</tr>
</tbody>
</table>

$^a$ and $^*$ mean significant at 1% and 5% level of significance. SE represents the standard error.

Table 4. Breaks detected.

<table>
<thead>
<tr>
<th>Index (period)</th>
<th>Number of change points</th>
<th>Time period</th>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P_500</td>
<td>4</td>
<td>05-05-1982 to 03-08-1988</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-08-1988 to 22-04-1992</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29-04-1992 to 15-07-1998</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18-07-2007 to 28-11-2012</td>
<td>Global financial crisis</td>
</tr>
<tr>
<td>FTSE_100</td>
<td>3</td>
<td>04-01-1984 to 08-07-1998</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15-07-1998 to 16-03-2003</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23-03-2003 to 17-10-2007</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24-10-2007 to 28-11-2012</td>
<td>Global financial crisis</td>
</tr>
<tr>
<td>Nikkei_225</td>
<td>0</td>
<td></td>
<td>No break detected</td>
</tr>
<tr>
<td></td>
<td></td>
<td>06-01-1988 to 05-08-1998</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-08-1998 to 10-07-2002</td>
<td>Russian financial crisis</td>
</tr>
<tr>
<td>CAC_40</td>
<td>4</td>
<td>17-07-2002 to 19-03-2003</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16-03-2003 to 09-01-2008</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16-01-2008 to 28-11-2012</td>
<td>Global financial crisis</td>
</tr>
</tbody>
</table>
5. Conclusion

Our simulation experiment indicates that the AIT-ICSS test is severely oversized and exhibits low power when long memory is present in the volatility of a time series. The empirical analysis also indicates that most of the breaks detected by the AIT-ICSS test cannot be related to major macroeconomic and political events and, hence, are probably spurious.
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