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Abstract

The purpose of this paper is to test the relationship between budget deficits and inflation for nine EU countries during the period of 1990-2013 using the quarterly data. Recently, the public deficits and inflation have had an increasing importance for developing/emerging and developed countries to build the stability macroeconomic performance in the long run. This study is the first attempt to determine the relationship between the inflation and budget deficits for nine EU countries using different bootstrap causality tests. We employ the bootstrap causality and Granger causality test in the frequency domain analysis which allows us to distinguish short and long-run causality. We do not find a relationship between these variables when we employ bootstrap causality analysis. While the frequency domain causality shows that there is no relationship causality from budget deficits to inflation for all countries, causality from inflation to budget deficits indicates a permanent (long-run) relationship for Belgium, and France.
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1. Introduction

There is a growing body of the literature which examines the relationships between the budget deficits and infla-
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tion using different methods. Not only researchers but also policymakers take interest in this topic and it is also important for monetary policy and macroeconomics area. There is a wide range of theory about the inflation and budget deficits in the economic literature. In the light of theoretical discussions, the one of the well-organized works in this area was made by Sargent and Wallace [1]. They maintain that monetary policy can not permanently control the inflation. If the monetary policy dominates the fiscal policy, monetary policy independently can set itself. So, monetary authorities can determine the amount of revenue which supplies to fiscal authority by seigniorage. Any deficits of public area can be financed bond sale to the public and seignorage combination proposed by monetary authority. Under this condition, monetary authority can control the inflation, because they dominate the base money for current and future periods and choose to free. If the fiscal policy dominates the monetary policy, fiscal authorities set its budget position with the amount of revenue determining the new bond sales and seignorage. Therefore, monetary authority faces the constraint by the demand of government bonds. Due to gap between the revenue from demanded government and a number of bonds to public, governments run to monetize its deficits and monetary authority is forced to create additional money for government. They suggest that there is a correlation between the inflation and budget deficits. Fiscal dimension of inflation has been an increasing substantial in developing and emerging countries.

According to Tanzi [2], there is a relationship between inflation and budget deficit. When the rate of inflation increases, the inflation tax will create more and more revenue. Then, when the inflation rate expands, the ratio of tax revenue to national income will decrease and consequently inflation will cause a deficit. Due to the lags in the tax collection, the tax revenues of a country can be limited and this situation makes deficit financing difficult. The first reason of this stems from the price elasticity of the tax system. If the elasticity is low, lags in the tax collection will be impressed largely. The second reason is the tax revenue to GDP, namely tax burden. If the lags in tax collection increase, total tax revenue will diminish during the inflation period. The third reason is financed by money creation of central banks in order to avoid the impact of a fall in revenue. The fourth reason is the elasticity of demand in real balances relative to expected inflation, and consequently, the effects of inflation on the deficit will be greater.

Catão and Terrones [3] assumed that emerging/developing countries have low capacity of tax collection, political and economic stabilities, fiscal imbalances, high inflation and limited access to external debts. Therefore, they tend towards the lower costs of seigniorage and this situation causes inflation tax in these countries (see, Alesina and Drazen [4]; Cukierman [5]; Jalil, Tariq and Bibi [6]). So, Catão and Terrones [3] offered an inter-temporal optimization model which is used to display equilibrium inflation. Equilibrium inflation is also interested in fiscal deficits scaled by narrow money, where the latter stands for the size of the inflation tax base. Sargent and Wallace [1] assumed that Ricardian regime can be determined as regime of monetary predominance, if money demand and supply determine in this price level. Besides, non-Ricardian regime is also labelled as regime of fiscal predominance. These prices would be determined from the government budget constraint endogenously. The classifications of Ricardian and non-Ricardian regimes were done by Aiyagari and Gertler [7].

In the literature, as a result of government expenditure increase, expansionary fiscal policy appears and this result increases aggregate demand and goes up the inflation. This theory agrees with both classical and Keynesian economic school. Ricardian equivalence hypothesis, which is supported by classical economic thought, argues that budget deficits neither affect aggregate demand nor cause inflation due to cut in taxes. But Keynesian view supports the non-Ricardian regime in which tax cut goes up the aggregate demand and inflation. On the other hand, Ricardian regime shows that monetary authority has an “active behavior”; treasury has a “passive behaviour”. The fiscal theory of price level (FTPL) developed by Leeper [8], Sims [9] and Woodford [10]-[12] is often used in the economic literature. The main purpose of this study can determine the price level with fiscal policy or monetary policy. FTPL theory suggests that the price level is determined through the inter-temporal government budget constraint.

The contribution of our empirical study is quart. Firstly, unlike previous time series studies, we examine the relationship between the budget deficits and inflation for 9 countries as a time series. So, we can fulfill a need in this area. We can compare different results of these countries for causality. Secondly, we test both frequency domain causality and the Toda and Yamamoto [21] procedure and bootstrapped causality suggested by Hacker and Hatemi-J [22] methods. Therefore, we can give insight about these topics by comparison of analysis results. Thirdly, fiscal deficits and inflation are tested by employing the frequency domain in terms of short and long-
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5 Some examples of FTPL is given by Woodford [13], Cochrane [14] [15]. Other hand, some papers about international framework are also examined by Dupor [16], Bergin [17], Canzoneri, Cumby and Diba [18], Daniel [19] and Sims [20].
run causality. By doing so, this paper is the first time to examine between these variables in low and high frequencies. Fourthly, this study employs lag order selection supposed by Hannan and Quinn [23] information criterion (HQC) and Hatemi-J [24] Criteria (HJC). The rest of the paper is organized as follows. Section 2 includes literature review, and then Section 3 introduces the data and methodology. In Section 4, we discuss the empirical results and the robustness check. Finally Section 5 concludes in this paper.

2. Literature Review

There is growing literature about the fiscal deficits and inflation. In this area, there have been plenty of studies in relationship between fiscal deficits and inflation in this literature, still no consensus is reached. In the light of theoretical discussions, first works in this area were made by Sargent and Wallace [1]. They examine monetary and fiscal dominance regimes on the discussion between the inflation and budget deficits. According to them, when the monetary policy dominates the fiscal policy, monetary authority can independently determine the monetary policy. Therefore, budget deficits are determined with bond sales to the public and provide seignorage from monetary authority. Thereby, fiscal policy authority meets with a budget constraint enforced by monetary. This mechanism will control the inflation process, then budget deficits do not cause to inflation. When the fiscal authority is more dominant then the monetary authority, the monetary does not avoid the inflation process and this situation goes up the inflation mechanism.

There is also empirical relationship between budget deficits and inflation for both developed and developing countries. Empirical studies show statistically significant connection between fiscal deficits and inflation in economic literature. It has been growing literature in this area and most papers in these topics focus on the comprehensive examination of the relationship between fiscal deficits and inflation. The main purpose of this analysis can understand the determiners of the inflation. There are some studies for the US (Hamburger and Zwick [25]; Dwyer [26]; Darrat [27]; Ahking and Miller [28]) and the others are related to developed countries (King and Plosser [29]; Giannaros and Kolluri [30]; Protopapadakis and Siegel [31]; Barnhart and Darrat [32]). About these topics, there are lots of papers for some other countries (Ho [33]; Siddiqui [34]; Burdekin and Wohar [35]; De Haan and Zelhorst [36]; Choudhary and Parai [37]; Buiter and Patel [38]; Dogas [39]; Sowa [40]; Hondroyiannis and Papapetrou [41] Metin [42]; Metin [43]; Domac and Yucel [44]; Lin and Chu [45]; Jalil, Tariq and Bibi [6]).

There are too empirical studies in the relationship between budget deficits and inflation. Hamburger and Zwick [25] tested the relationships between monetary and fiscal policy in the US. They found that deficits had had important effect on the growth in the US money supply since 1961. The effects of the deficits on the inflation are stronger in 1961-1974. In the next year, Dwyer [26] examined relationship among debt, price, and money as quarterly data from 1953 to 1978. He finds that there is no evidence, so debt plays an important role for determining the price level and money stock. Ahking and Miller [28] also test the relationship among deficits, money growth and inflation in the United States for 1947-1980. They found that there was a relationship government between deficit and inflation for 1950’s and 1970’s. Darrat [27] examines the potential relationship between federal budget deficits and inflation after 1960 in the US. The results show that monetary growth and federal deficits have significant effects on inflation along 1960s and 1970s.

King and Plosser [29] examine the government deficits and factors which affect the inflation in terms of neoclassical macroeconomic models in the post-war period for the United States. They found that it is difficult to determine the inflationary effects of the deficits in the post-war period in the US and other countries during 1953-1982. Other hand, they also test this relationship in 12 industrial and developing countries, namely UK, France, West Germany, Italy, Japan, Spain, Argentina, Brazil, Chile, Mexico and Korea. They do not find the connection between inflation and deficits for 12 countries. Moreover, Giannaros and Kolluri [30] test the relationship between government deficits and the money growth or the rate of inflation for majority of 10 industrialized countries (US, Canada, Japan, UK, West Germany, France, Italy, Netherlands, and Belgium) during the period 1950 to 1981. These results show that the fiscal deficits do not increase the money supply and the inflation rate. Protopapadakis and Siegel [31] test the relation between the government debt growth, money growth and inflation for ten industrialized countries during the period 1952-1987. Test results display that there is no significant association between increases in debt growth and money growth. That is, this relationship is weak between them. Barnhart and Darrat [32] investigate the causal linkage between money growth and budget deficits for G-7 countries covering period 1960-1984 as a quarterly. Their results reject this hypothesis, which
budget deficits have caused a positive long-run effect on the money growth, for all seven countries and the results of reverse hypothesis are same. Generally, monetary and fiscal policies for G-7 countries are independent. De Haan and Zelhorst [36] examine the connection between government budget deficits and money growth in 17 developing countries covering period 1961-1985. Their results do not support the hypothesis which deficits affect money growth. Shabbir, Ahmed and Ali [46] focus on analyze the direct and indirect effects of budget deficit on inflation for the period 1971-1972 and 1987-1988 in Pakistan. The findings of this paper are that budget deficits have a positive and significant direct effect on inflation. Hondroyiannis and Papapetrou [41] investigate the relationship between the government budget and inflation in Greece for the period 1960-1992. Empirical evidence shows that there is a long-run relationship between government budget and price level. These empirical findings support the hypothesis of bidirectional causality between the two variables in Greek economy. Karras [47] examines the effects of budget deficits on money growth, inflation, and investment and real output growth for 32 countries covering the period 1950-1989. The empirical findings show that deficits do not produce inflation via monetary expansions and deficits negatively affect the rate of growth of real output. Metin [42] analyzed the inflationary process in Turkey the period from 1950 to 1988. She found that fiscal expansion dominated the determination of inflation. Therefore, the excess demand for money affected positively inflation in the short-run. Other hand, Metin [43] examines the relationship between inflation and budget deficit in Turkey using cointegration analysis during the period of 1950-1987. Results show that budget deficits importantly affect inflation in Turkey.

Cottarelli, Griffiths and Moghadam [48] test inflation performance for 47 industrial and transition countries covering period 1993-1996. They suggest that fiscal deficits have an important role on the inflation for these countries. Thus, Komulainen and Pirtilä [49] investigate the price stability for three transition economies (Bulgaria, Romania and Russia) using vector-autoregressive models. Empirical evidences indicate that fiscal deficits have an important role on the inflation in Bulgaria and Romania except for Russia. Neyapti [50] tests whether there is a relationship between budget deficits and inflation for 54 developed and less developed countries over the period of 1970-1989. Test results advance that budget deficits have a positive effect on the inflation for these countries. Domac and Yucel [44] examine the factors of inflation with pooled probit analysis for 15 emerging markets in the period from 1980 to 2001. Paper findings show that output gap, agricultural shocks and expansionary fiscal policies are efficient on the inflation in these countries. Catão and Terrones [3] examine inflation as non-linearly related to fiscal deficits. They try to determine between short and long-run effects of fiscal deficits for 107 countries over the period 1960-2001. Empirical results display that there is strong relationship between inflation and deficits for developing and high inflation country groups except low-inflation and developed economies. Tiwari, Tiwari and Pandey [51] examine the direction of causality among public expenditure, money supply, fiscal deficits and inflation using Dolado and Luukepol (DL) and standard Granger causality approach for India in the period 1971-2009. They suggest that inflation is not Granger-cause fiscal deficit in the model. Lin and Chu [45] investigate the relationship between inflation and deficits in 91 countries during the period 1960 to 2006 with dynamic panel quantile regression model under the autoregressive distributional lag (ARDL) specification. Empirical results indicate that fiscal deficit has a strong effect on the inflation in the high-inflation events, but it is weak in the low-inflation episodes. Jalil, Tariq and Bibi [6] also test the inflation and fiscal deficit for Pakistan during the period 1972 to 2012. They suggest that there is a positive relationship between fiscal deficit and inflation.

3. Data and Methodology

The purpose of this paper is to test whether there is a relationship between budget deficits and inflation by using two methodological ways for nine countries for period from 1990 to 2013 using a quarterly data. These countries have been selected according to the data availability. The data is drawn from the Eurostat Database and IMF International Financial Statistics (IFS). Countries and time spans used in this analysis are shown in Table 1. Owing to data unavailability, we used different data spans that are presented in Table 1. In order to make a comparison for our study, we will use both Hacker and Hatemi-J causality test and the frequency domain test. Our empirical analysis covers these variables for nine countries, namely Belgium, Cyprus, France, Germany, Netherlands, Spain, Sweden and UK. The seasonally adjusted series for these variables were completed by using the Census X-12 procedure.
### 3.1. Causality Analysis in the Time Domain

In the Granger-causality literature for time series data there are several tests developed such as Engle-Granger approach, Sim’s causality approach, VAR Granger-causality approach, and last but not least Toda and Yamamoto (TY, [21]) approach. In our estimation, we utilized TY approach with bootstrap procedure suggested in Hacker and Hatemi-J [22] methods. The advantages of this approach are well known in the literature, such as, this approach does not require pre-testing of unit root and cointegration (i.e., TY method offers an approach for the estimation of VAR process for series in levels, even if the series are integrated or cointegrated) and it is robust when VAR processes may have some unit roots (Toda and Yamamoto [21]). The estimation process is explained briefly as follows.

1) Determine the optimal order of the VAR process ($p$).

2) Determine the maximal order of integration occurring in the true generation process for variables.

3) Estimate the augmented VAR ($p + d_{max}$) model, where $d_{max}$ is the maximal order of integration of variables determined in step 2.

4) Test Granger-causality by utilizing modified Wald (MWALD) test in an estimated augmented VAR model in step 3.

Say following is a augmented VAR ($p + d_{max}$) model to be estimated:

$$Y_t = \hat{\lambda} + \hat{\Theta}_t x_{t-1} + \cdots + \hat{\Theta}_p Y_{t-p} + \hat{\Theta}_{p+d} x_{t-p-d} + \hat{\varepsilon}_t$$  \hspace{1cm} (1)

where the circumflex above a variable denotes its Ordinary Least Square (OLS) estimates and the $d$ is the maximal order of integration of the variables. Following Hacker and Hatemi-J [22] the Wald test for a sample size of $T$ can be explained as follows:

$$L = (x_t, \cdots, x_T) \ (n \times T) \text{ matrix},$$

$$\hat{K} = (\hat{\mu}, \hat{\Theta}_1, \cdots, \hat{\Theta}_p, \hat{\Theta}_{p+d}) \ (n \times (1 + n(p + d))) \text{ matrix}$$

$$Z_t = \begin{bmatrix}
1 \\
x_t \\
x_{t-1} \\
\vdots \\
x_{t-p-d+1}
\end{bmatrix} \ (1 + n(p + d)) \times 1 \text{ matrix, for } t = 1, \cdots, T$$

$$Z = (Z_0, \cdots, Z_{T-1}) \ (1 + n(p + d)) \times T \text{ matrix} , \text{ and } \xi = (\xi_t, \cdots, \xi_T) \ (n \times T) \text{ matrix}.$$  

Using these notations, the estimated VAR ($p + d$) model will be as follows:

$$L = KZ + \xi$$  \hspace{1cm} (2)

To test for the non-Granger causality the MWALD test developed by Toda and Yamamoto [21] may be defined as follows:

$$\text{MWALD} = \left( C\hat{\beta} \right)^T \left[ C \left( (Z'Z)^{-1} \otimes S_U \right) C' \right]^{-1} \left( C\hat{\beta} \right)$$  \hspace{1cm} (3)

where $\otimes$ is the kronecker product, $C$ is a $p \times n \left(1 + n(p + d) \right)$ matrix, $S_U$ is the estimated variance-cova-
ariance matrix of residuals in Equation (2), when the null hypothesis of non-Granger causality is not placed, $\beta$ is $\text{vec}(D)$, vec shows the column-stacking operator. When MWALD test statistic is asymptotically $\chi^2$ distributed by the number of degrees of freedom equal to $p$, the number of restrictions is tested under the estimation (Hacker and Hatemi-J [22]; Hatemi-J and Morgan [52]). Furthermore, Hacker and Hatemi-J [22] revealed that the MWALD test statistics declines the null hypothesis, when the data generating process for the error terms is characterized with non-normality and existing of autoregressive conditional heteroscedasticity (ARCH) by Monte Carlo Simulations. Thus, they proposed a leveraged bootstrap simulation technique to overcome such situation. Moreover, the lag-section in the study is based on the information criterion introduced by Hatemi-J [24] which could be defined as follows:

$$HJC = \ln \left( \det \hat{\Omega}_j \right) + j \left( \frac{n^2 \ln T + 2n^2 \ln \left( \ln T \right)}{2T} \right), \quad j = 0, \ldots, p$$

where $\det \hat{\Omega}_j$ is determinant of the evaluated variance-covariance matrix of the error terms in the VAR model for lag order $j$, $T$ is the number of observations used to estimate the VAR model and finally $n$ is the number of variables in Equation (4).

### 3.2. Causality Analysis in the Frequency Domain

Granger [53] was the first study to give the idea about spectral-density approach to test for Granger-causality (GC) which was further elaborated in Geweke [54]. Recently, Breitung and Candelon [55] proposed approach to test GC in the frequency domain taking idea from Granger [53] and Geweke [54]. The procedure of Breitung and Candelon [56]. GC approach could be explained as follows:

Let $Y_t = \begin{bmatrix} \text{Inf} \cr \text{BD} \end{bmatrix}$ be a two-dimensional vector of time series (inflation and budget deficit respectively) observed at $t = 1, \ldots, T$ and it has a finite-order VAR representation of the form

$$\Theta(L)Y_t = \xi_t$$

(5)

where, $\Theta(L)I - \Theta_1L - \cdots - \Theta_pL^p$ is a $2 \times 2$ lag polynomial with $L^1Y_t = Y_{t-1}$. We assume that the error vector $\xi_t$ is white noise with $E(\xi_t) = 0$ and $E(\xi_t\xi_t') = \Sigma$; where $\Sigma$ is positive definite. For ease of exposition we neglect any deterministic terms in (1).

Let $G$ be the lower triangular matrix of the Cholesky decomposition $G'G = \Sigma^{-1}$ such that $E(\eta_t\eta_t') = I$ and $\eta_t = G\xi_t$. If the system is assumed to be stationary, the MA representation of the system is

$$Y_t = \Phi(L)\xi_t = \begin{bmatrix} \Phi_{11}(L) & \Phi_{12}(L) \cr \Phi_{21}(L) & \Phi_{22}(L) \end{bmatrix} \begin{bmatrix} \xi_t \\ \xi_{t-1} \end{bmatrix}$$

(6)

$$= \Psi(L)\eta_t = \begin{bmatrix} \psi_{11}(L) & \psi_{12}(L) \\ \psi_{21}(L) & \psi_{22}(L) \end{bmatrix} \begin{bmatrix} \eta_t \\ \eta_{t-1} \end{bmatrix}$$

(7)

where $\Phi(L) = \Theta(L)^{-1}$ and $\Psi(L) = \Phi(L)G^{-1}$. Using this representation the spectral density of $F_t$ can be expressed as

$$f_{\text{Inf}}(\omega) = \frac{1}{2\pi} \left| \psi_{11}(e^{-i\omega}) \right|^2 + \left| \psi_{12}(e^{-i\omega}) \right|^2$$

(8)

The measure of causality suggested by Geweke [54] is defined as

$$M_{\text{BD} \rightarrow \text{Inf}}(\omega) = \log \left[ \frac{2\pi f_{\text{Inf}}(\omega)}{\left| \psi_{11}(e^{-i\omega}) \right|^2} \right]$$

(9)

$$= \log \left[ 1 + \frac{\left| \psi_{12}(e^{-i\omega}) \right|^2}{\left| \psi_{11}(e^{-i\omega}) \right|^2} \right]$$

(10)

If $\left| \psi_{12}(e^{-i\omega}) \right|^2 = 0$, then the Geweke’s measure will be zero, then BD will not Granger cause INF at fre-
frequency $\omega$. If the elements of $Y_t$ are $I(1)$ and co-integrated, in that case in the frequency domain the measure of causality can be defined by using the orthogonalized MA representation

$$\Delta Y_t = \Phi(L) \xi_t = \Psi(L) \eta_t,$$

where $\Psi(L) = \Phi(L) G^{-1}, \eta_t = G \xi_t$, and $G$ is a lower triangular matrix such that $E(\eta_t \eta_t') = I$. Note that in a bivariate co-integrated system $\beta' \Psi(1) = 0$, where $\beta$ is a co-integration vector such that $\beta' Y_t$ is stationary (Engle and Granger [56]). As in the stationary case the resulting causality measure is

$$M_{BD \rightarrow \text{Inf}}(\omega) = \log \left[ 1 + \left( \frac{\Psi_{12}(e^{-i\omega})}{\Psi_{11}(e^{-i\omega})} \right) \right]$$

To test the hypothesis that $BD$ does not cause $\text{Inf}$ at frequency $\omega$ we consider the null hypothesis

$$M_{BD \rightarrow \text{Inf}}(\omega) = 0$$

within a bivariate framework. Breitung and Candelon [55] present this test by reformulating the relationship between $\text{Inf}$ and $BD$ in VAR equation:

$$\text{Inf}_t = a_0 \text{Inf}_{t-1} + \cdots + a_p \text{Inf}_{t-p} + \beta_t BD_{t-1} + \cdots + \beta_p BD_{t-p} + \zeta_t$$

(14)

The null hypothesis tested by Geweke, $M_{BD \rightarrow \text{Inf}}(\omega) = 0$, corresponds to the null hypothesis of

$$H_0: R(\omega) \beta = 0$$

(15)

where $\beta$ is the vector of the coefficients of $BD$ and

$$R(\omega) = \begin{bmatrix} \cos(\omega) \cos(2\omega) \cdots \cos(p\omega) \\ \sin(\omega) \sin(2\omega) \cdots \sin(p\omega) \end{bmatrix}$$

(16)

The ordinary $F$ statistic for (15) is approximately distributed as $F(2, T-2p)$ for $\omega \in (0, \pi)$. It is interesting to consider the frequency domain causality test within a co-integrating framework. To this end Breitung and Candelon [55] suggested to replace $F_j$ in regression (14) by $\Delta \text{Inf}_j$, with the right-hand side of the equation remaining the same (see Breitung and Candelon [55]) for more detailed discussion on this and for the case when one variable is $I(1)$ and other is $I(0)$. Furthermore, it is important to mention that in co-integrated systems the definition of causality at frequency zero is equivalent to the concept of “long-run causality” and in stationary framework there exists no long-run relationship between time series, a series may nevertheless explain future low frequency variation of another time series. Hence, in a stationary system, causality at low frequencies implies that the additional variable is able to forecast the low frequency component of the variable of interest on one period ahead.

4. Empirical Results

This paper is to examine literature by extending the relationship between the budget deficits and inflation. The contribution of this study is to investigate in two methodological ways for nine countries for period from 1990 to 2013. At first, we will employ both the Toda-Yamamoto method based on asymptotic critical values and the bootstrap corrected causality test suggested by Hacker and Hatemi-J [22] method. Empirical analysis is composed of several steps about first method. We will determine maximum integration order for our variables, because Toda-Yamamoto procedure needs additional lag. In order to determine our dataset which is inflation and budget deficit, we use some unit root tests including Phillips and Perron [57] (henceforth, PP) test and the Kwiatkowski, Phillips, Schmidt and Shin [58] (henceforth, KPPS) tests. Then, we will choose optimal lag order using Monte Carlo simulation in the VAR models. Herewith, we illustrate different information criteria which are Akaike Information Criteria (AIC), Hannan-Quinn Criteria (HQC), Schwarz Bayesian Information Criteria (SBC), Hatemi-J Criteria (HJC). The next step of this analysis is to run the causality test between inflation and fiscal deficit using Hacker and Hatemi-J [22]. As a second method in this study, we use the Granger causality test in the frequency domain introduced by Breitung and Candelon [55].

Before analyzing causality between the budget deficits and inflation, we have to determine maximum integration order of variables. So, the Toda-Yamamoto procedure needs the additional lag(s) in terms of determining
the maximum integration degree of our variables. In order to ensure reliability for our variables, we use several unit root tests developed by PP and the KPPS test. Table 2 reports the results of these unit root tests. The results show that PP and KPSS tests do not reject the null hypothesis for the levels of the budget deficit and inflation in some countries.

We will choose optimal lag order using Monte Carlo simulation in the VAR models. Herewith, we illustrate different information criteria which are Akaike Information Criteria (AIC), Hannan-Quinn Criteria (HQC), Schwarz Bayesian Information Criteria (SBC), Hatemi-J Criteria (HJC) in Table 3. We use same lag length for France, Germany, Netherlands, Spain, Sweden except for Belgium, Cyprus and UK.

Table 4 shows the results of the TY procedure [21] and the bootstrap-corrected causality test developed by Hacker and Hatemi-J [22]. In order to test the causal relationship between inflation and budget deficits, we analyzed our variables using the Toda and Yamamoto [21] procedure and bootstrapped causality suggested by Hacker and Hatemi-J [22] methods based on Toda-Yamamoto [21] linear Granger causality analysis in Table 4. We use Hatemi-J information criteria (HJC) in Table 4. While TY probability values were based on the significance levels of MWALD statistics, MWALD test statistics were compared to 1%, 5% and 10% bootstrap critical values. According to the results, the TY and the Hacker and Hatemi-J causality tests show the same results. Empirical test results indicate that there is no causality between budget deficits and inflation. Results of both procedures present that null hypothesis of no Granger causality for these variables are accepted at 1%, 5% and 10% significance levels in Table 4.

It is important to determine the selection of lag length for correct results in our analysis. In our analysis, we

<table>
<thead>
<tr>
<th>Countries</th>
<th>AIC</th>
<th>SBC</th>
<th>HQC</th>
<th>HJC</th>
</tr>
</thead>
</table>

Notes: Akaike Information Criteria (AIC), Hannan-Quinn Criteria (HQC), Schwarz Bayesian Information Criteria (SBC), Hatemi-J Criteria (HJC). The numbers in brackets are the optimal lag lengths and minimum test statistics are in the parenthesis.

Table 2. Results of unit root tests.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Budget Deficit</th>
<th>Inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PP</td>
<td>KPSS</td>
</tr>
<tr>
<td>Belgium</td>
<td>-3.70**</td>
<td>0.31***</td>
</tr>
<tr>
<td>Cyprus</td>
<td>-4.51**</td>
<td>0.09</td>
</tr>
<tr>
<td>France</td>
<td>-2.59</td>
<td>0.19**</td>
</tr>
<tr>
<td>Germany</td>
<td>-9.72***</td>
<td>0.09</td>
</tr>
<tr>
<td>Netherlands</td>
<td>-1.84</td>
<td>0.24***</td>
</tr>
<tr>
<td>Spain</td>
<td>-2.06</td>
<td>0.19**</td>
</tr>
<tr>
<td>Sweden</td>
<td>-1.71</td>
<td>0.24***</td>
</tr>
<tr>
<td>UK</td>
<td>-2.19</td>
<td>0.19**</td>
</tr>
</tbody>
</table>

Notes: The critical values for PP test are -4.07, -3.46 and 3.16 and the critical values for KPSS test are 0.22, 0.15 and 0.12 at 1%, 5% and 10% significance level, respectively. ***, ** and * show the rejection of the null hypothesis at 1%, 5% and 10% significance level, respectively.
chose four different information criteria\(^2\), namely Akaike Information Criteria (AIC), Hannan-Quinn Criteria (HQC), Schwarz Bayesian Information Criteria (SBC), Hatemi-J Criteria (HJC). It is shown two different lag length selected by HJC and HQC to test between our variables in Table 4 and Table 5. The causality test results are represented in Table 5 based on HQC. In order to test the causal relationship between inflation and budget deficits, we use the Toda and Yamamoto [21] and Hacker and Hatemi-J [22] methods based Toda-Yamamoto [21] linear Granger causality analysis in Table 5. Empirical test results show that there is no causality between budget deficits and inflation. These results of both procedures provide null hypothesis for these variables which are not rejected in Table 5.

Different from linear causality analysis, this procedure allows examining causality between these variables in different frequencies. We find no evidence of causal relationship running from budget deficits to inflation for all countries in Table 5.

Table 7 indicates that there is a permanent (long term) relationship for Belgium, France. This result shows unidirectional causality from inflation to budget deficits in these countries. By using this method, we do not find for the relationship running from inflation to budget deficits in medium and short term.

Table 4. Causality test results between budget deficits (BUD) and inflation rate (INF) based on HJC.

<table>
<thead>
<tr>
<th>Countries</th>
<th>H(_0): BD does not Granger cause INF</th>
<th>H(_0): INF does not Granger cause BD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MWALD</td>
<td>TY Prob.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>0.183</td>
<td>0.913</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.794</td>
<td>0.672</td>
</tr>
<tr>
<td>France</td>
<td>0.566</td>
<td>0.753</td>
</tr>
<tr>
<td>Germany</td>
<td>0.517</td>
<td>0.472</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.907</td>
<td>0.341</td>
</tr>
<tr>
<td>Spain</td>
<td>0.086</td>
<td>0.770</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.387</td>
<td>0.534</td>
</tr>
<tr>
<td>UK</td>
<td>1.803</td>
<td>0.179</td>
</tr>
</tbody>
</table>

Notes: In this table, INF signifies inflation rate and BD denotes budget deficits. It is used lags based on Hatemi-J Criterion (HJC). The notations *, **, and *** imply rejection of the null hypothesis at the 1%, 5% and 10% levels of significance, respectively. They based on the bootstrap critical values. TY probability is determined probability value by the Toda-Yamamoto procedure for the MWALD stat.

Table 5. Causality test results between budget deficits (BUD) and inflation rate (INF) based on HQC.

<table>
<thead>
<tr>
<th>Countries</th>
<th>H(_0): BD does not Granger cause INF</th>
<th>H(_0): INF does not Granger cause BD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MWALD</td>
<td>TY Prob.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>1.273</td>
<td>0.736</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.794</td>
<td>0.672</td>
</tr>
<tr>
<td>France</td>
<td>0.566</td>
<td>0.753</td>
</tr>
<tr>
<td>Germany</td>
<td>0.517</td>
<td>0.472</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.907</td>
<td>0.341</td>
</tr>
<tr>
<td>Spain</td>
<td>0.086</td>
<td>0.770</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.387</td>
<td>0.534</td>
</tr>
<tr>
<td>UK</td>
<td>1.328</td>
<td>0.515</td>
</tr>
</tbody>
</table>

Notes: In this table, INF signifies inflation rate and BD denotes budget deficits. It is used lags based on Hannan-Quinn Criteria (HQC). The notations *, **, and *** imply rejection of the null hypothesis at the 1%, 5% and 10% levels of significance, respectively. They based on the bootstrap critical values. TY probability is determined probability value by the Toda-Yamamoto procedure for the MWALD stat.

\(^2\)We also tested other information criteria named AIC and SIC, but we do not report them. Because HJC information criteria select the optimal lag order in VAR models, we can say that HJC criteria are more rational selection of lag length other criteria. Empirical results are found that there are no causal between the inflation and budget deficits.
Table 6. Test results of frequency domain causality test: from BUD to INF.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Long term</th>
<th>Medium term</th>
<th>Short term</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.869</td>
<td>0.869</td>
<td>0.741</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.876</td>
<td>0.878</td>
<td>1.229</td>
</tr>
<tr>
<td>France</td>
<td>0.322</td>
<td>0.323</td>
<td>0.777</td>
</tr>
<tr>
<td>Germany</td>
<td>0.493</td>
<td>0.492</td>
<td>0.130</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.074</td>
<td>0.077</td>
<td>2.021</td>
</tr>
<tr>
<td>Spain</td>
<td>1.135</td>
<td>1.144</td>
<td>5.849</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.099</td>
<td>1.097</td>
<td>0.497</td>
</tr>
<tr>
<td>UK</td>
<td>2.356</td>
<td>2.361</td>
<td>2.512</td>
</tr>
</tbody>
</table>

Notes: The lag lengths for the VAR models are determined by SIC. F-distribution with (2, T-2p) degrees of freedom equal 5.99. BD signifies budget deficits and INF denotes inflation rate. *Indicates the relationship of causality between these variables.

Table 7. Test results of frequency domain causality test: from INF to BUD.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Long term</th>
<th>Medium term</th>
<th>Short term</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>Belgium</td>
<td>7.062*</td>
<td>7.068*</td>
<td>2.153</td>
</tr>
<tr>
<td>Cyprus</td>
<td>1.001</td>
<td>1.005</td>
<td>3.291</td>
</tr>
<tr>
<td>France</td>
<td>7.072*</td>
<td>7.074*</td>
<td>3.004</td>
</tr>
<tr>
<td>Germany</td>
<td>1.505</td>
<td>1.508</td>
<td>3.416</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.412</td>
<td>1.411</td>
<td>4.135</td>
</tr>
<tr>
<td>Spain</td>
<td>1.135</td>
<td>1.144</td>
<td>5.849</td>
</tr>
<tr>
<td>Sweden</td>
<td>3.524</td>
<td>3.512</td>
<td>0.142</td>
</tr>
<tr>
<td>UK</td>
<td>4.356</td>
<td>4.216</td>
<td>0.059</td>
</tr>
</tbody>
</table>

Notes: The lag lengths for the VAR models are determined by SIC. F-distribution with (2, T-2p) degrees of freedom equal 5.99. BUD signifies current account deficits and INF denotes inflation rate. *Indicates the relationship of causality between these variables.

5. Conclusion

This paper is the first attempt to determine the relationship between the inflation and budget deficits for nine EU countries using different bootstrap causality and frequency domain causality tests. Empirical test results using bootstrap causality indicate that there is no causality between budget deficits and inflation in general. Further, frequency domain Granger causality analysis provides the evidence that the null hypothesis of no Granger causality running from budget deficit to inflation is accepted at 1%, 5% and 10% significance levels across all the frequencies. On the other hand, we find significant evidence of a long-term Granger causal relationship where results show unidirectional causality from inflation to budget deficits in Belgium, and France. We do not find for the relationship running from inflation to budget deficits in medium and short term. Finally, this paper can be extended by investigating the effect of public deficit problems on inflation and other macro-economic variables and may offer new insights for the problems.
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