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ABSTRACT

Traditionally, risk aversion (both absolute and relative) has been expressed as a function of wealth alone. The characteristics of risk aversion as wealth changes have been extensively studied. However, prices, as well as wealth, enter the indirect utility function, from which the typical risk aversion measures are calculated. Given that, changes in prices will affect risk aversion, although exactly how has not been considered in the literature. This paper provides such an analysis.

In particular, we firstly remind the reader that both absolute and relative risk aversion are homogeneous functions, and as such independently of their particular slopes in wealth, there is a natural effect that holds relative risk aversion constant and decreases absolute risk aversion when prices and wealth are increased by a common factor. We also show that the size of relative risk aversion as compared to the number 1, which is of much importance to the comparative statics of the economics of risk and uncertainty, depends on how changes in prices affect marginal utility. Under plausible (and standard) theoretical assumptions we find that relative risk aversion is likely to be increasing, and that increases in prices will have a tempering effect on risk aversion.
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1. Introduction

Risk aversion is one of the most useful concepts in the microeconomics of risk and uncertainty. In all standard analyses, risk aversion is measured by the ratio of the second derivative of indirect utility with respect to wealth divided by its first derivative (also with respect to wealth) and multiplied by –1 (the well-known Arrow-Pratt measure of absolute risk aversion). However, indirect utility is a function of both wealth and the price vector of consumption goods and services. Of course the derivatives of indirect utility with respect to wealth necessarily hold prices constant, but changes in prices will affect indirect utility and thus will also affect risk aversion. To the best of our knowledge, this effect has not been studied in the existing literature.

In particular, relative risk aversion is an extremely useful concept in microeconomics, both because it is the elasticity of marginal utility, and because it is reasonably easy to get empirical estimations of it. Indeed, in many analyses, it becomes important whether or not relative risk aversion is greater than, less than, or equal to 1. Nobel laureate Ken Arrow [1] argued (convincingly, but without formal proof) that for reasonable values of wealth, relative risk aversion should be greater than 1 and increasing, something that is very often found to be so in empirical studies.¹ Also, a good deal of comparative statics results (see, for example, the literature on the simultaneous choice of insurance and risk; [2-4]) only go through for the case of relative risk aversion less than 1. In this paper the relationship between relative risk aversion and the number 1 is reconsidered taking into account explicitly the effect of prices as well as wealth.

2. Risk Aversion in a Classic Demand Setting

Given that we will be using the idea of the indirect utility function, let us define things using the following (standard) notation. Let $u(x)$ denote the direct utility function, where $x = (x_1, x_2, \ldots, x_n)$ is the commodity vector. We assume that $u(x)$ is strictly increasing in each $x_i$ and concave in the vector $x$. Let $p = (p_1, p_2, \ldots, p_n)$ denote the vector of commodity prices (all, of course, strictly positive). The consumer’s wealth, which is the maximum value of financial resources available for consumption, is given by $w$. The optimal demand is given by $x^*(w, p)$. Substituting the optimal demand into the direct utility function gives us the indirect utility function; $u(x^*(w, p)) = v(w, p)$.

Using this notation, the Arrow-Pratt measure of absolute risk aversion is defined as: and the Arrow-Pratt mea-

1Of course, as a first approximation economists (especially macroeconomists) often use the neperian log function for utility (indeed, the very first utility function, suggested by Daniel Bernoulli way back in 1738, was the neperian log function), which returns a constant degree of relative risk aversion equal to 1.
sure of relative risk aversion is defined as
\[ R_a(w, p) = -\frac{\partial^2 v(w, p)}{\partial w^2} \frac{\partial v(w, p)}{\partial w} \]

and the Arrow-Pratt measure of relative risk aversion is defined as
\[ R_v(w, p) = -\frac{\partial^2 v(w, p)}{\partial w^2} \frac{\partial v(w, p)}{\partial w} \]

In these two definitions we have explicitly recognized the dependence of risk aversion on the price vector, something that is not typically done, since normally risk analysis is carried out under an assumption of constant prices.

In all that follows, we assume that \( u(x) \) is strictly concave in \( x \), so that indirect utility is concave in \( w \) (i.e. the individual is risk averse in the standard sense) and we assume that the consumption solution is strictly interior in all goods \( x_i > 0 \) for all \( i \).

We begin by noting a couple of useful (and well-known) lemmas:

**Lemma 1:** Absolute risk aversion is homogeneous of degree \(-1\) in \((w, p)\).

From Lemma 1, if all prices and wealth increase in a given proportion, say \( \alpha \), which is neither 0 nor 1, then absolute risk aversion will increase in the proportion \( 1/\alpha \), which of course implies that it moves in the opposite direction to the change in prices and wealth. Thus even though a common proportional increase in prices and wealth will not affect the optimal consumption purchase, or the level of utility in the optimum, it will decrease risk aversion. For example, in economies with an inflation rate that increases all prices and incomes in the same proportion, we would expect that over time all individuals suffer lower and lower risk aversion.

Note that Lemma 1 has nothing to do with the often assumed characteristic of decreasing absolute risk aversion (DARA), which is when absolute risk aversion decreases with increases in wealth alone. Even if absolute risk aversion were constant (or increasing) in \( w \), it would still decrease with simultaneous proportional increases in all prices and \( w \). This is something that perhaps should be taken into account when experimental data on risk aversion is taken—field work that is directed toward seeing how increases in \( w \) over time affect risk aversion should check that the only increases over time were in \( w \), since if prices increased also there would be an effect that would decrease risk aversion even though risk aversion were not necessarily decreasing in \( w \).

**Lemma 2:** Relative risk aversion is homogeneous of degree \( 0 \) in \((w, p)\).

Again, the homogeneity of degree \( 0 \) of relative risk aversion may lead empirical field-work to conclude that relative risk aversion is likely to be quite constant in \( w \) even when it need not be so. If prices increase along with wealth, then any utility function will return constant relative risk aversion.

### 3. Relative Risk Aversion

Under plausible (and standard) theoretical assumptions Ken Arrow (see Arrow, 1971) argued without proof that relative risk aversion should be greater than 1 for sufficiently large levels of wealth and increasing. Here we show that this is indeed the case, and furthermore, the relationship between relative risk aversion and the number 1 is intimately related to the effect of price on risk aversion.

**Proposition 1:** Relative risk aversion can be expressed as the sum of the number 1 and the summation of the elasticity of marginal utility with respect to all prices:

\[ R_v(w, p) = 1 + \sum_i \eta_i(w, p), \]

where

\[ \eta_i(w, p) = \frac{p_i}{\frac{\partial v(p, w)}{\partial w}} \frac{\partial v(p, w)}{\partial w} \]

**Proof.** From basic consumer theory, the effect of an increase in a price upon indirect utility is

\[ \frac{\partial v(p, w)}{\partial p_i} = -\left( \frac{\partial v(p, w)}{\partial w} \right) x_i^* \]

Directly rearranging, we get Roy’s Identity:

\[ \frac{\partial v(p, w)}{\partial p_i} = -\left( \frac{\partial v(p, w)}{\partial w} \right) x_i^* \]

Now, derive this expression with respect to \( w \) to get:

\[ \frac{\partial^2 v(w, p)}{\partial w^2} = -\left( \frac{\partial^2 v(w, p)}{\partial w^2} x_i^* + \frac{\partial v(w, p)}{\partial w} \frac{\partial x_i^*}{\partial w} \right) \]

From Young’s theorem, the order of derivatives on the left-hand-side is irrelevant, so this can be written as

\[ \frac{\partial^2 v(w, p)}{\partial w^2} = -\left( \frac{\partial^2 v(w, p)}{\partial w^2} x_i^* + \frac{\partial v(w, p)}{\partial w} \frac{\partial x_i^*}{\partial w} \right) \]

Both lemmas are easy to prove, and in the interests of brevity, the proofs are not given here.
Now, multiply by \( p_i \), and divide by \( \partial v(w, p) / \partial w \) to get

\[
\frac{p_i \frac{\partial^2 v(w, p)}{\partial w \partial p_i}}{\frac{\partial v(w, p)}{\partial w}} = -\left( \frac{\partial^2 v(w, p)}{\partial w^2} \right) p_i x_i^* - p_i \frac{\partial x_i^*}{\partial w} \quad i = 1, 2, \ldots, n
\]

Denoting the elasticity of marginal utility of wealth with respect to the \( i \) th price by \( \eta_i(w, p) \), we have

\[
\eta_i(w, p) = R_d(w, p) p_i x_i^* - p_i \frac{\partial x_i^*}{\partial w} \quad i = 1, 2, \ldots, n
\]

and finally sum over all \( n \) (recalling that \( \sum_{i=1}^n p_i x_i^* = w \)) and \( \sum_{i=1}^n p_i \frac{\partial x_i^*}{\partial w} = 1 \) that ) to get the result:

\[
\sum_{i=1}^n \eta_i(w, p) = R_d(w, p) - 1
\]

Q.E.D.

So the Arrow-Pratt measure of relative risk aversion can be expressed as the number 1 plus a summation of elasticities. Thus the relationship between relative risk aversion and the number 1 implies that we are interested in the relationship between \( \sum_{i=1}^n \eta_i(w, p) \) and the number 0. In turn, whether or not the summation of elasticities is greater than or less than 0 reduces to thinking about how the marginal utility of wealth is affected by an increase in any given price of the final goods that are consumed in the end, i.e. if the second order derivative \( \frac{\partial^2 v(w, p)}{\partial w \partial p_i} \) is positive or negative (or equal to 0). That is, should a rise in a price make an extra unit of wealth more or less valuable in utility terms? If the marginal utility of wealth were to be decreased by an increase in any particular price, then relative risk aversion is greater than 1, and if some price rises increase marginal utility of wealth, and others decrease it, then anything is possible. In this section, some logical hypothesis are offered that may help to decide the issue.

It is logical to assume that the sign of \( \frac{\partial^2 v(w, p)}{\partial w \partial p_i} \) is the same for all goods, and for that reason, we now add a new assumption:

**Assumption 1:**

\[
\left( \frac{\partial^2 v(w, p)}{\partial w \partial p_i} \right) \left( \frac{\partial^2 v(w, p)}{\partial w \partial p_j} \right) \geq 0 \forall i, j
\]

Also, we can choose our utility units such that \( v(0, p) = 0 \forall p \), that is, with no wealth (and thus no consumption), the consumer achieves no utility. But then, since the utility function must shift vertically downwards with the increase in any price, if \( v(w, p) \) is to satisfy the three requisites of positive slope, concavity, and \( v(0, p) = 0 \), then it becomes necessary for the graph with the higher price to be less steep, at least for very small values of \( w \), than the graph with the lower price. That is:

**Proposition 2:** There must exist a range of sufficiently small values of \( w \) for which \( \frac{\partial v(w, p)}{\partial w} \) is decreasing in \( p_i \), that is, \( \frac{\partial v(w, p)}{\partial w \partial p_i} < 0 \).

**Proof.** Assume that \( v(w, p) \) is a \( C^2 \) function (i.e. it is continuous with continuous first and second derivatives) such that \( v(0, p) = 0 \) and \( \frac{\partial v(w, p)}{\partial p_i} < 0 \) for every \( i = 1, 2, \ldots, n \). Firstly note that we can write \( v(w, p) \) in the following way:

\[
v(w, p) = v(0, p) + \int_0^w \frac{\partial v(s, p)}{\partial p_i} \, ds = \int_0^w \frac{\partial v(s, p)}{\partial w} \, ds
\]

Now, take \( p = p^0 \) and \( p^* = p^0 + \frac{1}{n} \epsilon \), where \( \epsilon = (0, \ldots, 1, 0, \ldots, 0) \), that is the vector whose components are all 0 except for the \( i \) th component which is 1. Then write:

\[
v(w, p^0) - v(w, p^*) = \int_0^w \frac{\partial v(s, p^0)}{\partial p_i} \, ds = \int_0^w \frac{\partial v(s, p^*)}{\partial p_i} \, ds
\]

Using Cauchy’s intermediate value theorem, we have:

\[
v(w, p^0) - v(w, p^*) = \int_0^w \left( \frac{\partial v(s, p^0)}{\partial p_i} - \frac{\partial v(s, p^*)}{\partial p_i} \right) \, ds
\]

where \( k_s \in (0, 1) \). By hypothesis, the previous equation is positive for all values of \( w > 0 \) and \( n > 0 \), which implies that

\[
\frac{\partial^2 v(s, p^0)}{\partial p_i \partial w} \leq 0
\]

for every \( s \in (0, \bar{w}) \) for some \( \bar{w} > 0 \). Therefore, \( \frac{\partial^2 v(w, p)}{\partial p_i \partial w} \leq 0 \) for small enough values of \( w \). Q.E.D.

Thus, under assumption 1, it holds that \( \frac{\partial^2 v(w, p)}{\partial p_i \partial w} \leq 0 \) for sure when \( w \) is quite small, and so we can conclude that for small enough values of \( w \) we have

\[
\sum_{i=1}^n \eta_i(w, p) \leq 0 \text{ and so } R_d(w, p) \leq 1.
\]

Secondly, we also assume (as did Arrow) that utility is bounded above, that is, as wealth gets infinitely large, utility remains finite.

**Assumption 2:** \( \lim_{w \to \infty} v(w, p) < \infty \).

We add to that the following;

**Assumption 3:** \( \lim_{w \to \infty} \left( v(w, p) - v(w, p^1) \right) = 0 \).

This assumption implies that marginal price rises do not affect utility as wealth gets infinitely large, so that infinitely wealthy individuals are not concerned with small price rises. Under assumptions 2 and 3, when two utility functions are drawn, the only difference between them being that the lower one has a greater value of the 1
th price, then at high enough values of \( w \), the two curves would approach each other again. Mathematically, it would have to hold that \( \frac{\partial^2 \nu(w, p)}{\partial w^2} > 0 \) at high values of \( w \).

**Proposition 3:** If utility is bounded from above at some positive bound that is common to all price levels, then if \( w \) is sufficiently high we have \( \frac{\partial^2 \nu(w, p)}{\partial \theta \partial \phi} \geq 0 \).

**Proof.** Define \( w = 1/z \), and \( h(z, p) = L - \nu(1/z, p) \), for \( z > 0 \). We assume that \( h(0, p) = 0 \) (i.e. \( \nu(w, p) \) tends to \( L \) for all \( p \), and that

\[
\frac{\partial h(0, p)}{\partial w} = \frac{\partial^2 h(0, p)}{\partial w^2} = 0
\]

for all \( p \). We assume that this is a \( C^2 \) function. Now, following the same steps as in the previous proposition, we can write:

\[
h(z, p) = h(0, p) + \int_0^z \frac{\partial h(s, p)}{\partial z} \, ds = \frac{\partial h(s, p)}{\partial z} \, ds
\]

Now, again take \( p = p^o \) and \( p^s = p^o + (1/n) \epsilon \), where \( \epsilon = (0, 0, \ldots, 1, 0, \ldots, 0) \), that is the vector whose components are all 0 except for the \( i \) th component which is 1. Then we get:

\[
h(z, p^o) - h(z, p^s) = \int_0^z \frac{\partial h(s, p^o + k, \epsilon/s)}{\partial z} \, ds
\]

where \( k_s \in (0, 1) \). But, using the above definition of, this is:

\[
v \left( \frac{1}{z}, p^s \right) - v \left( \frac{1}{z}, p^o \right) = \int_0^z \frac{\partial v}{\partial \phi} \left( \frac{1}{s}, p^o + k, \epsilon/s \right) \, ds
\]

By hypothesis, this last equation is negative for all values of \( z > 0 \) and \( n > 0 \), which implies that

\[
\frac{\partial v}{\partial \phi} \left( 1/z, p^o \right) \geq 0
\]

for every \( s \in (0, \infty) \) for some \( \infty > 0 \). Therefore, we get

\[
\frac{\partial^3 \nu(w, p)}{\partial \phi \partial w} \geq 0
\]

for large enough values of \( w \).

**Q.E.D.**

4. Conclusions

In this paper we have considered the effect of prices upon risk aversion. While the effect of wealth upon risk aversion is very well understood, it seems curious that no analysis of the effects of prices has been done, given that the indirect utility function is a function of both wealth and the price vector. Firstly, we have shown that both absolute and relative risk aversion are homogeneous functions, and as such independently of their particular slopes in wealth, there is a natural effect that holds relative risk aversion constant and decreases absolute risk aversion when prices and wealth are increased by a common factor. This implies that when field data is used to measure the effect of wealth upon risk aversion, it is very important to control for price effects.

Secondly, we show that the size of relative risk aversion as compared to the number 1, which is of much importance to the comparative statics of the economics of risk and uncertainty, depends on how changes in prices affect marginal utility. Under plausible (and standard) theoretical assumptions we prove that relative risk aversion is less than 1 for sufficiently small levels of wealth, and greater than 1 for sufficiently large levels of wealth. This is, of course, theoretical evidence that points directly toward increasing relative risk aversion being a general characteristic of utility.

Finally, the analysis suggests that increases in prices...
will have a tempering effect on risk aversion, which is indeed rather counter-intuitive, since increases in price are associated with decreases in real-wealth, something that might well suggest increases in risk aversion (under DARA).
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