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Abstract 
Community detection is one of the important tasks of social network analysis. It has significant 
practical importance for achieving cost-effective solutions for problems in the area of search en-
gine optimization, spam detection, viral marketing, counter-terrorism, epidemic modeling, etc. In 
recent years, there has been an exponential growth of online social platforms such as Twitter, Fa-
cebook, Google+, Pinterest and Tumblr, as people can easily connect to each other in the Internet 
era overcoming geographical barriers. This has brought about new forms of social interaction, di-
alogue, exchange and collaboration across diverse social networks of unprecedented scales. At the 
same time, it presents new challenges and demands more effective, as well as scalable, graph- 
mining techniques because the extraction of novel and useful knowledge from massive amount of 
graph data holds the key to the analysis of social networks in a much larger scale. In this research 
paper, the problem to find communities within social networks is considered. Existing community 
detection techniques utilize the topological structure of the social network, but a proper combina-
tion of the available attribute data, which represents the properties of the participants or actors, 
and the structure data of the social network graph is promising for the detection of more accurate 
and meaningful communities. 
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1. Introduction 
A social network graph (sometimes called an “activity graph”) [1] contains nodes representing actors (generally 
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people or organizations), and edges representing relationships or communications between the actors. In graph 
representation, a community structure consists of several nodes which shows dense internal connection com-
pared to the rest of the network. It is one of the well-known graph patterns observed in large social networks, 
and it reflects the fact the human society is organized into groups, families, filial groups, tribes, villages, friend-
ship circles, professional circles, etc. The graph structure of social networks is influenced by the underlying hu-
man social behavior, and there is a strong connection between association and similarity in human society. 
Those with similar interests or of the same kind tend to form groups, which are shown by the age-old adage: 
“birds of a feather flock together.” This principle, the homophily principle [2], implies the nodes that belong to a 
cluster or community in a social network are expected to have homogeneous characteristics. The identification 
of communities hidden within the structure of large complex network is a challenging problem which has at-
tracted a considerable amount of interest. It has been widely studied in the literature, and there have been signif-
icant advancements with contributions from different fields, such as statistical physics. The fact that there is no 
agreed-upon definition for a community adds to the challenge. Different community detection methods are de-
veloped from various applications of specific needs which establish, explicitly or implicitly, its own definition of 
community. This means the definition of a community depends on the application domain and the properties of 
the graph under consideration. 

Community detection is analogous to the clustering problem, and it can be viewed as a data mining analysis 
on graphs: an unsupervised classification of its nodes. However, classical data mining clustering algorithms [3] 
like K-means, Expectation-Maximization do not deal with graph data where the entities are nodes connected to 
each other through edges. On the other hand, the well-known graph clustering techniques, like clustering based 
on normalized cut [4], modularity [5] or structural density [6], utilize the relationships of the network to partition 
the graph into several densely connected components, but do not take the properties of the nodes into account. 

Most community detection techniques focus mainly on the topological structure of the graph. However, on-
line social networks are a rich source of information that can help profiling the users because they register their 
patterns of social interaction, dialogue, exchange and collaboration. Hence, in social network graph, nodes have 
attributes, and can be represented as attributed graphs, [7] [8] where an attribute vector associated with a node 
represent properties of the node like demographic features, personal preferences, and features characterizing the 
user's utilization of specific social network functions or applications. Since the nodes forming a community are 
expected to have homogeneous characteristics because of the homophily principle, it can be useful to take into 
account the node properties in the clustering process for increasing the accuracy of the partitions. Under this as-
sumption, we can argue that, considering both structural data and attribute data simultaneously, instead of sepa-
rately, can inform us the properties of topological structure and the impact and the role of the attributes on the 
topological structure which will be helpful for more meaningful and accurate community detection. 

2. Background 
A community is intuitively understood as a set of entities where each entity is closer, in the network sense, to the 
other entities within the community than to the entities outside it [9]. One of the widely-used definition of com-
munities is based on the number of edges within a group (density) compared to the number of edges between 
different groups. A community is thought of as a group of nodes that has more and/or better-connected edges 
between its members (intra-cluster edges) than between its members and the remainder of the network (inter- 
clusters edges) [10]. 

Community detection methods can be broadly classified [11] into four categories: 1) node-centric community 
detection, 2) group-centric community detection, 3) network-centric community detection, and 4) hierarchy- 
centric community detection. Community detection based on node-centric criteria requires each node in a group 
to satisfy certain properties like mutuality, reachability, or degrees. On the other hand, community detection 
based on group-centric criteria means each group has to satisfy certain requirements like density, and the con-
nections inside a group are considered as a whole. Network-centric community detection has to consider the 
connections of the whole network. It aims to partition the nodes into a number of disjoint sets. A group in this 
case is not defined independently. Typically, some quantitative criterion of the network partition is optimized. 
Hierarchy-centric community detection constructs a hierarchical structure of communities which facilitates the 
examination of communities at different granularity. There are mainly three types of hierarchical clustering: ag-
glomerative, divisive, and structure search. Newman-Girvan algorithm [5], is a divisive hierarchical clustering 
algorithm which used Modularity to measure the quality of the community. 



N. Muslim 
 

 
13 

Community detection in social network graph can be viewed as an unsupervised classification of its nodes, 
i.e., graphs clustering. While most graph clustering methods focus only on the topological structure of a graph, 
there are a few methods that aims to partition the graph depending solely on the similarity of the attributes, i.e., 
the node properties. Some recent methods attempt to consider both the graph topological structure and the node 
properties. We describe below some of the representative methods which demonstrate that utilizing both the 
structural data and the attribute data simultaneously is promising. 

Steinhaeuser et al. [12] utilize the node attributes for weighting the edges of the graph. They define a novel 
metric, node attribute similarity (NAS), to assign meaningful weights to the edges. The weight of an edge de-
pends on the attribute-similarity of two nodes connected by it. Communities are identified using a thresholding 
method. Any pair of nodes whose normalized edge weight exceeds the threshold is placed in the same commu-
nity. The proposed community detection method is relatively simpler and highly scalable which is able to pro-
duce extremely high modularity scores (values over 0.9), as shown by experimental evaluation on a large graph 
with 1.3 million nodes and 1.2 million edges that represents a real-world social network constructed from cellu-
lar phone records. It is reported that the attribute values alone contain some extremely valuable information 
about the community structure. 

In [13], the authors study the evolution of Google+ social network by augmenting the social network structure 
with four users attributes (School, Major, Employer and City). Measurements of the network structure of the re-
sultant Google+ Social-Attribute Network (SAN) is done by means of several canonical network metrics such as 
the reciprocity, density, clustering coefficient, and degree distribution [11] [14] [15]. Then, by generalizing the 
definition of the network metrics, a set of attribute metrics such as attribute density, attribute distance and di-
ameter, attribute clustering coefficient is obtained. By measuring the network structure as well as the attribute 
structure by means of the defined metrics, it is possible to gain a more fine-grained understanding of a social 
network. In particular, how the attributes influence the social structure of the Google+ SAN is studied in [13]. It 
is observed that the nodes sharing common attributes are likely to have higher reciprocity, and that some 
attributes have much stronger influence than others. 

Elhadi et al. [16] propose a novel clustering method, termed Selection method, which does not use a modified 
objective function to combine the structure data, and the attribute data, rather makes the choice to utilize either 
the structure data, or the attribute data depending on the type of graph and the level of information in the attri-
buted graph. 

Gunnemann et al. [17] propose a combined clustering model, and the algorithm GAMER (Graph & Attribute 
Miner) for detection of densely connected subgraph (clusters) that exhibit attribute similarity in subsets of the 
dimensions (subspace clusters). It is empirically shown for synthetic and real world datasets that clustering qual-
ity is improved by simultaneous use of both graph data and attributes data. 

3. Community Detection Schemes 
We have designed four schemes, which use structural and attribute similarity of the nodes for detection of 
community structure. Each of the schemes will deliver separate outputs. To find the set of community which 
represent the real community structure of the social network, outputs of different schemes are combined by us-
ing Consensus clustering [18]. Brief descriptions of the schemes are given below. 

3.1. First Scheme 
In this scheme, the structural similarity between the nodes is utilized to detect community. To measure the 
structural similarity between the nodes, two structural metrics: node degree and clustering coefficient are used. 
For each node, degree and clustering coefficient value are calculated individually. These metric values are used 
as co-ordinate values for a particular node in 2-dimensional space (xi, xj) = (node degree, clustering coefficient). 
Now, K-means clustering is applied to find the set of communities. However, it is not always clear what is the 
exact value of K. To find out the value of K, community strength is measured using Modularity after each itera-
tion. The iteration process continues until Modularity value does not improve. The final output of this scheme 
will be a set of communities. 

3.2. Second Scheme 
In this scheme, the attribute similarity between the nodes is exploited to detect community. To measure the 
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attribute similarity between the nodes, the social network graph will be augmented with user attributes [13]. For 
each node i with attribute node a, an undirected link between i and a in the social network graph is created. For 
each attribute node, two attribute metrics: attribute degree and attribute clustering coefficient values are calcu-
lated. These metric values are used as co-ordinate values for a particular node in 2-dimensional space (xi, xj) = 
(attribute degree, attribute clustering coefficient). Now, K-means clustering is applied to find the set of com-
munities. To find the precise value of K, community strength is measured for each community using Modularity. 
The iteration process continues until Modularity value does not improve. A set of communities are generated as 
the output of this scheme. 

3.3. Third Scheme 
In this scheme, the structural similarity and the attribute similarity between the nodes are considered simulta-
neously to detect community. For a particular node, co-ordinate value in 1-dimensional space is linear combina-
tion of structural metric and attribute metric: w1 × structural metric + w2 × attribute metric. Weight w1 corres-
ponds to the structural metric and Weight w2 corresponds to the attribute metric. 

Large social network graphs show some distinct patterns and properties which are not visible in smaller net-
works. One of the most well-known characteristics of large social network graph is scale-free distribution. It 
means that the degree distribution of a social network follows a power-law. Large social network also shows 
strong community effect. It can be hypothesized that if distribution is a good fit to the power-law distribution 
then more communities can be found. If node degree distribution is a good fit to the power-law distribution than 
attribute degree distribution then the number of communities detected using structural metrics will be higher. 
The weight is calculated based on the fitness to the power-law distribution. 

To measure the fitness to the power-law, degree distribution is converted into log-log scale which will make 
the curve of the power law distribution into a straight line. Linear Regression is used to calculate the equation of 
the best-fitting straight line. Total residual value is measured which will be the value of the weight. Residual = 
Observed value – Predicted value. 

Now, agglomerative hierarchical clustering is used to find the set of communities. In case of agglomerative 
hierarchical clustering, a community pair is merged and if doing so results in the increase of overall Modularity, 
then the process of merging continues until no merge can be found to improve the Modularity score. The final 
output of this scheme will be a set of communities. 

3.4. Fourth Scheme 
It is another scheme, where to detect the community structure; attribute similarity between the nodes is exploited. 
However, some attributes or dimensions are not relevant for all communities. To solve this problem, for each 
attribute node, value of the attribute coefficient in the augmented social network graph [13], is calculated. By 
applying a threshold value, most relevant attributes of the social network is selected. Now, subspace clustering is 
considered. Two fold clustering as used in GAMER algorithm [17] will be employed to find the set of commun-
ities. Alternatively, a variant of the GAMER algorithm is going to be considered where Modularity score is used 
instead of density score. 

4. Evaluation 
The community detection schemes will be quantitatively evaluated on datasets representing large real-world so-
cial networks. For this reason, we are going to need a collection of large real-world social network data in graph 
representation, where group memberships (ground-truth information) of nodes are explicitly stated, and the 
properties or attributes of the nodes are known. 

A large collection of benchmark datasets, with ground-truth information, and also with both structural and 
attribute data do not yet exist, to the best of our knowledge. To solve this problem, a collection of benchmark 
datasets with both structural and attribute data will be gathered by crawling [14] online social networks using the 
public web interface provided by the sites. Also, we would utilize existing datasets of real-world social networks 
gathered by researchers, like the dataset used in [7]. 

5. Conclusion 
The absence of a universal definition of a community has implications for community structure detection and 
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evaluation. It is hard to evaluate the identified communities and obtain the comparison of different community 
detection methods. In this paper, four schemes are designed which utilize structural and attribute data for com-
munity detection. These schemes will improve the quality of community detection. 
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