Signal Enhancements in Plasmon Assisted Fluorescence Ratiometric Imaging Optodes
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ABSTRACT
The objective of this study was to benchmark the different signal enhancements found in a recently exploited fluorescence ratiometric optode design used for nano-molar imaging of ammonium and ammonia. The sensing scheme of these optodes are based on a mediated transfer of the analyte together with a fluorescent dye in a two-phase system consisting of a gold nanoparticle (GNP) doped ether (organic phase), emulsified in a hydrogel (hydrous phase). The coextraction of the ion dye pair causes changes in fluorescence in relation to the analyte concentration. Performances of optodes with and without GNPs using the gradually improved instrumentation and signal processing were evaluated and normalized to be comparable. Signal to noise was enhanced due to signal processing based on ensemble averaging (1.7× - 3.2×), CCD sensitivity (2×), and plasmon assisted fluorescence (10× - 100×), which altogether with the ratiometric treatment of the fluorescence contributed to the great sensitivity for ammonium and ammonia. The study shows that GNP doped sensors are relatively more sensitive to matrix effects but if they are isolated by a protective layer they will dramatically increase in sensitivity. Proper isolation of the active chemical components from the matrix will make the sensor design one of the most powerful and versatile concepts for chemical imaging and single point detection in complex environments as the optodes likely can be constructed for most ions that have selective ionophores.
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1. Introduction
The idea with this paper was to illustrate and discuss the remarkable sensitivity associated with a versatile (applicable to many ions) fluorescence ratiometric plasmon assisted imaging optode design. The optodes based on this design have not only been claimed to be the most sensitive sensor technique for noninvasive imaging of ammonia and ammonium, but also most likely the most sensitive technique for single point measurements of these species. Moreover, the versatile sensing scheme is transferable to other ions that have selective ionophores providing future expected great selectivities and sensitivities for a wide range of analytes.

The original physical sensor configuration, with an emulsion of an organic phase stabilized in a hydrogel, ionophore and a solvatochromic dye was presented already in 1999 by Krause et al. [1]. In the emulsion the negatively charged fluorescent dye (MC540) and a carrier molecule (in their case Valinomycin for potassium) coextract the ion from the hydrous phase into the organic phase that resulted in an increased fluorescence emission and redshift from ~570 nm to ~590 nm due to the solvatochromic dye. This concept makes it possible to detect more than 40 different ions in the same way (same excitation and emission) by just changing the ionophore or ionophore dye pair for negative ions, which also was done in several of the following publications [1-5]. When the sensor concept was transferred to ammonium the cross-sensitivity for potassium (main interfering ion) was found to be low and even better that reported for ion selective electrodes [5]. The technique was also claimed to be pH insensitive and virtually independent of ionic strength [1] of which the latter was found to be true up to 200 mM [6]. However, even if the sensing concept was good and general, it was far from functioning for imaging and also questionable to function for single point measurements. The argument for this is that the fluorescent signal was not normalized and thus sensitive for changes in excitation light intensities, dye leakage and photo bleaching, making accurate detection of ions difficult in reality. A ratiometric concept was published in 2003 that not only compensated for excitation light changes but also made the sensor completely pH independent in the interval pH 5 - 7 [6]. The normalization technique make use of the fluorescence signals from both the dye in hydrous and organic phase in a fluorescence
ratio (e.g. 589 nm/568 nm), which caused a signal to noise (S/N) improvement of up to 800% when high levels of ammonium (10 mM) initially was tested. Upon ammonium exposure the signals representing the two phases are anti-correlated due to the dye phase transfer that results in an amplified ratio ($F_{589\text{nm}} / F_{568\text{nm}}$). The majority of the observed increase in S/N at high ammonium levels was attributed to the decrease in hydrous fluorescence (568 nm in Figure 1), a signal that was not utilized in previous studies. However the result was just presented in a poster [7] and not further discussed in the associated paper [6], since also the noise also was enhanced due to the ratiometric procedure at the low ammonium levels (0.1 mM), giving an unaltered S/N compared to single emission detection. This overlooked feature of the optode technique was later experienced as the performance of the optode gradually got better without any changes in the optode configuration. It was caused by improved signal processing and low noise camera systems that lowered the noise and thereby improved S/N. The technique was ready for imaging but the initial tests showed that the ratiometric approach did not completely (though most of the drift was removed) compensate for dye leakage and photo bleaching over the sensor film as well as drift over time. This was however solved by using time correlated pixel-by-pixel calibration [8], a technique where each pixel was compensated for drift after the measurements through post processing. Practically this was done by using two calibrations one before and one after experiment which were linked together by a time function. The time for the image capture of the experimental images was then used to calculate the response curve in each pixel that in turn was used to calibrate fluorescent images into concentration images [8]. Also the analytical performance such as sensitivity, limit of detection (LOD), and expected operational lifetime were calculated for each pixel and presented as statistical images [9]. After improvements of the infinity corrected imaging system as well as a high throughput macro imaging techniques were developed [10], the technique was ready for research applications such as studying ammonium uptake close to roots [11], and multiple fertilizer release studies (using a high throughput imaging system) in different soils [12] over long time periods up to 11 days.

Plasmon Assisted Fluorescence Ratiometric Imaging

The last decade, lots of attention has been drawn to metal enhanced fluorescence techniques. The idea is to make use of metal particles that further reduce the noise and enhance the fluorescence intensities through so called plasmophore emissions [13]. The technique is applicable if metal particles and fluorescence molecules are in a close vicinity of each other. Nanometer movements of dye molecules towards the metal surface are utilized to give metal enhanced fluorescence signals (plasmophores) as well as reduced chemical noise. As the sensing mechanism for the ionophore optode are based on nanometer movements of a dye molecule in an oil/water interphase, the plasmon assisted fluorescence technique would theoretically be successfully implemented in the sensor design. Especially when considering that the ratiometric procedure caused an 8× signal improvement at high ammonium concentrations could become a reality also for low concentrations by just reducing chemical noise. The physical sensor configuration was further improved in 2009 by incorporation of 10 nm thiol dervatized gold nanoparticles that were extracted into the organic phase of the sensor (see Figures 1 and 2 for principles of operation) [14]. At low ammonium levels the relatively lower absorbance (excitation in Figure 1), and fluorescence in the hydrous phase (hydrogel) are assisted by plasmons, as the distance (10 - 20 nm) match the far field emission region as well as the GNP/dye excitation wavelengths overlap. At high ammonium concentrations the plasmons are decoupled due to solvatochroism i.e. GNP/dye excitation do not overlap and fluorescence are increased due to the solvent shift and increased scattering ($\propto$ (dye-GNP distance)$^2$). The initial tests showed a signal to noise (S/N) improvement surpassing three orders of magnitude (~5000 times) [14] compared to the initial ratiometric sensor [6] resulting in a LOD of 1.7 nM for
ammonium. The leverage in the normalized signal is likely powered by an emission increase due to GNP scattering in the organic phase as well as a reduction in noise in the hydrous phase together with increased hydrous plasmon assisted fluorescence which when utilized in the overall fluorescence ratio (589 nm/568nm) increase the S/N dramatically. The concept was adapted for imaging using ratiometry and drift compensation in each pixel, with following remarkable sensitivities. In 2011 a sensor for detecting ammonia in tissues was presented [15] along with an improved calibration function (further described in [16]) that resulted in a 2 nM detection limit for ammonia at the pixel level in images.

2. Experiment

The previous work was compiled and each change or improvement of the technology was tracked and normalized in order to be comparable and thereafter benchmarked.

3. Results and Discussion

3.1. Evaluation of Signal Enhancements

In order to compare the sensitivities for the two different CCDs that used 3 and 10 images in the image average, the CCD system using 10 images was normalized to 3 images by making use of the principles for ensemble averaging [17] \( S/N \propto (n \text{ images})^{0.5} \) (Table 1). Thereby, facilitating an estimate of the decrease in LOD attributed to the cooled CCD that turned out to be \( \sim \)two times improved compared to the uncooled CCD using the same amount of image processing. The plasmon enhancement with high concentration (\( \sim 30 \mu \text{M} \)) of metal particles improved the LOD 10 times compared to the LOD without GNPs. Even if this is far from the demonstrated more than 5000 times improvement in the spectrofluorometer, it is believed that the imaging optode was hampered by the matrix in this particular study of porcine tissue degradation. This suspicion was also supported when an ammonia sensor was tested in the same environment, where many interactions with the matrix were hindered by a gas permeable layer. The LOD improvement due to plasmon assisted fluorescence, as clearly can be judged by eye (Figure 3), was 100 times \( 1/100 \) of the LOD without GNPs.

Table 1. Performance of the optodes from 2001-2011 and corresponding factor improvement normalized to become comparable. \( S = \) spectrofluorimeter; \( CCD = \) charged coupled device; \( C = \) cooled to \( -30^\circ \text{C} \); \( n = \) number of images; \( IA = \) image averaging; \( M = \) median \( 3 \times 3 \) filtration and LOD = limit of detection.

<table>
<thead>
<tr>
<th>Measurement type</th>
<th>Specie</th>
<th>Plasmon</th>
<th>Signal processing</th>
<th>Reported LOD (µM)</th>
<th>Instrument</th>
<th>Ref.</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity</td>
<td>( \text{NH}_4^+ )</td>
<td>-</td>
<td>-</td>
<td>6 - 10</td>
<td>( S )</td>
<td>[5]</td>
<td>~5000</td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_4^+ )</td>
<td>-</td>
<td>-</td>
<td>6 - 10</td>
<td>( S )</td>
<td>[6]</td>
<td></td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_4^+ )</td>
<td>High</td>
<td>-</td>
<td>0.0017</td>
<td>( S )</td>
<td>[14]</td>
<td></td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_4^+ )</td>
<td>-</td>
<td>IA, ( n = 10, M ) (IA, ( n = 3, M^* ))</td>
<td>0.7 - 1.2 (2.2)</td>
<td>( \text{CCD} )</td>
<td>[8,9]</td>
<td></td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_4^+ )</td>
<td>-</td>
<td>IA, ( n = 3, M )</td>
<td>1</td>
<td>( \text{CCD (C)} )</td>
<td>[18]</td>
<td>~10</td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_4^+ )</td>
<td>Low</td>
<td>IA, ( n = 3, M )</td>
<td>0.3</td>
<td>( \text{CCD (C)} )</td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_4^+ )</td>
<td>High</td>
<td>IA, ( n = 3, M )</td>
<td>0.1</td>
<td>( \text{CCD (C)} )</td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_3 )</td>
<td>-</td>
<td>IA, ( n = 3, M )</td>
<td>0.2</td>
<td>( \text{CCD (C)} )</td>
<td>[15]</td>
<td>~100</td>
</tr>
<tr>
<td>Ratio</td>
<td>( \text{NH}_3 )</td>
<td>High</td>
<td>IA, ( n = 3, M )</td>
<td>0.002</td>
<td>( \text{CCD (C)} )</td>
<td>[15]</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Principle of operation for the plasmon assisted optode at high ammonium concentration, with relative importance of the enhancements effects (black = low; white = high). Decoupled plasmon assisted fluorescence (disrupted dashed line) due to solvatochroism. GNP ex = 510 nm; dye ex = 568 nm; dye-GNP distance \( \sim 5 \text{ nm} \). Arrow (red) indicates the level of the enhancement effects.
3.2. Further Improvements of Plasmon Assisted Fluorescence

Up to now, no optimization of the size, derivatization protocols and amount of GNPs have been done. Therefore further optimization of these parameters will likely result in improved imaging qualities such as improved LOD, analytical sensitivity and pixel to pixel noise. In addition, the complete technology has only been tested for ammonium and ammonia and there is still need to prove that this technology is transferable to the other ions with selective ionophores. If successfully implemented, this technology would significantly improve and simplify the development of artificial noses and tongues, as one detection system can be used to read out lots of different analytes when configured in arrays of optode patches. Moreover, the illumination system could be further improved to maintain stability over time. Initially xenon light sources were used for illumination but they were replaced by light emitting diodes (LEDs) due to their superior life time and relatively good intensity stability. However LEDs should ideally be temperature controlled in the same as the CCD chip or the intensity from the LEDs should be controlled by an intensity light feed-back system. So far no commercial LEDs are found (to the best of my knowledge) with this option and most LEDs just rely on a constant current operation, which insufficiently regulates the light intensities (especially during warm up). Hopefully scientific LED illumination will include this option in the near future. There shall also be mentioned that the CCD for ratiometric imaging optodes shall include a decent full well capacity (>50,000 electrons) a low root mean square (RMS) noise (<15 electrons) and a matched readout bit depth in order to have a sufficient dynamic range and enough readout levels. Prior to these publications presented here, tests were made with CCDs that did not fulfill these specifications which clearly limited the measurement performance.

For single point measurements there will even better possibilities for reduced detection limits and high sensitivities by making use of the imaging detector. Ensemble image and pixel averaging will make the noise reduction proportional to the square root of number of samplings or pixels [17]. If the commonly used pixel-by-pixel binning techniques are avoided and instead drift compensation in each pixel and thereafter pixel averaging over the entire CCD is used, the drift in the system will be removed and thus will not contribute to a biased signal. Such measurements strategies would theoretically reduce the noise completely e.g. with 10^6 pixels averaging then the noise will be reduced by a factor of 1000. This is especially an interesting approach for the development of highly sensitive artificial noses and tongues that do not need the image information and instead could be moved to each sensor spot through scanning.

4. Conclusion

It turns out that the presented imaging technology is enhanced approximately 1.7 - 3.2 times using ensemble averaging (3 and 10 images), 2 times by using a cooled CCD compared to the un cooled CCD. For ammonium, LOD was improved 10 times due to the plasmophore enhancement. It seems like exclusion of the matrix effects further improved the LOD as the undoped ammonia detection (No GNPs) was improved 10 times compared to the undoped ammonium detection, relying on an extra gas barrier (No GNPs) otherwise using the same sensor configuration, signal processing and detection system. When studying the plasmonose effect on ammonia detection, the LOD was improved 100 times for ammonia with GNPs compared to ammonia detection without GNPs. However, in pure solutions with negligible matrix effects, a factor of 5000 can be attributed to the plasmonose effect alone. Thus, the compilation of these results strongly indicates that matrix effects are central for detection and regulates the sensitivity of the measurements for both sensors with and without GNPs. However, the plasmon assisted fluorescence are relatively more sensitive to matrix effects than ordinary fluorescence and thus isolation of the sensor from the matrix, with e.g. a molecular sieve or as in the ammonia example with a gas barrier, will likely pay off relatively more in terms of an improved LOD for plasmon based sensors. Still the S/N relation for the plasmon assisted fluorescent optode exceeds the original fluorescence ratiometric design with at least a factor of 10.
5. Acknowledgements

I greatly acknowledge my former supervisor Professor Stefan Hulth and my research colleague Aron Hakonen for their great contributions into this area.

REFERENCES


