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Abstract 
This article analyzes in complex systems the web of variables that constitute 
the formation and behavior of an event organizing it in several probabilities. 
Based on the current statistical methodologies, multifactorial analysis asso-
ciated with fuzzy logic, complex phenomena are analyzed by stating the in-
fluence of a variable to others and possibly indicating how complexity works. 
However, these analyzes have limitations regarding the scope of the samples 
considering the mechanics of an event determined only by the non-physical 
quantitative properties of variables. The mentioned limits, refers to not con-
sidering the measurement of the variable’s interactions influence in the event 
by analyzing the frequencies in which the interactions affect the formation 
and behavior of the expected event. Considering that interactions take place in 
the physical world, they can present non-observable physical features that in-
fluence the event. This observation can point out the periodic function in the 
production of the complex events that can be observed considering the fre-
quency with which the analyzed event occurs in its physical quantitative cha-
racteristics. 
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1. Introduction 

The main characteristic of the phenomena approached for the methodology to 
be explained in this article is to deal with events whose variations in being and 
previous formation and behavior of the event is the result of a tangle of other 
events (coupling functions [1]) associated with it [2]. The variables that promote 
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the event may have many expressions, generating oscillations in results [3]. The 
analysis of this article refers to the measurement of the frequencies of interaction 
among variables (dynamical systems) and the influence of these frequencies on 
the formation of the expected event. The expression frequency of interaction 
among variables implies in the idea that forming events (variables) of the main 
event and their behavior can interact with each other influenced much more by 
frequency in which interactions between matter and energy express regarding a 
quantitative physical aspect, possibly changing the results of expression in the 
event. So, it is aimed to point out how the frequency with which interactions 
among those variables occur under the concept of a multifactorial statistical 
analysis associated with Fuzzy Logic [4] and subsequent observation of the pa-
rameter space of the variables chained together [5]. When analyzing a complex 
event, the interaction among variables is not always easily or possibly observable 
or reproducible, and those interactions differ in its expressions generating to the 
experiment or observation, oscillations. Conceiving the event as being deter-
mined by frequency of interactions prevents the flow of the event from being 
observed only from the view of nature possibilities described as a parameter 
space of the event, which naturally don’t occur in this way in the raw state of 
nature [5] [6] [7]. Therefore, the results from statistical surveys that delimit the 
object of study by the parameter space are questioned, even if they consist of 
Fuzzy-like parameters, which, in this article, is extended by the analysis of va-
riables and their correlation with the complex system of the event considering all 
the interactions among variables of a given event and the power of influence of 
these interactions in the system, possibly causing a periodicity or coupling func-
tions [1] [6] [8]. 

The investigation of events that have variables with non-binary analysis pa-
rameters (fuzziness) becomes necessary to the extent that facts involving these 
phenomena become uncontrolled due to the large range of factors that cause a 
particular event to occur [9], such as, the great cities and the integration between 
human being and nature, or the phenomena that have in their structure physical, 
chemical or biological dimensions within it [1] [10]. In this way it is necessary to 
delimit in the statistical methods the feasibility in interfering in the phenomenon 
identifying which parameters, their variances and quantitative physical characte-
ristics are most influential within the system. In traditional analyzes, the samples 
in a multifactorial statistical analysis associated with Fuzzy Logic have scopes in 
which there is a wide variance distribution of the analyzed variables [4] [11], 
however, the internal movement that occurs between one variable and another, 
in terms of its interactions is not observed, but by the final sample data set and 
the use of mathematical tools that do not explain the relation between the parts 
of the samples from that point of view [12]. This form of analysis is not suffi-
cient to visualize cause and effect relationships in the entanglement of event va-
riables and their dynamics in modifying in time [13] when taking in account the 
matter and energy quantitative physical aspects of influence. 
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2. Fundamental Principles 
2.1. Interactions Frequency 

Nowadays the main objective is to understand ways of considering large number 
of variables in statistical analysis and the influence in which variables have 
among themselves (phenomena behavior). But more than the number of va-
riables or the parameter space that figures out the aspect of nature possibilities 
[5], it is necessary to understand the frequency in which variables interacts with 
each other. Interactions can’t be seen only by extracting several experimenta-
tions and statistical results. It is assumed that the quantitative physical properties 
of nature may have specific mechanics and they affect the experiment and could 
be in the search in actual statistics for a mechanics in complex events [13] [14] 
[15] [16]. 

Traditional methodological procedures of non-linear statistics verify only a 
portion of the state of nature of the event [12]. Statistical models that analyze 
complex events usually bring to light, indicators determined to give the re-
searcher the global view of a system in a functional state of complexity restricted 
to a certain space and time [13]. It can happen of correspondences among ana-
lyzed variables, results and the samples, share oscillations that are caused and in-
fluenced by frequencies of variables interaction in the event, leading to a non- 
observable factor. Far from considering an analysis about interactions frequency 
in events only related to understand the phenomena by its causes, it is meant to 
investigate the matter/energy properties of occupy a physical space for example, 
or other quantitative physical aspects in the events and how the physical aspects 
are influenced by the amount of interactions in the phenomena modifying ob-
jective aspects of known cause and effect. Frequency can lead to a concept of 
proportionality between cause and effect as result of number of interactions in 
which variables share [1] [9] [14] [15] [17] [18]. 

The discussion proposed in this paper has as its basic premise the idea that the 
oscillations in an event tend to be delimitated by an unobservable factor, and 
must have an organization in which the probable is set to happen towards any 
sort of the given possibilities based on the quantitative physical aspects of the 
event. In theory the description refers to the possibility that in complex systems, 
variables exert influences on one another by the number of interactions they ex-
ert, considering aspects mentioned before as spatial, temporal, functional physi-
cal properties of objects investigated in a given complex system [5]. The unob-
servable factor is that possibility of internal movements (physical quantitative 
aspects) in the organization of the event influence the formation or behavior of 
the same generating a periodicity in the system rather than theoretical data ex-
pressing randomness. One example of variables quantitative physical aspects is 
towards Lorenz Deterministic Nonperiodic Flow experiments, where on table 1 
and 2 [6], the iterations are considered under the aspect of parameter space of 
variables rather than the amount of particles involved in the fluid of which could 
exert mechanical functions in the system prior to the results [6] or with another 
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point of view, space, time and other physical characteristics of an fluid could ex-
ert influence on the event behavior rather than numerical simulations [14].  

It is understood that each variable has its expression, influencing a system in a 
gradual way, which in turn, interacts with other variables in its own gradual 
flows equally. Thus each chaining of variables in periodicity is an extension of 
the fuzzy and multifactorial aspect of nature’s physical quantitative aspects [11]. 

2.2. Periodicity 

The possibility of predicting events with periodicity or expressions of temporal 
cause and effect is dependent on the analysis of the event occurring taking into 
account the oscillations among non-linear variables [6]. 

In a multifactor analysis model case, the relationship between the presences of 
certain types of insects influenced by the presence of factors such as soil mois-
ture [19] is observed. This variation of moisture reflects the presence or absence 
of certain types of organisms. However, other unobserved latent factors are not 
considered in the analysis, so the scope of sampling as well as the size of the 
samples, are restricted at the level of physical space of that event in occurrence 
and a model of nature. A physical quantitative point of view of elements in the 
system aren’t considered as factor who could modify the behavior of the event. A 
garden does not reflect a wider geographic region, to which it is possible to find 
periodicity of the event in occur, as well as, the correspondence between the 
presence and absence of variables physical interactions in a sample is not suffi-
cient to indicate causality in the event, but just a glance of it [10]. If the esti-
mated results in a garden for only that site are considered as objective, these re-
sults have their validity restricted only to this scope of samples and yet it does 
not reflect an evolution in time considering a large scale phenomena of the Un-
iverse and complexity [13] [18] [20] [21] [22] [23]. More than smaller results, it 
would be true to assume a natural order in variables interactions in an universal 
way where the probable expressions in the example given can have oscillations 
caused much more by the interactions frequency of variables rather than the 
number or parameter space of variables. Or in other words, one may ask “Why 
results vary in each sample or clusters of samples of the same phenomena?”, and 
the answer could be “Because there are too many variables in the system” or an 
alternative answer is “It depends on the frequency of interactions in which each 
variable express itself”. 

For this reason it is understood that it is necessary to widen the scope of anal-
ysis in order to obtain valid results for situations other than the investigated 
phenomenon, or in other words, to observe the phenomenon as a large-scale 
system [9] both in the possibility of variables expressions (also latent ones) as 
well as the probable interactions of variables that there exists unveiling periodic-
ity for just a few factors or as for all. For the term periodicity is meant a propor-
tionality of cause and effect among variables of a complex system given by fre-
quency of variable’s interactions. So one may assume that the cause and effect 
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concept in this sense is interpreted by means of proportionality rather than de-
terminism, relativity or uncertainty. It can be seen that the idea of order and 
disorder of nonlinear mechanics can be attributed to various aspects of nature 
[18]. In most cases, it is possible to identify the concept of proportion among va-
riables, in their own attributes, as creators of probabilities in the phenomenon. 
Proportion of cause and effect can be identified in a finite space system in which 
the frequencies of variable’s interactions may alter the results of event’ probabil-
ity rather than considering direct cause and effect excluded from quantitative 
physical aspects of variable’s interactions. In the case of a broader analysis, it is 
possible to obtain universal frequency indicators that strongly influence a com-
plex system for all possible situations [20] [24]. 

The mechanistic function in the production of the complex events can be ob-
served considering the frequency with which the analyzed variable occurs in its 
quantitative interactions in relation to each one of the variables that constitute 
the dynamic system among them. It should be considered that any dependent or 
independent variable are susceptible of inter changes influenced one by other 
and also quantity presence of the variable in the given circumstance, such as the 
law of large numbers behavior. For example, if the population factor affects the 
consumption of water in school buildings, the share of force exerted by the pop-
ulation on water consumption is related not only to the size of the school popu-
lation, but also to the frequency with which organisms consume the water re-
sources influenced by other factors internal and external to the organism. It is 
possible that larger populations always present a higher frequency of occurrence 
of the event as opposed to smaller populations due to the quantity of elements 
that share interactions in the event, however, it is not excluded the possibility 
that smaller populations may present more frequency than larger ones being in-
fluenced by other factors [25]. In this sense, frequencies of one variable may be 
affected by other variables and it is sought to establish frequency relations be-
tween the factor analyzed in relation to the universe of factors present in a given 
event in order to observe how the variances of the factors (variables) interact 
with each other, as opposed to only verifying the frequency with which there is 
logical correspondence between types/number of variables and parameters ana-
lyzed [18] [22]. Events that occur by flows of quantitative frequencies of interac-
tions in variables are necessarily unstable in their initial and final conditions, 
which suggests the need for more precise methodologies to identify a physical 
mechanics in the midst of apparent disorder [1] [4] [13] [14]. 

3. Experiment Testing 

When aggregating samples, it is possible to verify the behavior of the events when 
they are influenced strongly or weakly by the system as a whole [26]. It means to 
enlarge the scope of event as well as observe the effect of latent variables and the 
quantitative and physical aspects of variables that is a natural condition in nature. 

Proposed model: The graph below shows a variable being analyzed in its influ-
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ence in relation to all samples of the system. What is observed is the visualization 
of the fuzzy effect by the bands (blue line) in the variable in question (Figure 1) 
and the effect of a variable in relation to the whole system. The effect of verifying 
the interaction among variables in this way allows detecting the unobservable fac-
tor in their behavior of periodicity caused by frequency. The chart below repre- 
sents only one variable under analysis. More analysis would be needed to cross data. 

Note in red (Figure 2), it is observed that even if a school has large population, 
they don’t share the same consume on water, expressing high oscillation among 
them. The frequency ratio caused by variables quantitative aspects has as tasks of 
methodological procedures as the following: 

1) Consider oscillation of samples as effect of frequency of variable’s interac-
tions; 

2) Scope of analysis not limited (reductionist) by number of samples and latent 
variables; 
 

 
Figure 1. Analysis of the influence of school population on water consumption in rela-
tion to the universe of system variables. Axis x—samples of educational institutions. Axis 
y—Population bands [25]. 

 

 
Figure 2. Highlight at axis x of Figure 1. 
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3) Large number of variables; 
4) The system evolve in time showing many expressions; 
5) The mains task would be to measure the quantitative and physical relations 

among variables, that being empirical analysis rather than only theoretical; 
6) Understand periodicity caused by frequency ratio in complex systems. 
In Figure 1, it is observed how population of students, teachers, and others 

(staff) in a building school consumes water [25]. There are high oscillations of 
consume (x axis) in the same population range (y axis bands). The graph shows 
that population don’t influence strongly the water consumption at schools. It has 
a slight influence. Several other latent variables have influence in the whole caus-
ing most of the oscillations in axis x [25]. However, it is not possible to assume as 
false the possibility of the opposite of this to happen. The degree of influence of 
school’s population on water consumption might be in periodicity due to popula-
tion quantitative view aspect caused by frequency of interactions and in a larger 
scope, it can be seen that this type of systems reveals that other frequencies of va-
riables interactions affects the formation and behavior of the event, and even if 
some institutions have low frequency of population variable interactions fre-
quency of consuming water happening in the high band of analysis (3rd upper 
arrow, Figure 1), all the oscillations are caused much more by the quantitative 
physical aspect of population interactions among other variables in the system 
than an objective or theoretically view that the more population the higher the 
consume. Modifying a frequency can lead to proportionality terms, not being ne-
cessary to perform an experiment with restricted data set or initial conditions. 
Proportionality reveals itself and turns to be periodic. 

4. Conclusion 

The interactions among variables in a complex system can indicate periodicity 
that can evidence the “mechanical” behavior in complexity, or in other words, it 
is suggested that a causal relation among variables can occur under the concept 
of proportionality caused by frequency of interactions expressing internal 
movements in a phenomenon. Periodicities can occur under the physical, quan-
titative and indicative temporal aspects as well as the specific physical properties 
(functions) of the analyzed variable. Indicators of physical aspect can turn into 
frequency on the variable’s interactions that can design mechanics behaviors or 
modifications among the variables in their multidimensional strings allowing the 
visualization of states of distribution of the variables among themselves and ob-
taining a constitutive model of the phenomena in organizing itself. 
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