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Abstract

In this paper, we consider an insurer who wants to maximize its expected utility of terminal wealth by selecting optimal investment and risk control strategies. The insurer's risk process is modeled by a jump-diffusion process and is negatively correlated with the returns of securities and derivatives in the financial market. In the financial model, a part of insurers' wealth is invested into the financial market. Using a martingale approach, we obtain an explicit solution of optimal strategy for the insurer under logarithmic utility function.
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1. Introduction

In the past two decades, more and more attention has been paid to the problem of optimal investment in financial markets for an insurer. Indeed, this is a very important portfolio selection problem for the insurer from a point of finance theory. Merton (1969) [1] first used stochastic control theory to solve consumption and investment problem in framework of continuous financial market. Based on the Merton's work, Zhou and Yin (2004) [2], and Sotomayor and Cadenillas (2009) [3] considered consumption/investment problem in a financial market with regime switching. Under the mean-variance criterion and the utility maximization criterion, respectively, they obtained explicit solutions. In view of an external risk which can be insured against by purchasing insurance policy into Merton’s framework, Moore and Young (2006) [4] cooperated and studied optimal consumption, investment and insurance problem. Following Moore and Young (2006) [4], Perera (2010) [5] resolved the same problem in a more general Levy market. Along the same work, many researchers applied an uncontrollable risk
process to Merton’s model, such as Yang and Zhang (2005) [6]. They considered stochastic control problem for optimal investment strategy without consumption under a certain criteria.

For an insurer, since reinsurance is an important tool to manage its risk exposure, optimal reinsurance problem should be considered carefully. This issue implies that the insurer has to select reinsurance payout for certain financial objectives. The classical model for risk in the insurance literatures is Cramer-Lundberg model, which uses a compound Poisson process to measure risk. Based on the limiting process of compound Poisson process, Taksar (2000) [7] wrote the paper about optimal risk and dividend distribution control. Following his same vein, recent researches started to model the risk by diffusion process or a jump-diffusion process; see, e.g. Wang (2007) [8] and Zou (2014) [9]. Considering both proportional reinsurance and step-loss reinsurance, Kawulski (2001) [10] researched optimal reinsurance in discrete time under the mea-variance criterion. What’s more, recent generalizations in modeling optimal reinsurance process include incorporating regime switching, and interest rate risk and inflation risk; see Zhuo et al. (2013) [11] Guan and Liang (2014) [12] respectively.

In this paper, the model and optimization problem are different from others. Firstly, it is not total wealth of insurer invested, but a part of wealth invested. So in this model, we can obtain the optimal property of the total wealth. Secondly, different from Merton’s work, we use a jump-diffusion process to model an insurer’s risk. Lastly, we regulate the insurer’s risk by controlling the number of polices.

This paper is organized as follow. In Section 2, we formulate investment and risk control problem and describe the financial model and risk process model. The explicit solution of optimal investment and risk control strategy for logarithmic utility is derived in Section 3. In Section 4, we conduct a sensitive analysis. Conclusions of the research are reached in Section 5.

2. The Financial Model and the Risk Process Model

Suppose that there are two assets for investment in the financial market. One is a riskless asset with price process $P_0$ and the other is a risky asset with price process $P_1$. The dynamic of $P_0$ and $P_1$ are given by

$$\frac{dP_0(t)}{P_0(t)} = r(t)P_0(t)dt,$$

$$\frac{dP_1(t)}{P_1(t)} = \left(\mu(t)dt + \sigma(t)dW(t)\right),$$

respectively, where $r, \mu$, and $\sigma$ are positive bounded functions and $W(t)$ is a standard Brownian motion. The initial conditions are $P_0(0) = 1$ and $P_1(0) > 0$.

For an insurer, most of its incomes come from writing insurance policies, and we denote the total outstanding number of policies at time $t$ by $L(t)$. To simplify our analysis, we assume that the insurer’s average premium for per policy is $\rho$, so the total incomes from selling insurance policies over the time period $(t, t + dt)$ is given by $\rho L(t)dt$.

A classical risk model for claims is compound Poisson model, in which the claim for per policy is given by

$$\sum_{i=1}^{N(t)} Y_i,$$

where $\{Y_i\}$ is a series of independent and identically distributed random variables, and $N(t)$ is a Poisson process independent of $Y_i$. If the mean of $Y_i$ and the intensity of $N(t)$ are finite, such compound Poisson process is a Levy process with finite Levy measure. According to Oksendal and Sulem (2005, Theorem 1.7) [13], a Levy process can be decomposed into three components, a linear drift part, a Brownian motion part and a pure jump part. Based on this theorem, we suppose the insurer’s risk for per policy is given by

$$dR(t) = adt + b d\overline{W}(t) + \gamma dN(t), \quad R(0) = 0,$$

where $\overline{W}$ is a standard Brownian motion and $N$ is a Poisson process defined on the given filtered space, respectively. We assume that $a, b, \gamma$ are all positive constants. As Stein (2012) [14] considered, we assume

$$\overline{W}(t) = \rho W^{(1)}(t) + \sqrt{1 - \rho^2} W^{(2)}(t),$$

where $-1 < \rho < 0$ and $W^{(2)}$ is another standard Brownian motion, independent of $W^{(1)}$. We also suppose that the Poisson process $N$ has a constant intensity $\lambda$, and is independent of both $W^{(1)}$ and $W^{(2)}$.

For an insurer, it should be noted that it is impossible for an insurer to invest its total wealth. At time $t$, we denote $\bar{A}(t)$ as a part of the insurance wealth invested. Under this consideration, we let $\bar{A}(t)$ and $L(t)$ be the amount invested in the risky asset and the total liabilities respectively. For a strategy $\bar{u} = (\bar{A}, \bar{\pi}, \bar{L})$ the terminal wealth process $X^\bar{u}$ is driven by the following SDE:
\[
\frac{dX^u(t)}{X^u(t)} = \left(\lambda(t) + \mu(t) - r(t)\right)dt + \sigma(t)\sigma(t)dt + \rho^{\frac{1}{2}}L(t)dB(t),
\]
with initial wealth \( X^u(0) = x > 0, \lambda(t) \leq X(t) \).

Following Stein (2012, chapter 6) [14], we define the liability ratio of liabilities over surplus as \( \kappa(t) = \frac{\pi(t)}{\mu(t)} \). We denote \( \alpha(t) \) as the total proportion of wealth invested, \( \pi(t) \) as the proportion of wealth invested in the risky asset at time \( t \). Then for a control \( u = (\alpha, \pi, \kappa) \), we have \( \tilde{u}(t) = X(t)u(t) \). Then we can rewrite SDE (2.4) as

\[
\frac{dX^u(t)}{X^u(t)} = \left(\alpha(t)r(t) + \mu(t) - r(t)\right)\pi(t) + \left(p - a\right)\kappa(t) \right)dt + \sigma(t)\pi(t)\pi(t)dt - \rho^{\frac{1}{2}}\kappa(t)dB(t),
\]
with initial wealth \( X^u(0) = x > 0, 0 \leq \alpha(t) \leq 1 \).

In this model, as Zou (2014) [9] considered, to compensate extra risk by extra return, the coefficients must satisfy the following conditions: \( \mu(t) > r(t) > 0 \) and \( p > a > 0 \).

Define the criterion function as \( J(x, u) = E_x[u(X^u(T))] \), where \( T > 0 \) is the terminal time, and \( E_x \) is a conditional expectation under probability measure \( P \). Given \( X^u(0) = x \). The utility function \( U(x) \) is assumed to be a strictly increasing and concave. In this paper, the choice for the utility function in economics and finance is \( U(x) = \ln x \). We denote \( \Pi = \Pi(x) \) as the set of all admissible controls with initial wealth \( X(0) = x \). In Section 3, we give the formal definition of \( \Pi \) when \( U(x) = \ln x \) and choose either \( u \) or \( \tilde{u} \) to be a control.

The value function is defined by

\[
V(x) = \sup_{u \in \Pi} J(x, u),
\]
where \( u \) will be changed accordingly if the control we choose is \( \tilde{u} \).

3. The Analysis for \( U(x) = \ln x, x > 0 \)

Firstly formulate the stochastic control problem. The problem in this model is to select an admissible control \( u^* = (\alpha^*, \pi^*, \kappa^*) \in \Pi \) (or \( u^* = (\alpha^*, \pi^*, \kappa^*) \in \Pi \)) that attains the value function \( V(x) \). The control \( u^* \) (or \( \tilde{u}^* \)) is called an optimal control or an optimal policy. We choose \( u \) as an admissible control and for every \( u \in \Pi \), \( \Pi \) is progressively measurable and \( \forall t \in [0, T] \), satisfies the following conditions,

\[
E_x\left[\int_0^T \pi^*(s)ds\right] < \infty, E_x\left[\int_0^T \kappa^*(s)ds\right] < \infty, \kappa(t) \geq 0.
\]

Furthermore, we assume \( \kappa(t) < 1/\gamma \) while \( u \in \Pi \) to avoid the possibility of bankruptcy at jumps.

As we know that for \( \forall u \in \Pi \), the SDE (2.5) satisfies the linear growth condition and Lipschitz continuity condition, thus by Theorem 1.19 in Oksendal and Sulem (2005) [13], there exists a unique solution \( X^u \) such that \( E_x\left[\int_0^T \pi^*(s)ds\right] < \infty \) for all \( t \in [0, T] \).

Applying Itô’s formula to \( \ln X^u_t \), we can obtain that

\[
\ln \frac{X^u_t}{X^u_0} = \int_0^t \left(\alpha r_s + \mu_s - r_s\right)\pi_s + \left(p - a\right)\kappa_s + \rho^{\frac{1}{2}}\kappa_s^{\frac{1}{2}}\pi_s - \frac{1}{2} \rho^{\frac{1}{2}}\kappa_s^{\frac{1}{2}}\pi_s + \int_0^t \ln \left(1 - \gamma_{\pi_s}\right)ds + \int_0^t \left(\sigma_s\pi_s - \rho^{\frac{1}{2}}\kappa_s\right)dB(t),
\]
where \( M_t := N_t - \lambda t \) is the compensated Poisson process of \( N \) and is a martingale under \( P \). Let
\[ f(\alpha, \pi, \kappa) = \alpha r_t + (\mu - r_t) \pi_t + (p - a) \kappa_t + \rho b \sigma \pi \kappa_t \]
\[ - \frac{1}{2} \sigma_t^2 \pi_t^2 - \frac{1}{2} b^2 \kappa_t^2 + \lambda \ln (1 - \gamma \kappa_t). \]  
(3.3)

**Proposition 3.1.** The associated optimal terminal wealth \( X^{\ast}(T) \) is strictly positive with probability 1 under optimal control \( u^{\ast} \).

**Proof.** According to (2.5) and the Doleans-Dade exponential formula, we have that
\[ X_t = \exp \left\{ \int_t^T f(\alpha, \pi, \kappa) - \lambda \ln (1 - \gamma \kappa_s) \, ds \right\} \prod_{s < t} (1 - \gamma \Delta N_s) e^{\kappa \Delta N_s}. \]  
(3.4)

From (3.4), to prove \( X_T > 0 \) with probability 1, we just need to prove \( \prod_{0 < s < T} (1 - \gamma \Delta N_s) > 0 \) with probability 1. For any \( s \in (0, T] \), \( \kappa(t) < 1 / \gamma \) and \( \Delta N_s = 1 \) or 0, we have \( (1 - \gamma \Delta N_s) > 0 \). So we can obtain that \( X_T > 0 \) with probability 1.

Next, we will use the martingale method to get an optimal control for the SDE (2.5). To begin with, we give two important Lemmas. Lemma 3.1 gives the condition that optimal control must satisfy while Lemma 3.2 is a generalized version of martingale representation theorem.

**Lemma 3.1.** (Wang (2007) [8]) If there exists a control \( u^{\ast} \in \Pi \) such that \( E^P \left[ U^{\ast}(X^{\ast}(T))X^{\ast}(T) \right] \) is constant over all admissible controls, then \( u^{\ast} \) is optimal control.

**Lemma 3.2.** (Wang (2007) [8]) There exists a predictable process \( \theta = (\theta_1, \theta_2, \theta_3) \) for any \( P \)-martingale \( Z \) such that for all \( t \in [0, T] \)
\[ Z_t = Z_0 + \int_0^t \theta_1(s) dW^{(1)}_s + \int_0^t \theta_2(s) dW^{(2)}_s + \int_0^t \theta_3(s) dM_s, \quad \text{for all} \quad t \in [0, T]. \]  
(3.5)

Now for the value function \( V(x) := \sup_{u \in \Pi} J(x, u) \) we obtain optimal control by 3 steps.

**Step 1:** Conjecture candidates for optimal control \( u^{\ast} \).

Following the definition in Zou (2014) [9], we also define that
\[ Z_T := \frac{(X_T^{\ast})^{-1}}{E^P \left[ (X_T^{\ast})^{-1} \right]} \quad \text{and} \quad Z_0 := E^P \left[ Z_T \mid F_0 \right]. \]  
(3.6)

for any stopping time \( \eta \leq T \) almost surely. According to the Proposition 3.1, the process \( Z \) is a strictly positive and square-integrable martingale under \( P \) with \( E^P[Z_T = 1] \), for all \( t \in [0, T] \). Define a new measure \( Q \) by
\[ dQ = dP \cdot Z_t. \]

From the SDE (2.4), we have
\[ X_t^{\ast} = x + \int_0^t (A_r + (\mu - r_s) \tilde{\pi}_s + (p - a) L_s) \, ds + \int_0^t (\sigma, \tilde{\pi}_s - \rho b L_s) \, dW_s^{(1)} \]
\[ - \int_0^t b \rho (1 - \rho^2) L_s \, dW_s^{(2)} - \int_0^t \gamma L_s \, dN_s. \]  
(3.7)

From the above expression of \( X \) and Lemma 3.1, for all admissible strategies, we have
\[ E^Q_0 \left[ \int_0^T (A_r + (\mu - r_s) \tilde{\pi}_s + (p - a) L_s) \, ds + (\sigma, \tilde{\pi}_s - \rho b L_s) \, dW_s^{(1)} - b \rho (1 - \rho^2) L_s \, dW_s^{(2)} - \gamma L_s \, dN_s \right] \]  
(3.8)

is constant.

Define \( C_s := \int_0^s \frac{1}{Z_{s-}} \, dZ_s, t \in [0, T] \). Since \( Z \) is a \( P \)-martingale, so is \( C \).

According to Lemma 3.2, there exists a predictable process \( \theta = (\theta_1, \theta_2, \theta_3) \) such that
\[ dC_t = \theta_1(t) dW_t^{(1)} + \theta_2(t) dW_t^{(2)} + \theta_3(t) dM(t). \]  
(3.9)

From the Doleans-Dade exponential formula, we can obtain that
\[ Z_t = Z_0 \exp \left\{ \int_0^t \left( \theta_1(s) dW^{(1)}_s + \theta_2(s) dW^{(2)}_s + \ln(1 + \theta_3(s)) \right) ds \right\} - \frac{1}{2} \int_0^t \left( \theta_1^2(s) + \theta_2^2(s) + 2\lambda \theta_3(s) \right) ds \]  

(3.10)

Through Girsanov’s Theorem, \( W^{(1)} - \int_0^t \theta_1(s) ds, i = 1, 2, \) is a Brownian motion under \( Q \) and \( N(t) - \int_0^t \lambda (1 + \theta_3(s)) ds \) is a martingale under \( Q \).

For a stopping time \( \eta \leq T \) let \( \tilde{u} = (1, 1, 0) \), that is \( A(t) = 1, \tilde{\pi}(t) = 1 \) and \( L(t) = 0 \), which is an admissible control. By substituting this control into (3.8), we have \( E_Q \left[ \int_0^\eta (r_t + \mu - r_t) ds + \sigma dW^{(i)}_s \right] \) is a constant for all \( \eta \leq T \) which implies that \( \int_0^\eta (\mu ds + \sigma dW^{(i)}_s) \) is a \( Q \)-martingale.

So \( \theta_i \) must satisfy the equation that
\[
\mu(t) + \sigma(t) \theta_i(t) = 0, \quad t \in [0, T].
\]

(3.11)

Let \( A(t) = 1, \tilde{\pi}(t) = 0 \) and \( L(t) = 1 \). By a similar way as above, we have
\[
\int_0^\eta \left( (r_t + p - a) ds - \rho_b dW^{(i)} - b\sqrt{1 - \rho^2} dW^{(2)} - \gamma dN_s \right)
\]

is a \( Q \)-martingale, which in turn yields that
\[
r(t) + p - a - \rho_b \theta_1(t) - b\sqrt{1 - \rho^2} \theta_2(t) - \lambda \gamma (1 + \theta_3(t)) = 0, \quad t \in [0, T].
\]

(3.12)

From the SDE (2.5), we can derive to \( X_t^\pi \)
\[
\left( X_t^\pi \right)^{-1} = x^{-1} \exp \left\{ -\int_0^T f(a^\prime, \pi^\prime, \kappa^\prime) dt - \int_0^T \left( \sigma \pi^\prime - \rho_b \kappa^\prime \right) dW^{(i)}_s + \int_0^T b\sqrt{1 - \rho^2} \kappa^\prime dW^{(2)}_s - \int_0^T \ln(1 - \gamma \kappa^\prime) dM_t \right\}.
\]

(3.14)

Comparing the \( dW^{(1)}, dW^{(2)} \) and \( dN \) terms in (3.10) with (3.14), we obtain that
\[
\theta_1(t) = -\left( \sigma(t) \pi^\prime(t) - \rho_b \kappa^\prime(t) \right),
\]
\[
\theta_2(t) = b\sqrt{1 - \rho^2} \kappa^\prime(t),
\]
\[
\ln(1 + \theta_3(t)) = -\ln(1 - \gamma \kappa^\prime(t)).
\]

(3.15)

By substituting (3.15) into (3.11) and (3.13), we have that
\[
\pi^\prime = \frac{\mu(t)}{\sigma^2} + \frac{\rho_b}{\sigma} \kappa^\prime,
\]
\[
R(\kappa^\prime(t))^2 - S(t)(\kappa^\prime(t)) + T(t) = 0,
\]

(3.16)

(3.17)

which the coefficients define as
\[
R := b^2 \left( 1 - \rho^2 \right) \gamma, \quad S(t) := \gamma \left( r + p - a + \rho_b \frac{\mu}{\sigma} \right) + b^2 \left( 1 - \rho^2 \right),
\]
\[
T(t) := r + p - a + \rho_b \frac{\mu}{\sigma} - \lambda \gamma.
\]

(3.18)

With the conditions above, solve the Equation (3.17) to get \( \kappa^\prime(t) \). Since \( \kappa^\prime(t) < 1/\gamma \),
\[
\kappa^\prime(t) = \kappa(t) := \frac{S(t) - \sqrt{\Delta}}{2R},
\]

(3.19)
where \( \Delta = S^2(t) - 4RT(t) \).

According to the (3.19), we can derive \( \pi^*(t) \) with (3.16).

Then we choose that \( A(t) = X_t \alpha^*, \tilde{\pi}(t) = X_t \pi^* \) and \( L(t) = X_t \kappa^* \) to get \( \alpha^* \). Similarly, by substituting this control into (3.8), we have

\[
\alpha^* r_t + \pi^* (\mu_t - r_t) + (p - a) \kappa^* - \frac{\mu}{\sigma} (\pi^* \sigma - \rho \kappa^*) - b^2 \left( 1 - \rho^2 \right) \kappa^* - \frac{\lambda y \kappa^*}{1 - \lambda \kappa^*} = 0, t \in [0, T],
\]

so we can have \( \alpha^* \) by the Equation (3.20).

**Step 2:** Verify that \( Z_T \) defined by (3.10) is consistent with its definition, for \( \Theta_t \) given in (3.15) and \( u^* = (\alpha^*, \pi^*, \kappa^*) \) defined by (3.16), (3.17) and (3.20).

First rewrite (3.14) as

\[
1 \frac{X^*_T}{X^*_T} = I_T H_T,
\]

where

\[
I_T := \frac{1}{x} \exp \left\{ \int_0^T \left[ - f(\alpha^*, \pi^*, \kappa^*) + \lambda \ln(1 - \gamma \kappa^*) \right] ds \right\},
\]

\[
H_T := \exp \left\{ - \int_0^T \left( \sigma \pi^* - \rho b \kappa^* \right) dW^{(1)}_s + \int_0^T b \sqrt{1 - \rho^2} dW^{(2)}_s - \int_0^T \ln(1 - \gamma \kappa^*) dN_s \right\}.
\]

Then substituting (3.15) back into (3.10), we can obtain \( Z_T = J_T H_T \), where

\[
J_T := \exp \left\{ \int_0^T \left( - \frac{1}{2} \sigma^2 \pi^* + \rho b \sigma \pi^* \kappa^* - \frac{1}{2} b^2 \kappa^* + \lambda \left( \frac{1}{1 - \lambda \kappa^*} - 1 \right) \right) ds \right\}
\]

is constant.

According to the (3.6), \( Z \) is a \( P \)-martingale and \( E[Z_T = 1], E[H_T] = 1/J_T \). Therefore,

\[
Z_T = \left( \frac{X^*_T}{X^*_T} \right)^{-1} = \frac{I_T H_T}{I_T E[H_T]} = \frac{H_T}{J_T} = J_T H_T,
\]

so \( Z \) given by (3.10) with \( \Theta_t \) provided by (3.15) is the same as the definition in (3.6).

**Step 3:** Prove that \( u^* = (\alpha^*, \pi^*, \kappa^*) \) satisfies the Lemma 3.1.

For any \( u \in \Pi \), we give a definition for a new process \( Y^u \) as follows

\[
Y^u := \int_0^t X^u_s \left( \alpha^*_s r_s + (\mu_s - r_s) \pi_s + (p - a) \kappa_s \right) ds + \int_0^t X^u_s \left( \sigma^*_s \pi_s - \rho b \kappa_s \right) dW^{(i)}_s - \int_0^t X^u_s b \sqrt{1 - \rho^2} \kappa_s dW^{(2)}_s - \int_0^t X^u_s \gamma \kappa_s dN_s
\]

\[
= \int_0^t X^u_s \left( r_s + p - a + \rho b \frac{H}{\sigma} - b^2 \left( 1 - \rho^2 \right) \kappa_s^* - \frac{\lambda y \kappa_s^*}{1 - \lambda \kappa_s^*} \right) ds + \text{local } Q\text{-martingale}.
\]

From the Equation (3.13), the above \( ds \) issue will be 0, and then the process \( Y^u \) is a local martingale. As \( u^* \) is a deterministic and bounded, \( Z \) is a square-integral martingale under \( P \), that is to say \( E[(Z^u_T)^2] < \infty \).

Meantime, for all \( u \in \Pi \), we can obtain that \( E\left[\left(X^u_T\right)^2\right] < \infty \), so is \( Y^u \). Therefore, we can derive

\[
E\left[\sup_{0 \leq t \leq T} Y^u_t\right] \leq \sqrt{E\left[(Z^u_T)^2\right]} \sqrt{E\left[\sup_{0 \leq t \leq T} Y^u_t\right]} < \infty,
\]

(3.26)
which make possible for us to conclude that the family \( \{ Y^n_t \} \) is uniformly integral under \( Q \) for any stopping time \( \eta \leq T \). Thus \( Y^n \) is indeed a martingale under \( Q \) with \( \mathbb{E}^Q[Y^n_T] = 0 \) for any \( u \in \Pi \). So we can prove that Lemma 3.1 is satisfied. Therefore, we have an optimal control for the function \( V(x) = \sup_{u \in \Pi} J(x, u) \).

4. Sensitive Analysis

In this part, we analyze the influence of the market parameters on the optimal control. To simplify the analysis, we assume that the coefficients are constant in the financial market and the parameters are given in Table 1 which was also used in Zou (2014) [9]. From Table 1, we know that the variables \( \rho \) and \( \gamma \) are not fixed, so we shall analyze the impact of \( \rho \) and \( \gamma \) on the optimal control.

Firstly, we fix \( \gamma = 0.3 \) to research the influence of \( \rho \). The optimal control of \( \pi^*, \kappa^*, \alpha^* \) are given by (3.16), (3.17), (3.20), respectively. We draw the graph of optimal control with different values of \( \rho \) in Figure 1. From Figure 1, we can know that optimal investment proportion in the securities \( \pi^* \) is an increasing function of \( \rho \), and the optimal liability ratio \( \kappa^* \) is like a convex function of \( \rho \). Besides, the optimal total proportion of wealth invested \( \alpha^* \) is decreasing when \( \rho \in (-1, -0.9) \) and then increasing. What’s more, the graph shows that \( \pi^* \leq \alpha^* \). The reason for this behavior comes from the equations of \( R \) and \( W \) in (2.2). For our parameters, there is much uncertainty in the insurance market when \( \rho \) belongs to the interval \((-1, 0)\), and hence \( \kappa^* \) takes a minimum value in that interval. While \( \rho \) takes value near 0 there is little uncertainty, so \( \kappa^* \) takes a maximum value. Since \( \pi^* \) is calculated from the equation (3.16), \( \kappa^* \) also takes a maximum value when \( \rho \) takes value near 0.

Secondly, we fix \( \rho = 0.5 \) to analyze the impact of \( \gamma \). Consider \( \gamma \in [0.2, 0.5] \) which include the previous situation \( \gamma = 0.3 \). We have a graph of optimal control with different values of \( \gamma \) in Figure 2. Figure 2 shows that the optimal investment proportion in the securities \( \pi^* \) is an increasing function of \( \gamma \), and the optimal total proportion of wealth invested \( \alpha^* \) and the optimal liability ratio \( \kappa^* \) are both decreasing function of \( \gamma \). This situation is supported by the economic interpretation of \( \gamma \). In this model, the greater \( \gamma \), the more risk for insurers. So, when \( \gamma \) rises, a risk averse insurer reduces its optimal liability ratio. As the optimal investment expressions (3.17), we know that when \( \gamma \) rises, \( \pi^* \) increases as well. Besides, according to the optimal total proportion of wealth invested \( \alpha^* \) and the optimal liability ratio \( \kappa^* \) expressions (3.20) and (3.17) respectively, we know that when \( \gamma \) rises, \( \alpha^* \) and \( \kappa^* \) decreases however.

Table 1. Market parameters.

<table>
<thead>
<tr>
<th>( a )</th>
<th>( b )</th>
<th>( p )</th>
<th>( r )</th>
<th>( \mu )</th>
<th>( \sigma )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>0.1</td>
<td>0.15</td>
<td>0.01</td>
<td>0.05</td>
<td>0.25</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 1. Impact of \( \rho \) on the optimal control.
5. Conclusions

In our model, the insurer’s risk process obeys a jump-diffusion process, and it is not total its capital to invest but a part of wealth to invest in financial market. Besides, we consider that an insurer wants to maximize its expected utility of terminal wealth by selecting optimal control. According to the sensitive analysis, we know that the optimal total proportion of wealth invested $\alpha^*$ and the optimal liability ratio $\kappa^*$ are convex functions of $\rho$, but they are both decreasing functions of $\gamma$. The optimal investment proportion in the securities or derivatives $\pi^*$ is an increasing function for both $\rho$ and $\gamma$, and $\pi^* \leq \alpha^*$. Furthermore, we find that the higher risk insurers get, the lower liability ratio insurers select.

The limitation in this paper is that the liability is an average for per policy, which conflicts with the fact that the premium for per policy changes all the time for different insurance. Therefore we can research the liability described with a linear function in the model. Besides, the model proposed in the paper can be further explored in another ways as well, something we plan to do in future work.
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