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ABSTRACT
In this paper, we consider the general linear hypothesis testing (GLHT) problem in heteroscedastic one-way MANOVA. The well-known Wald-type test statistic is used. Its null distribution is approximated by a Hotelling $T^2$ distribution with one parameter estimated from the data, resulting in the so-called approximate Hotelling $T^2$ (AHT) test. The AHT test is shown to be invariant under affine transformation, different choices of the contrast matrix specifying the same hypothesis, and different labeling schemes of the mean vectors. The AHT test can be simply conducted using the usual $F$-distribution. Simulation studies and real data applications show that the AHT test substantially outperforms the test of [1] and is comparable to the parametric bootstrap (PB) test of [2] for the multivariate $k$-sample Behrens-Fisher problem which is a special case of the GLHT problem in heteroscedastic one-way MANOVA.
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1. Introduction
The problem of comparing the mean vectors of $k$ multivariate populations based on $k$ independent samples is referred to as multivariate analysis of variance (MANOVA). If the $k$ covariance matrices are assumed to be equal, Wilks’ likelihood ratio, Lawley-Hotelling trace, Bartlett-Nanda-Pillai’s trace and Roy’s largest root tests ([3], Ch. 8, Sec. 6) can be used. When $k = 2$, Hotelling’s $T^2$ test is the uniformly most powerful affine invariant test. These tests, however, may become seriously biased when the assumption of equality of covariance matrices is violated. In real data analysis, such an assumption is often violated and is hard to check.

The problem for testing the difference between two normal mean vectors without assuming equality of covariance matrices is referred to as multivariate Behrens-Fisher (BF) problem. This problem has been well addressed in the literature. Reference [4] essentially showed, via some intensive simulations, that when there is no information about the correctness of the assumption of the equality of the covariance matrices, it is better to directly proceed to make inference using some BF testing procedure which is robust against the violation of the assumption, e.g., using the modified Nel and van der Mere’s (MNV) test proposed by [5]. Other such testing procedures include those proposed by [1, 6-11], among others. Reference [12] compared seven tests and recommended the tests of [8, 9]. However, Reference [5] noted that both [8, 9]’s tests are not affine invariant. Further studies by [5, 10, 11] indicate that the MNV test is comparable to, or better than, other affine invariant tests.

When $k > 2$, and the covariance matrices are unknown and arbitrary, the problem of testing equality of the mean vectors is more complex, and only approximate solutions are available. Some of these solutions are obtained via generalizing the associated solutions to the univariate BF problem. For example, Reference [6]’s first and second-order tests are extensions of his series solutions to the univariate BF problem. Reference [1] generalized [13]’s univariate approximate degrees of freedom solution to heteroscedastic one-way MANOVA. Both tests are based on an affine-invariant test statistic but used different approaches to approximate its null distribution. Reference [14] proposed a generalized $F$-test. Reference [15] compared James’s first and second-order tests, Johansen’s test, and Bartlett-Nanda-Pillai’s trace test and concluded that none of them is satisfactory for all sample sizes and parameter configurations. Overall, they recommended the James second-order test followed by the Johansen test. Reference [2] claimed, based on a preliminary study, that the James second-order test is computationally very involved, and is difficult to apply when $k = 3$ or more, and offered little improvement over the Johansen test. They then proposed a parametric bootstrap (PB) test to the multivariate $k$-sample BF problem or
heteroscedastic one-way MANOVA, which is an extension of their test to the univariate \( k \) sample BF problem (see [16]). They compared their test, via some intensive simulations for various sample sizes and parameter configurations against the Johansen test and the generalized F-test of [14] and found that their PB test performed best, followed by the Johansen test while the generalized F-test performed worst.

In this paper, we consider the general linear hypothesis testing (GLHT) problem in heteroscedastic one-way MANOVA. The well-known Wald-type test statistic is used. Its null distribution is approximated by a Hotelling \( T^2 \) distribution with one parameter estimated from the data, resulting in the so-called approximate Hotelling \( T^2 \) (AHT) test. The AHT test can be regarded as a natural matrix used to specify the same hypothesis, and different labeling schemes of the mean vectors. It can be simply conducted using the usual \( F \)-distribution. Intensive simulations are conducted to compare the AHT test against the Johansen test and the PB test under various sample sizes and parameter configurations. The simulation results show that the AHT test indeed performs well and it outperforms the Johansen test substantially and is comparable to the PB test of [2].

The rest of the paper is organized as follows. In Section 2, the AHT test is developed. Simulation studies are presented in Section 3. An application to a real data set is given in Section 4. Technical proofs of the main results are outlined in Section 5.

2. Main Results

2.1. The Wald-Type Test Statistic

Given \( k \) independent normal samples

\[
x_{ij}, j = 1, 2, \ldots, n_i - N_p(\mu, \Sigma), l = 1, 2, \ldots, k,
\]

where and throughout, \( N_p(\mu, V) \) denotes a \( p \)-dimensional normal distribution with mean vector \( \mu \) and covariance matrix \( V \), we want to test whether the \( k \) mean vectors are equal:

\[
H_0: \mu_1 = \mu_2 = \cdots = \mu_k, \quad \text{versus} \quad H_1: H_0 \text{ is not true},
\]

(1)

without assuming the equality of the covariance matrices \( \Sigma_l, l = 1, 2, \ldots, k \). The above problem is usually referred to as the multivariate \( k \)-sample BF problem or the overall heteroscedastic one-way MANOVA test, which is a special case of the following GLHT problem in heteroscedastic one-way MANOVA:

\[
H_0: C\mu = c, \quad \text{vs} \quad H_1: C\mu \neq c,
\]

(3)

where \( \mu = [\mu_1, \mu_2, \ldots, \mu_k]^T \) is a long mean vector obtained via stacking all the population mean vectors of the \( k \) samples together into a single column vector, \( C : q \times (kp) \) is a known coefficient matrix with \( \text{Rank}(C) = q \) and \( c : q \times 1 \) is a known constant vector. In fact, the GLHT problem (3) reduces to the multivariate \( k \)-sample BF problem (2) when we set \( c = 0 \) and set \( C = [I_{k-1}, -I_{k-1}] \otimes I_p \), a contrast matrix whose rows sum up to 0, where \( I_1 \) and \( 1_r \) denote the identity matrix of size \( r \times r \) and a \( r \)-dimensional vector of ones, and \( \otimes \) is the usual Kronecker product operator.

Remark 1 The contrast matrix \( C \) for the null hypothesis in (2) is not unique. For example, \( C = [-1_{k-1}, I_{k-1}] \otimes I_p \) is also a contrast matrix for the null hypothesis in (2).

However, it will be showed that the AHT test proposed in this paper will not depend on the choice of the contrast matrices specifying the same hypothesis.

The GLHT problem (3) is very general. It includes not only the overall heteroscedastic one-way MANOVA test (2) but also various post hoc and contrast tests as special cases since any post hoc and contrast tests can be written in the form of (3). For example, when the overall heteroscedastic one-way MANOVA test is rejected, it is of interest to further test if \( \mu_1 = 2\mu_2 \) or if a contrast is zero, e.g., \( \mu - 4\mu + 3\mu = 0 \). In fact, these two testing problems can be written in the form of (3) with \( c = 0 \) and \( C = (e_{1, k} - 2e_{2, k})^T \otimes I_p \) and \( C = (e_{1, k} - 4e_{2, k} + 3e_{3, k})^T \otimes I_p \) respectively where and throughout \( e_{r, k} \) denotes a unit vector of length \( k \) with \( r \)-th entry being 1 and others 0.

Remark 2 From the above various definitions of \( C \), we have \( C = C_0 \otimes I_p \) where \( C_0 \) is a full rank matrix of size \( q_0 \times k \) so that we always have \( q = q_0p \). If \( C_0 \) is a contrast matrix, so is \( C \).

To construct the test statistic for the GLHT problem (3), let \( \hat{\mu} = \hat{\mu}_i = n_i^{-1} \sum_{j=1}^{n_i} x_{ij} \) and

\[
\hat{\Sigma}_i = (n_i - 1)^{-1} \sum_{j=1}^{n_i} (x_{ij} - \hat{\mu}_i)(x_{ij} - \hat{\mu}_i)^T
\]

be the sample mean vector and sample covariance matrix of the \( i \)-th sample. Set \( \hat{\mu} = [\hat{\mu}_1, \hat{\mu}_2, \cdots, \hat{\mu}_k]^T \) which is an unbiased estimator of \( \mu \). Then \( \hat{\Sigma} = N_p(\hat{\mu}, \Sigma) \) where

\[
\Sigma = \text{diag} \left( \frac{\sum_{l=1}^{n_1} \Sigma_{l, l}}{n_1}, \frac{\sum_{l=2}^{n_2} \Sigma_{l, l}}{n_2}, \cdots, \frac{\sum_{l=k}^{n_k} \Sigma_{l, l}}{n_k} \right).
\]

It follows that

\[
(C\hat{\mu} - c) - N_q(C\mu - c, C\Sigma C^T).
\]

This suggests that a Wald-type test statistic can be constructed as

\[
T = (C\hat{\mu} - c)^T (C\hat{\Sigma} C^T)^{-1} (C\hat{\mu} - c),
\]

(4)
where \( \hat{\Sigma} = \text{diag} \left( \frac{\hat{\Sigma}_1}{n_1}, \frac{\hat{\Sigma}_2}{n_2}, \ldots, \frac{\hat{\Sigma}_k}{n_k} \right) \). Notice that the distribution of \( T \) is very complicated and its closed-form distribution is generally not tractable in the context of heteroscedastic one-way MANOVA.

**Remark 3** When the covariance matrix homogeneity is valid and the sample covariance matrices \( \hat{\Sigma}_i \) are replaced by their pooled sample covariance matrix \( \sum_{i=1}^{k}(n_i-1)\hat{\Sigma}_i/(N-k) \) where \( N = \sum_{i=1}^{k}n_i \) denotes the total sample size of the \( k \) samples, it is easy to show that \( T/(N-k) \) follows the distribution of the well-known Lawley-Hotelling trace test statistic ([3], Ch. 8, Sec. 6) with \( q_0 \) and \( N-k \) degrees of freedom where \( q_0 \) is defined in Remark 2.

**Remark 4** When the covariance matrix homogeneity is actually valid, we still can apply the AHT test proposed in this paper, pretending that the \( k \) sample covariance matrices \( \hat{\Sigma}_i \) were not the same. We will see that the AHT test is simpler than the Lawley-Hotelling trace test which in general does not have a closed-form formula for its null distribution; see [3] (Ch. 8, Sec. 6). The simulation results presented in Section 3 show that the AHT test works reasonably well for those covariance matrix homogeneity cases.

To construct the AHT test based on \( T \), following [5] and [10], we re-express \( T \) as

\[
T = z^T W^{-1} z, \tag{5}
\]

where \( z = (CS\Sigma C^T)^{-1/2}(\hat{C}\mu - c) \) and \( W = (CS\Sigma C^T)^{-1/2} \sum_{i=1}^{k}(n_i-1)\hat{\Sigma}_i/(N-k) \). Notice that the above re-expression theoretically helps the development of the AHT test but in practice we still use (4) to compute the value of \( T \). We have \( z \sim N_q(\mu, I_q) \) where \( \mu = (CS\Sigma C^T)^{-1/2}(C\mu - c) \). Let \( n_{\text{min}} = \min_{i=1}^{k}n_i \) and \( n_{\text{max}} = \max_{i=1}^{k}n_i \). Let \( \chi^2_q \) denote a \( \chi^2 \)-distribution with \( q \) degrees of freedom.

**Remark 5** Assume that the sample sizes \( n_1, n_2, \ldots, n_k \) tend to infinity proportionally. That is,

\[
n_{i}/n_{\text{min}} \to r_i < \infty, l = 1, 2, \ldots, k, \text{ as } n_{\text{min}} \to \infty. \tag{6}
\]

Then it is easy to show that as \( n_{\text{min}} \to \infty, T \) asymptotically follows \( \chi^2_q \). However, we can show that the convergence rate of \( T \) to \( \chi^2_q \) is of order \( n_{\text{min}}^{-\frac{1}{2}} \) which is rather slow. Thus, the resulting \( \chi^2 \)-test is hardly useful for the heteroscedastic GLHIT problem (3).

**Remark 6** When the assumption (6) is not satisfied, the ratio \( n_{\text{max}}/n_{\text{min}} \) will tend to \( \infty \) as \( n_{\text{min}} \to \infty \) so that the limit of \( n_{\text{min}}^2 \Sigma \) is not a full rank matrix and hence the limit of \( n_{\text{min}}^2 \Sigma C \Sigma^T \) is not invertible. In this case, the test statistic \( T \) is not well defined so that the AHT test proposed in this paper will not perform well.

Let \( W_r(m, V) \) denote a Wishart distribution of \( m \) degrees of freedom and with covariance matrix \( V: r \times r \). We first show that \( W \) is a Wishart mixture, *i.e.*, a linear combination of several independent Wishart random matrices. For this purpose, we decompose \( C \) into \( k \) blocks of size \( q \times p \) so that \( C = [C_1, C_2, \ldots, C_k] \) with \( C_i \) consisting of the first \( p \) columns of \( C \), \( C_2 \) the second \( p \)-columns of \( C \), and so on.

**Remark 7** When \( C = C_0 \oplus I_p \) where \( C_0 = (c_1, c_2, \ldots, c_k) \) is a \( q \times k \) matrix, \( c_i \) being the \( l \)-th column of \( C_0 \), we have \( C_1 = c_i \oplus I_p, l = 1, 2, \ldots, k \).

Set \( H_i = \left( C \Sigma C^T \right)^{-1/2} C_i, l = 1, 2, \ldots, k \). Then \( H = \left( C \Sigma C^T \right)^{-1/2} \sum_{i=1}^{k} [H_i, H_2, \ldots, H_k] \). Define the total variation of a random matrix \( X = \left( x_{ij} \right): m \times m \) as \( V(X) = \text{Etr} (X - EX)^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} \text{Var}(x_{ij}) \), *i.e.*, the sum of the variances of all the entries of \( X \).

**Theorem 1** We have

\[
W = H \hat{\Sigma} H^T = \sum_{i=1}^{k} W_i, \tag{7}
\]

where \( W_i = n_i^{-1} H \hat{\Sigma}_i H_i^T - W_q (n_i - 1, \Omega_{n_i - 1}, l = 1, 2, \ldots, k \) are independent with \( \Omega_l = n_i^{-1} H \Sigma_i H_i^T \). Furthermore,

\[
E(W) = \sum_{i=1}^{k} \Omega_i = I_q,
\]

\[
V(W) = \sum_{l=1}^{k} (n_i - 1)^{-1} \left[ \text{tr} (\Omega_l^2) + \text{tr}^2 (\Omega_l) \right]. \tag{8}
\]

Then it is easy to show that as \( n_{\text{min}} \to \infty, T \) asymptotically follows \( \chi^2_q \). However, we can show that the convergence rate of \( T \) to \( \chi^2_q \) is of order \( n_{\text{min}}^{-\frac{1}{2}} \) which is rather slow. Thus, the resulting \( \chi^2 \)-test is hardly useful for the heteroscedastic GLHIT problem (3).

**Remark 8** When the assumption (6) is not satisfied, the ratio \( n_{\text{max}}/n_{\text{min}} \) will tend to \( \infty \) as \( n_{\text{min}} \to \infty \) so that the limit of \( n_{\text{min}} \Sigma C \Sigma^T \) is not a full rank matrix and hence the limit of \( n_{\text{min}}^2 \Sigma C \Sigma^T \) is not invertible. In this case, the test statistic \( T \) is not well defined so that the AHT test proposed in this paper will not perform well.

Let \( W_r(m, V) \) denote a Wishart distribution of \( m \) degrees of freedom and with covariance matrix \( V: r \times r \). We first show that \( W \) is a Wishart mixture, *i.e.*, a linear combination of several independent Wishart random matrices. For this purpose, we decompose \( C \) into \( k \) blocks of size \( q \times p \) so that \( C = [C_1, C_2, \ldots, C_k] \) with \( C_i \) consisting of the first \( p \) columns of \( C \), \( C_2 \) the second \( p \)-columns of \( C \), and so on.

**Theorem 2** The solution of (9) is given by

\[
\Omega = I_q / d, \quad d = \frac{q(q+1)}{\sum_{i=1}^{k} (n_i - 1)^{-1} \left[ \text{tr} (\Omega_i^2) + \text{tr}^2 (\Omega_i) \right]} \tag{10}
\]

The solution is given in Theorem 2 below together with the range of \( d \).

**Theorem 2** The solution of (9) is given by

\[
\Omega = I_q / d, \quad d = \frac{q(q+1)}{\sum_{i=1}^{k} (n_i - 1)^{-1} \left[ \text{tr} (\Omega_i^2) + \text{tr}^2 (\Omega_i) \right]} \tag{10}
\]
Moreover, \( d \) satisfies the following inequalities:
\[
\frac{q+1}{p+1}(n_{\text{min}} - 1) \leq d \leq \frac{p(q+1)}{q(p+1)}(N-k), \tag{11}
\]

Remark 8. Theorem 2 indicates that \( d \geq q+1 \) provided \( n_{\text{min}} \geq p+2 \). This guarantees that the distribution of the test statistic \( T \) defined in (5) can be approximated by \( T_{q,d}^2 \). That is why the test proposed here is called the AHT (approximate Hotelling \( F^2 \)) test.

Remark 9. From (10), it is seen that when \( n_{\text{min}} \) becomes large, \( d \) generally becomes large; and when \( n_{\text{min}} \rightarrow \infty \), we have \( d \rightarrow \infty \) so that \( T_{q,d}^2 \) weakly tends to \( \chi^2 \), the limit distribution of \( T \) as pointed out in Remark 5.

Remark 10. The technique used to approximate a Wishart mixture \( \mathbf{W} \) by a single Wishart random matrix \( \mathbf{R} \sim \mathbf{W}_q(d, \mathbf{\Omega}) \) may be referred to as the Wishart-approximation method. The original version of the Wishart-approximation method is due to [8] who determined the unknown parameters \( d \) and \( \mathbf{\Omega} \) via matching the first two moments of \( \mathbf{W} \) and \( \mathbf{R} \). The article obtained a number different solutions to \( \mathbf{d} \), with the simplest one being the same as the one presented in Theorem 2.

Remark 11. The key idea of the Wishart-approximation method is very similar to that of the well-known \( \chi^2 \)-approximation method developed by [19] who approximated the distribution of a \( \chi^2 \)-mixture (see [20]) using that of a \( \chi^2 \)-random variable multiplied by a constant via matching the first two moments.

Remark 12. The first application of the Wishart-approximation method may be due to [8] who obtained an approximate test for the multivariate two-sample BF problem. The resulting test is not affine-invariant, as pointed out by [5]. The authors of [5] then modified Nel and van der Merwe’s test, resulting in the so-called MNV test. Recent applications of the Wishart-approximation method were given by [17,18] who studied tests of linear hypotheses in heteroscedastic one- and two-way ANOVA. The AHT test proposed in this paper is a new application of the Wishart-approximation method.

In real data application, the parameter \( d \) has to be estimated based on the data. A natural estimator of \( d \) is obtained via replacing \( \hat{\mathbf{\Omega}}_l, l=1,2,\ldots,k \) by their estimators:
\[
\hat{\mathbf{\Omega}}_l = n_l^{-1}\left( \mathbf{C}\hat{\mathbf{\Sigma}}\mathbf{C}^T \right)^{1/2}\mathbf{C}\hat{\mathbf{\Sigma}}_l\mathbf{C}^T \left( \mathbf{C}\hat{\mathbf{\Sigma}}\mathbf{C}^T \right)^{1/2}, l=1,2,\ldots,k, \tag{12}
\]
so that
\[
\hat{d} = \frac{q(q+1)}{\sum_{l=1}^k(n_l - 1)^{-1}\left[ tr(\hat{\mathbf{\Omega}}_l^2) + tr^2(\hat{\mathbf{\Omega}}_l) \right]}. \tag{13}
\]
Notice that \( \sum_{l=1}^k\hat{\mathbf{\Omega}}_l = I_q \), so that the range of \( d \) given in (11) is also the range of \( \hat{d} \).

Remark 13. Under the assumption (6), it is standard to show that as \( n_{\text{min}} \rightarrow \infty \), we have \( \hat{d} \rightarrow d \). In addition, we can show that \( E(T_{q,d}^2) = E(T)[1 + O(n_{\text{min}}^{-2})] \) and \( \text{Var}(T_{q,d}^2) = \text{Var}(T)[1 + O(n_{\text{min}}^{-1})] \). That is, the means of \( T \) and \( T_{q,d}^2 \) are matched up to order \( n_{\text{min}}^{-2} \) while the variances of \( T \) and \( T_{q,d}^2 \) are matched only up to order \( n_{\text{min}}^{-1} \). This is not bad since here we only use one tuning parameter \( \hat{d} \) and the distribution of \( T_{q,d}^2 \) is easy to use.

In summary, the AHT test is based on approximating the distribution of the Wald-type test statistic \( T \) by \( T_{q,d}^2 \). It can be conducted using the usual \( F \)-distribution since
\[
T_{q,d}^2 = \frac{qd}{d-q+1} F_{q,d,q+1}, \tag{14}
\]
where and throughout, the expression \( X=\hat{Y} \) means “\( X \) and \( Y \) have the same distribution”. In other words, the critical value of the AHT test can be specified as
\[
\frac{qd}{d-q+1} F_{q,d,q+1}(1-\alpha) \quad \text{for the nominal significance level } \alpha.
\]
We reject the null hypothesis in (3) when this critical value is exceeded by the observed test statistic \( T \). The AHT test can also be conducted via computing the \( P \)-value based on the approximate distribution specified in (14).

2.3. Minimum Sample Size Determination

Let \( \lfloor a \rfloor \) denote the integer part of \( a \). When \( X \sim F_{p,r} \), it is easy to show that \( X \) has up to \( \lfloor q/2 \rfloor - 1 \) finite moments:
\[
E(X^r) = q(q+2)\cdots[q+2(r-1)],
\]
\[
r = 1,2,\ldots,\lfloor q/2 \rfloor - 1.
\]

In general, \( T \) has some finite moments. If its approximate Hotelling \( F^2 \)-distribution \( T_{q,d}^2 \) is good, it should also have the same number of finite moments. To assure that \( T_{q,d}^2 \) has up to \( r \) finite moments, by (14), the minimum sample size must satisfy
\[
n_{\text{min}} \geq \left( p + 2 \right) + \frac{2(p+1)(r-1)}{q+1}, \tag{15}
\]
which is obtained via using the lower bound of \( d \) (and \( \hat{d} \) as well) given in (11). The required minimum sample size may be defined as \( \lfloor a \rfloor + 1 \) where \( a \) is the quantity given in the right-hand side of (15). It is seen that when \( p \) or \( r \) is large or when \( q \) is small, the required minimum sample size is also large. By Remark 2, we have
q = q_0 p \geq p$. Thus, a sufficient condition to guarantee that the approximate Hotelling $T^2$-distribution $T^2_{q,d}$ (14) has up to $r$ finite moments is that $n_{\text{min}} > p + 2r$.

**Remark 14** When $n_{\text{min}}$ is too small, e.g., $n_{\text{min}} < p + 2$, the AHT test may not perform well since in this case, the first moment of $T^2_{q,d}$ is not finite although the first moment of $T$ is usually finite.

### 2.4. Properties of the AHT Test

In practice, the observed response vectors in (1) are often re-centered or rescaled before any inference is conducted. It is desirable that the inference is invariant under the recentering or rescale transformation. They are two special cases of the following affine transformation of the observed response vectors $\mathbf{x}_0$:

$$\tilde{x}_0 = Bx_0 + b, \quad j = 1, 2, \ldots, n; l = 1, 2, \ldots, k,$$  

where $B$ is any nonsingular matrix and $b$ is any constant vector. The proposed AHT test is affine-invariant as stated in the theorem below.

**Theorem 3** The proposed AHT test is affine-invariant in the sense that both $T$ and $\hat{d}$ are invariant under the affine-transformation (16).

Remark 1 mentions that the contrast matrix $C$ used to write (2) into the form of the GLHPT problem (3) is not unique and the AHT test is invariant to various choices of the contrast matrix. This result follows from Theorem 4 below immediately if we notice a result from [21] (Ch. 5, Sec. 4), which states that for any two contrast matrices $\tilde{C}$ and $C$ defining the same hypothesis, there is a nonsingular matrix $P$ such that $\tilde{C} = PC$.

**Theorem 4** The AHT test is invariant when the coefficient matrix $C$ and the constant vector $c$ in (3) are replaced with

$$\tilde{C} = PC \quad \text{and} \quad \tilde{c} = Pc,$$  

respectively where $P$ is any nonsingular matrix.

Finally, we have the following result.

**Theorem 5** The AHT test is invariant under different labeling schemes of the mean vectors $\mu_l$, $l = 1, 2, \ldots, k$.

### 3. Simulation Studies

In this section, intensive simulations are conducted to compare the AHT test against the test of [1] and the PB test of [2]. All the three tests are affine-invariant. Reference [2] demonstrated that the PB test generally outperforms the test of [1] and the generalized F-test of [14] in terms of size controlling. The generalized F-test are generally very liberal and time consuming. Therefore, we shall not include it for comparison against the AHT test.

Following [2], for simplicity, we set $\Sigma_1 = \Sigma_2 = \text{diag}(\lambda_1, \ldots, \lambda_k)$ and $\Sigma_i, l = 3, 4, \ldots, k$ to be some positive definite matrices, where $p, \lambda_1, \ldots, \lambda_k$ and other tuning parameters are specified later. Let $n = (n_1, n_2, \ldots, n_k)$ denote the vector consisting of the $k$ sample sizes. For given $n$ and $\Sigma_i, l = 1, 2, \ldots, k$, we first generated $k$ sample mean vectors $\mu_l$, $l = 1, \ldots, k$ and $k$ sample covariance matrices $\hat{\Sigma}_l$, $l = 1, \ldots, k$ by

$$\mu_l \sim N_p (\mu_l, \Sigma_l, \nu)$,

$$\hat{\Sigma}_l \sim W_p (n_l - 1, \Sigma_l, \nu),$$

where the population mean vectors $\mu_l = \mu_1 + \delta u_l$, $l = 2, \ldots, k$ with $\mu_1$ being the first population mean vector, $u$ a constant unit vector specifying the direction of the population mean differences, and $\delta$ a tuning parameter controlling the amount of the population mean differences. Without loss of generality, we specified $\mu_1$ as 0 and $u$ as $u_l/\|u_l\|$ where $u_l = (1, 2, \ldots, p)$ for any $p$ and $\|u_l\|$ denotes the usual $L^2$-norm of $u_l$. We then applied the Johansen, PB, and AHT tests to the generated sample mean vectors and the sample covariance matrices, and recorded their P-values. The empirical sizes and powers of the Johansen, PB, and AHT tests were computed based on 10000 runs and the number of inner loops for the PB test is 1000. In all the simulations conducted, the significance level was specified as 5% for simplicity.

The empirical sizes (associated with $\delta = 0$) and powers (associated with $\delta > 0$) of the Johansen, PB, and AHT tests for the multivariate $k$-sample BF problem (2), together with the associated tuning parameters, are presented in Tables 1-3, in the columns labeled with “Joh”, “PB”, and “AHT” respectively. As seen from the three tables, three sets of the tuning parameters for population covariance matrices are examined, with the first set specifying the homogeneous cases and seven sets of sample sizes are specified, with the first three sets specifying the balanced sample size cases. To measure the overall performance of a test in terms of maintaining the nominal size $\alpha$, we define the average relative error as

$$\text{ARE} = \frac{\sum_{j=1}^{M} |\hat{\alpha}_j - \alpha| / \alpha \times 100}{M}$$

where $\hat{\alpha}_j$ denotes the $j$-th empirical size for $j = 1, 2, \ldots, M$, $\alpha = 0.05$ and $M$ is the number of empirical sizes under consideration. The smaller ARE value indicates the better overall performance of the associated test. Usually, when $\text{ARE} \leq 10$, the test performs very well; when $10 < \text{ARE} \leq 20$, the test performs reasonably well; and when $\text{ARE} > 20$, the test does not perform well since its empirical sizes are either too liberal or too conservative. Notice that for a good test, the larger the sample sizes, the smaller the ARE values. Notice that for simplicity, in the specification of the covariance and sample size tuning parameters, we often use $a_r$ to denote “$a$ repeats $r$ times”, e.g., $(30)_2 = (30, 30)$ and $(2, 3, 4, 1, 2) = (2, 2, 2, 4, 1, 1)$. Tables 1-3 show the empirical sizes and powers of the Johansen, PB, and AHT tests for a bivariate case with $k = 2$, a
Table 1. Empirical sizes and powers of the Johansen, PB, and AHT tests for bivariate one-way MANOVA.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$n$</th>
<th>$\delta = 0$</th>
<th>$\delta = 0.7$</th>
<th>$\delta = 1.4$</th>
<th>$\delta = 2.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Joh</td>
<td>PB</td>
<td>AHT</td>
<td>Joh</td>
<td>PB</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.049</td>
<td>0.044</td>
<td>0.046</td>
<td>0.504</td>
<td>0.520</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.050</td>
<td>0.050</td>
<td>0.050</td>
<td>0.724</td>
<td>0.716</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.049</td>
<td>0.046</td>
<td>0.049</td>
<td>0.903</td>
<td>0.901</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.050</td>
<td>0.049</td>
<td>0.049</td>
<td>0.599</td>
<td>0.587</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.047</td>
<td>0.045</td>
<td>0.047</td>
<td>0.967</td>
<td>0.974</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.047</td>
<td>0.054</td>
<td>0.044</td>
<td>0.263</td>
<td>0.255</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.047</td>
<td>0.049</td>
<td>0.046</td>
<td>0.386</td>
<td>0.381</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.050</td>
<td>0.046</td>
<td>0.050</td>
<td>0.586</td>
<td>0.583</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.048</td>
<td>0.044</td>
<td>0.047</td>
<td>0.335</td>
<td>0.321</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.053</td>
<td>0.055</td>
<td>0.053</td>
<td>0.801</td>
<td>0.812</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.052</td>
<td>0.055</td>
<td>0.049</td>
<td>0.285</td>
<td>0.279</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.052</td>
<td>0.054</td>
<td>0.051</td>
<td>0.667</td>
<td>0.643</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.050</td>
<td>0.050</td>
<td>0.047</td>
<td>0.201</td>
<td>0.190</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.047</td>
<td>0.055</td>
<td>0.055</td>
<td>0.290</td>
<td>0.298</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.047</td>
<td>0.050</td>
<td>0.047</td>
<td>0.454</td>
<td>0.455</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.051</td>
<td>0.055</td>
<td>0.050</td>
<td>0.255</td>
<td>0.243</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.044</td>
<td>0.050</td>
<td>0.044</td>
<td>0.668</td>
<td>0.666</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.053</td>
<td>0.053</td>
<td>0.050</td>
<td>0.228</td>
<td>0.223</td>
</tr>
<tr>
<td>$n_{(i)}$</td>
<td>0.054</td>
<td>0.059</td>
<td>0.053</td>
<td>0.523</td>
<td>0.526</td>
</tr>
</tbody>
</table>

ARE (4.48, 7.14, 5.14)

From Table 1, it is seen that for the two-sample BF problem, the Johansen, PB, and AHT tests performed very similarly with the Johansen test slightly outperforming the other two tests. However, from Tables 2 and 3, it is seen that with $k$ increasing to 3 and 5, the Johansen test performed much worse than the PB and AHT tests. The later two tests were generally comparable for various sample sizes and parameter configurations. Since the PB test is much more computationally intensive, it is less attractive in real data analysis. The AHT test is then a nice alternative, especially when $k$ is moderate or large.

4. Application to the Egyptian Skull Data

The Egyptian skull data set was recently analyzed by [2]. It can be downloaded freely at Statlib (http://lib.stat.cmu.edu/DASL/Stories/EgyptianSkullDevelopment.html). There are five samples of 30 skulls from the early pre-dynastic period (circa 4000 BC), the late pre-dynastic period (circa 3300 BC), the 12-th and 13-th dynasties (circa 1850 BC), the Ptolemaic period (circa 200 BC), and the Roman period (circa AD 150). Four measurements are available on each skull, namely, $x_1 = \text{maximum breadth}$, $x_2 = \text{borborygmatic height}$, $x_3 = \text{dentalveolar length}$, and $x_4 = \text{nasal height}$ (all in mm). To compare the AHT test with the test of [1] and the PB test of [2] in various cases, we applied these three tests to 3-variate case with $k = 3$ and a 5-variate case with $k = 5$, respectively.
check the significance of the mean vector differences of the first k samples, using only the first \( n = (n_1, n_2, \cdots, n_k) \) observations for \( n = (10, 20, 30) \) for \( k = 2, 3, 4, 5 \). There are totally 12 cases under consideration. The number of bootstrap replications in the PB test is 10000 and hence the time spent by the PB test is about 10000 times of that spent by the other two tests. The P-values of the three tests for various cases are presented in Table 4.

From Table 4, it is seen that the P-values of the three tests are close to each other with the P-values of the Johansen test slightly smaller in almost all the cases. Reference [2] showed via intensive simulations that the PB test performed well for various parameter configurations. Therefore, we may use the P-values of the PB test as benchmark to compare the AHT test with the Johansen test. It is seen from Table 4 that the P-values of the AHT tests are closer to the P-values of the PB test than those of the Johansen test. In this sense, the AHT test performed similar to the PB test and outperformed the Johansen test. This is in agreement with the conclusions drawn from the simulation results presented in the previous section.

**Table 2. Empirical sizes and powers of the Johansen, PB, and AHT tests for trivariate one-way MANOVA.**

<table>
<thead>
<tr>
<th>((\lambda, \rho))</th>
<th>n</th>
<th>(\delta = 0)</th>
<th>(\delta = 0.4)</th>
<th>(\delta = 0.8)</th>
<th>(\delta = 1.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n_{10})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.069</td>
<td>0.040</td>
<td>0.037</td>
<td>0.272</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td>0.058</td>
<td>0.037</td>
<td>0.045</td>
<td>0.388</td>
<td>0.350</td>
</tr>
<tr>
<td></td>
<td>0.049</td>
<td>0.041</td>
<td>0.046</td>
<td>0.603</td>
<td>0.596</td>
</tr>
<tr>
<td>(n_{11})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.069</td>
<td>0.053</td>
<td>0.056</td>
<td>0.419</td>
<td>0.375</td>
</tr>
<tr>
<td></td>
<td>0.063</td>
<td>0.064</td>
<td>0.059</td>
<td>0.644</td>
<td>0.637</td>
</tr>
<tr>
<td></td>
<td>0.067</td>
<td>0.052</td>
<td>0.052</td>
<td>0.477</td>
<td>0.432</td>
</tr>
<tr>
<td>(n_{40})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.062</td>
<td>0.052</td>
<td>0.057</td>
<td>0.775</td>
<td>0.751</td>
</tr>
<tr>
<td>(n_{20})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.074</td>
<td>0.050</td>
<td>0.042</td>
<td>0.285</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>0.058</td>
<td>0.039</td>
<td>0.045</td>
<td>0.597</td>
<td>0.338</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>0.049</td>
<td>0.047</td>
<td>0.605</td>
<td>0.591</td>
</tr>
<tr>
<td>(n_{22})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.072</td>
<td>0.059</td>
<td>0.057</td>
<td>0.414</td>
<td>0.360</td>
</tr>
<tr>
<td></td>
<td>0.067</td>
<td>0.056</td>
<td>0.063</td>
<td>0.640</td>
<td>0.612</td>
</tr>
<tr>
<td></td>
<td>0.070</td>
<td>0.050</td>
<td>0.054</td>
<td>0.516</td>
<td>0.440</td>
</tr>
<tr>
<td>(n_{23})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.068</td>
<td>0.065</td>
<td>0.063</td>
<td>0.865</td>
<td>0.836</td>
</tr>
<tr>
<td>(n_{24})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.044</td>
<td>0.043</td>
<td>0.284</td>
<td>0.205</td>
</tr>
<tr>
<td></td>
<td>0.060</td>
<td>0.046</td>
<td>0.049</td>
<td>0.386</td>
<td>0.353</td>
</tr>
<tr>
<td></td>
<td>0.050</td>
<td>0.053</td>
<td>0.046</td>
<td>0.605</td>
<td>0.599</td>
</tr>
<tr>
<td>(n_{25})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.062</td>
<td>0.060</td>
<td>0.406</td>
<td>0.346</td>
</tr>
<tr>
<td></td>
<td>0.060</td>
<td>0.052</td>
<td>0.056</td>
<td>0.623</td>
<td>0.589</td>
</tr>
<tr>
<td></td>
<td>0.076</td>
<td>0.067</td>
<td>0.059</td>
<td>0.518</td>
<td>0.447</td>
</tr>
<tr>
<td>(n_{70})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.061</td>
<td>0.058</td>
<td>0.056</td>
<td>0.866</td>
<td>0.851</td>
</tr>
</tbody>
</table>

ARE 29.14 14.00 13.52

\( (\lambda_{10}, \rho_{10}) = (1, 0) \), \( (\lambda_{12}, \rho_{12}) = (1, 5, 0, 1, 0.05) \), \( (\lambda_{13}, \rho_{13}) = (1, 3, 0, 1, 0.09) \), \( n_{10} = (7) \), \( n_{10} = (10) \), \( n_{10} = (15) \), \( n_{10} = (7, 10, 20) \), \( n_{10} = (10, 20, 40) \), \( n_{10} = (20, 10, 7) \) and \( n_{10} = (40, 20, 10) \).
Table 3. Empirical sizes and powers of the Johansen, PB, and AHT tests for 5-variate one-way MANOVA.

<table>
<thead>
<tr>
<th>( (\lambda, \eta, u, v) )</th>
<th>( n )</th>
<th>( \delta = 0 )</th>
<th>( \delta = 0.15 )</th>
<th>( \delta = 0.30 )</th>
<th>( \delta = 0.45 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{(1)}, \eta_{(1)}, u_{(1)}, v_{(1)} )</td>
<td>( n_{(1)} )</td>
<td>Joh</td>
<td>PB</td>
<td>AHT</td>
<td>Joh</td>
</tr>
<tr>
<td>( \lambda_{(2)}, \eta_{(2)}, u_{(2)}, v_{(2)} )</td>
<td>( n_{(2)} )</td>
<td>( 0.907 )</td>
<td>( 0.904 )</td>
<td>( 0.913 )</td>
<td>( 0.920 )</td>
</tr>
<tr>
<td>( \lambda_{(3)}, \eta_{(3)}, u_{(3)}, v_{(3)} )</td>
<td>( n_{(3)} )</td>
<td>( 0.909 )</td>
<td>( 0.906 )</td>
<td>( 0.914 )</td>
<td>( 0.921 )</td>
</tr>
<tr>
<td>( \lambda_{(4)}, \eta_{(4)}, u_{(4)}, v_{(4)} )</td>
<td>( n_{(4)} )</td>
<td>( 0.911 )</td>
<td>( 0.908 )</td>
<td>( 0.916 )</td>
<td>( 0.924 )</td>
</tr>
<tr>
<td>( \lambda_{(5)}, \eta_{(5)}, u_{(5)}, v_{(5)} )</td>
<td>( n_{(5)} )</td>
<td>( 0.913 )</td>
<td>( 0.910 )</td>
<td>( 0.918 )</td>
<td>( 0.926 )</td>
</tr>
</tbody>
</table>

ARE: 25.71, 6.95, 7.05

\( \lambda_{(3)} = (1, \; 1, \; 1, \; 1, \; 1), \; \eta_{(3)} = (1, \; 1, \; 1, \; 1, \; 1), \; \lambda_{(4)} = (1, \; 1, \; 1, \; 1, \; 1), \; \eta_{(4)} = (1, \; 1, \; 1, \; 1, \; 1), \; \lambda_{(5)} = (1, \; 1, \; 1, \; 1, \; 1), \; \eta_{(5)} = (1, \; 1, \; 1, \; 1, \; 1) \)

Table 4. P-values of the Johansen, PB, and AHT tests for the Egyptian skull data example.

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Joh</th>
<th>PB</th>
<th>AHT</th>
<th>Joh</th>
<th>PB</th>
<th>AHT</th>
<th>Joh</th>
<th>PB</th>
<th>AHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_{0} : \mu_{i} = \mu )</td>
<td>0.6213</td>
<td>0.6412</td>
<td>0.6448</td>
<td>0.7156</td>
<td>0.7194</td>
<td>0.7227</td>
<td>0.8109</td>
<td>0.8182</td>
<td>0.8142</td>
</tr>
<tr>
<td>( H_{1} : \mu_{i} = \mu_{i} )</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
<td>0.8631</td>
</tr>
<tr>
<td>( H_{0} : \mu_{i} = \mu_{i} = \mu_{i} )</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
<td>0.0574</td>
</tr>
<tr>
<td>( H_{0} : \mu_{i} )</td>
<td>0.0173</td>
<td>0.0502</td>
<td>0.0532</td>
<td>0.0021</td>
<td>0.0021</td>
<td>0.0021</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
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5. Technical Proofs

Proof of Theorem 1 Notice first that if \( Y - W_{\rho}(n, V) \), then we have \( E(Y) = nV \) and \( V(Y) = Etr(Y - EY)^2 = n\left[ tr(V^2) + tr^2(V) \right] \). In addition, it is well known that for \( \rho \geq 1 \), we have

\[
\hat{\Sigma}_l \sim W_p(\rho, n_l, \Sigma_l) \text{,} \quad \text{thus,}
\]

\[
W_l = n_l^{-1}H_l \hat{\Sigma}_l H_l^T = -W_q \left( n_l^{-1}, \Omega, n_l^{-1} \right)
\]

where

\[
\Omega = EW_l = n^{-1}H \Sigma H^T.
\]

Therefore, we have \( E(W_l) = \Omega \) and

\[
V(W_l) = (n_l - 1)^{-1} \left[ tr(\Omega^2) + tr^2(\Omega) \right].
\]

Since \( W_l \) are independent, we have

\[
E(W) = \sum_{l=1}^{k} \Omega = \sum_{l=1}^{k} n_l^{-1}H_l \Sigma_l H_l^T = H \Sigma H = I_q,
\]

and

\[
V(W) = \sum_{l=1}^{k} V(W_l) = \sum_{l=1}^{k} (n_l - 1)^{-1} \left[ tr(\Omega^2) + tr^2(\Omega) \right].
\]

as desired. The theorem is proved.

Proof of Theorem 2 By Theorem 1, \( E(W) = I_q \) and

\[
V(W) = \sum_{l=1}^{k} (n_l - 1)^{-1} \left[ tr(\Omega^2) + tr^2(\Omega) \right].
\]

By the proof of Theorem 1, we have \( E(R) = d\Omega \) and

\[
V(R) = d \left[ tr(\Omega^2) + tr^2(\Omega) \right].
\]

Equating \( E(W) \) and \( E(R) \) leads to \( \Omega = I_q/d \). It follows that \( V(R) = q(q + 1)/d \). Equating \( V(W) \) and \( V(R) \) then leads to (10) as desired.

We first find the lower bound of \( d \). This is equivalent to finding the upper bound of the denominator of \( d \). For \( l = 1, 2, \ldots, k \), set \( B_l = n_l^{-1/2}H_l \Sigma_l^{-1/2} \) which is a \( q \times p \) full rank matrix. Then \( \Omega = B_l B_l^T \). It follows that \( \Omega \) are nonnegative, so are their eigenvalues. In addition, the matrix \( \Omega \) and the matrix \( \Omega = B_l B_l^T; p \times p \) have the same non-zero eigenvalues. Thus, \( \Omega \) has at most \( p \) nonzero eigenvalues. Denote the largest \( p \) eigenvalues of \( \Omega \) by \( \lambda_{i,r}, r = 1, 2, \ldots, p \) which include all the nonzero eigenvalues of \( \Omega \). By Theorem 1, \( \sum_{r=1}^{p} \lambda_{i,r} = I_q \). This leads to \( I_q - \Omega = \sum_{r=1}^{p} \lambda_{i,r} \), which implies that \( I_q - \Omega \) is nonnegative. By singular value decomposition of \( \Omega \), it is easy to show that \( \lambda_{i,r} \leq 1, r = 1, 2, \ldots, p \).

It follows that

\[
tr(\Omega) = \sum_{r=1}^{p} \lambda_{i,r} \leq p,
\]

and

\[
tr(\Omega^2) = \sum_{r=1}^{p} \lambda_{i,r}^2 \leq \sum_{r=1}^{p} \lambda_{i,r} = tr(\Omega).
\]

Therefore,

\[
\sum_{i=1}^{k} (n_i - 1)^{-1} \left[ tr(\Omega^2) + tr^2(\Omega) \right]
\]

\[
\leq (n_{\min} - 1)^{-1} \sum_{i=1}^{k} \left[ tr(\Omega^2) + tr^2(\Omega) \right]
\]

\[
\leq (n_{\min} - 1)^{-1} \sum_{i=1}^{k} tr(\Omega) + \sum_{i=1}^{k} tr(\Omega)
\]

\[
= (n_{\min} - 1)^{-1} (1 + p) \sum_{i=1}^{k} tr(\Omega)
\]

\[
= (n_{\min} - 1)^{-1} q(p + 1).
\]

It follows that \( d \geq q + 1/n_{\min} - 1 \). The first inequality in (11) is proved.

We now find the upper bound for \( d \). This is equivalent to finding the minimum value of the denominator of \( d \). Using the eigenvalues of \( \Omega_l \) defined above, we have

\[
tr(\Omega^2) = \sum_{i=1}^{p} \lambda_{i,r}^2 \geq p \left[ \sum_{i=1}^{p} \lambda_{i,r} / p \right]^2 = p^{-1}tr(\Omega^2).
\]

It follows that

\[
\sum_{i=1}^{k} (n_i - 1)^{-1} \left[ tr(\Omega^2) + tr^2(\Omega) \right]
\]

\[
\geq (1 + p^{-1}) \sum_{i=1}^{k} (n_i - 1)^{-1} tr^2(\Omega).
\]

For convenience, we now set \( \delta_{l} = tr(\Omega_l), l = 1, 2, \ldots, k \). Then by Theorem 1, we have \( \sum_{i=1}^{k} \delta_{l} = tr(\sum_{i=1}^{k} \Omega_l) = q \).

Set \( g(\delta_1, \delta_2, \ldots, \delta_k) = \sum_{l=1}^{k} (n_i - 1)^{-1} \delta_{l}^2 \) where \( \delta_1, \ldots, \delta_{k-1} \) are linear independent but \( \delta_k = q - \sum_{i=1}^{k-1} \delta_i \). Taking the partial derivatives of \( g \) with respect to \( \delta_{l}, l = 1, 2, \ldots, k \) and setting them to 0 lead to the following normal equation system:

\[
\frac{\partial g}{\partial \delta_l} = \frac{2q - \sum_{i=1}^{k-1} \delta_i}{n_l - 1}, \quad l = 1, 2, \ldots, k - 1.
\]

Solving the above equation system with respect to
\( \delta_i, l = 1, 2, \ldots, k - 1, \) together with the fact \( \delta_i = q - \sum_{j \neq i} \delta_j \), leads to
\[
\delta_i = q \frac{n_i - 1}{N - k}, l = 1, 2, \ldots, k, \tag{18}
\]
where \( N = \sum_{i=1}^{k} n_i \) as defined before. Since for \( r, l = 1, 2, \ldots, k - 1 \), we have
\[
\frac{\partial^2 q}{\partial \delta_i \partial \delta_j} = \begin{cases} 
2(n_i - 1)^{-1} + 2(n_l - 1)^{-1}, & \text{if } r = l, \\
2(n_l - 1)^{-1}, & \text{if } r \neq l,
\end{cases}
\]
the associated Hessian matrix of \( g \) is positive definite. Thus, the function \( g(\delta_1, \ldots, \delta_k) \) has minimum value \( q \) when \( \delta_1, \delta_2, \ldots, \delta_k \) take the values in (18).

It follows that the upper bound of \( d \) is
\[
p \frac{(q + 1)}{q} (N - k)
\]
as desired. The theorem is proved.

**Proof of Theorem 3** Since \( \mu_i \) and \( \Sigma_i \) denote the mean vector and covariance matrix of the affine-transformed responses \( x_{ij} \), we let \( \tilde{\mu}_i \) and \( \tilde{\Sigma}_i \) denote the mean vector and covariance matrix of the affine-transformed responses \( \tilde{x}_{ij} \) given by (16). Then we have \( \tilde{\mu}_i = B \mu_i + b \) and \( \tilde{\Sigma}_i = B \Sigma_i B^T \). It follows that \( \mu_i = B^{-1}(\tilde{\mu}_i - b) \). As we defined the long mean vector \( \mu \) and the big covariance matrix \( \Sigma \) in Section 2, we define \( \tilde{\mu} \) and \( \tilde{\Sigma} \) similarly. Then we have \( \mu = B^{-1}(\tilde{\mu} - b) \) and \( \Sigma = B \Sigma_i B^T \).

This completes the proof of the theorem.

**Proof of Theorem 4** First of all, under the transformation (17), we have \( \tilde{C} \tilde{\mu} - \tilde{c} = P(\tilde{C} \tilde{\mu} - c) \) and \( \tilde{C} \tilde{C}^T = P(\tilde{C} \Sigma C^T) P^T \). The invariance of \( T \) under (17) follows immediately.

To show that \( \tilde{d} \) is invariant under the transformation (17), by (13), it is sufficient to show that \( tr(\Omega) \) and \( tr(\Omega^2) \) are invariant under (17). The transformation (17) implies that \( \tilde{C} = \tilde{C}_l, l = 1, 2, \ldots, k \). We then have \( \tilde{G}_l = P \Sigma P^T, l = 1, 2, \ldots, k \) and \( G = \sum_{i=1}^{k} G_i = P \Sigma P^T \). It follows that \( \tilde{G}_l \tilde{G}_l^T = P \Sigma P^T \). So that
\[
tr(\tilde{\Omega}) = tr(\tilde{G}_l \tilde{G}_l^T) = tr(\tilde{G}_l \tilde{G}_l^T) P^T
\]
Similarly, we can show that \( tr(\tilde{\Omega}^2) = tr(\tilde{\Omega}^2) \). This proves that \( \tilde{d} \) is invariant under the transformation (17). The theorem is then proved.

**Proof of Theorem 5** Let \( l_1, l_2, \ldots, l_k \) be any permutation of \( 1, 2, \ldots, k \). Then it is easy to see that
\[
\sum_{i=1}^{k} C_i \tilde{\mu}_l = \sum_{i=1}^{k} C_i \tilde{\mu}_{l_i}
\]
and \( G_l = \sum_{i=1}^{k} n_i C_i \tilde{\Sigma}_l C_i^T = \sum_{i=1}^{k} n_i C_i \tilde{\Sigma}_{l_i} C_i^T \), showing that \( C_i \tilde{\mu}_l = \sum_{i=1}^{k} C_i \tilde{\mu}_{l_i}, G_l, l = 1, \ldots, k \), and \( G = \sum_{i=1}^{k} G_i \) are invariant under different labeling schemes of the mean vectors and so is the Wald-type test statistic \( T \).

To show that \( \tilde{d} \) is invariant under different labeling schemes of the group mean vectors, by (13), it is sufficient to show that the denominator of \( \tilde{d} \) has such a property. This is actually the case by noticing that the denominator of \( \tilde{d} \)
\[
\sum_{i=1}^{k} (n_i - 1)^{-1} \left[ tr^2(\Omega) \right]
\]
\[
= \sum_{i=1}^{k} (n_i - 1)^{-1} \left[ tr^2(\tilde{G}_l \tilde{G}_l^T) + tr(\tilde{G}_l \tilde{G}_l^T) \tilde{G}_l \tilde{G}_l^T) \right]
\]
\[
= \sum_{i=1}^{k} (n_i - 1)^{-1} \left[ tr^2(\tilde{G}_l \tilde{G}_l^T) + tr(\tilde{G}_l \tilde{G}_l^T) \tilde{G}_l \tilde{G}_l^T) \right] .
\]
This completes the proof of the theorem.

6. Acknowledgements

The work was supported by the National University of Singapore Academic Research Grant R-155-000-108-112. The author thanks the Editor for helpful comments and suggestions that help improve the presentation of the paper.

**REFERENCES**


Copyright © 2012 SciRes.


