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ABSTRACT

Das [1,2] studied robust second order rotatable designs (RSORD) and constructed second order rotatable designs with correlated errors (SORDWCE) under the auto correlated structure using central composite design. In this paper, a new method of construction of RSORD using balanced incomplete block designs (BIBD) is suggested. In this method the number of design points required is in some cases less than the number required in Das [1,2] method of construction of robust rotatable central composite designs (RRCCD). We may point out here that this RSORD using BIBD has 113 design points for 7-factors where as the corresponding RRCCD obtained by Rajyalakshmi and Victorbabu [3] needs 157 design points. Thus the new method leads to a 7-factor RSORD in less number of design points than the corresponding RRCCD. Here we also obtained the variance of the estimated response for the factors $3 \leq v \leq 8$.
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1. Introduction

In response surface methodology, rotatability is a natural and highly desirable property. This was introduced and developed by Box and Hunter [4], assuming the errors to be uncorrelated and homoscedastic. Das and Narasimham [5], constructed second order rotatable designs (SORD) through balanced incomplete block designs (BIBD). Panda and Das [6] studied first order rotatable designs with correlated errors. Further, Rajyalakshmi and Victorbabu [3] extended the work of Das [1,2] and constructed RRCCD for $3 \leq v \leq 17$.

In order to study the nature of robust rotatable designs, rotatability conditions for second order regression designs have been derived, assuming the errors to be correlated. These conditions have been further studied under different variance covariance structures of errors. Here we derive conditions for rotatability for a general correlated errors structure and specialize then to the auto-correlated structure.

In this paper, a new method of construction of RSORD using BIBD is suggested and also obtained the variance of the estimated response for factors $3 \leq v \leq 8$.

2. Conditions of SORDWCE

Assuming that the response surface is of second order, we adopt the model:

$$y = \beta_0 + \sum_{i=1}^{v} \beta_i x_i + \sum_{i<j=1}^{v} \beta_{ij} x_i x_j + e_u$$

where $Y$ is the vector of recorded observations on the study variable $y$, $\beta$'s are the vector of regression coefficients, $e_u$ are random errors with correlated errors.

2.1. Conditions of Rotatability

The estimated response at $x$ is given by

$$\hat{y}_s = \hat{\beta}_0 + \sum_{i=1}^{v} \hat{\beta}_i x_i + \sum_{i<j=1}^{v} \hat{\beta}_{ij} x_i x_j$$

The variance of estimated response at $\hat{y}_s$ is given by

$$V(\hat{y}_s) = V(\hat{\beta}_0) + \sum_{i=1}^{v} x_i^2 V(\hat{\beta}_i) + \sum_{i<j=1}^{v} x_i^2 x_j^2 Cov(\hat{\beta}_i, \hat{\beta}_j) + 2 \sum_{i=1}^{v} x_i^2 \sum_{i<j=1}^{v} x_j^2 Cov(\hat{\beta}_i, \hat{\beta}_j) + \sum_{i<j=1}^{v} x_i^2 x_j^2 V(\hat{\beta}_i, \hat{\beta}_j) + 2 \sum_{i<j=1}^{v} x_i x_j Cov(\hat{\beta}_i, \hat{\beta}_j) (3)$$
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\[ V(\hat{y}_i) = v_{00} + \sum_{i=1}^{n} v_{ii} + 2 \sum_{i<j} v_{ij} \]

\[ + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} v_{ii} + 2 \sum_{i<j} v_{ij} \]

\[ + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} v_{ij} \]

The variance function in (3) will be a function of \( \sum_{i=1}^{n} x_i^2 \) for rotatability for all \( x \) if \( v_{ij} = v_{ji} = 0 ; 1 \leq i \neq j \leq n \), \( v_{ii} = v_{00} = 0 ; 1 \leq i \leq n \), \( v_{ij} = v_{0j} = 0 ; 1 \leq i \leq j \leq n \), \( v_{ij} = v_{0e} = v_{ij} = 0 ; 1 \leq i \leq j \leq n \), \( v_{ii} = \text{constant} = c \), \( v_{ij} = \text{constant} = d_i \), \( v_{ij} = \text{constant} = \frac{c}{2} + d_i \), \( 1 \leq i \leq n \) and \( v_{ii} = \text{constant} = c \).

Below are given equivalent conditions for rotatability in second order regression designs with correlated errors model (1) in terms of the elements of the moment matrix:

(I): \( v_{ij} = 0 ; 1 \leq i \neq j \leq n \)

(ii) \( v_{ij} = 0 ; 1 \leq i \leq j \leq n \)

(iii) \( v_{ii} = 0 ; 1 \leq i \leq n \)

(II): \( v_{ij} = \text{constant} = a_i \), \( 1 \leq i \leq n \)

(iii) \( v_{ii} = \text{constant} = \frac{c}{2} \), \( 1 \leq i \leq n \)

(iii) \( v_{ij} = \text{constant} = \frac{2}{c} + f \), \( 1 \leq i \leq n \)

(3.2. Variance Function of SORDWCE)

The estimated response at \( x \) is given by

\[ \hat{y}_i = \hat{\beta}_0 + \sum_{i=1}^{n} \hat{\beta}_i x_i + \sum_{i<j}^{n} \hat{\beta}_{ij} x_i x_j \]

The variance function of a SORDWCE is given by

\[ V(\hat{y}_i) = V(\hat{\beta}_0) + 2 \sum_{i=1}^{n} \hat{\beta}_i^2 + 2 \sum_{i<j}^{n} \hat{\beta}_{ij} \]

\[ + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \hat{\beta}_i \hat{\beta}_j \]

\[ + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \hat{\beta}_{ij} \]

which is a function of \( \sum_{i=1}^{n} x_i^2 \).

**Note:** When the errors are homoscedastic, (5) and (7) reduce respectively to the usual second order rotatability conditions, non-singularity condition and variance function.

### 2.3. Conditions for Exact Rotatability

Following (4), necessary and sufficient conditions for second order rotatability under auto-correlated structure, it is simplified to

\( 1 \times 1 \)

\[ v_{ij} = \sum_{i=1}^{n} x_{ij} - \rho \sum_{i=1}^{n} x_{ij} = 0, \quad 1 \leq j \leq n; \]

\[ v_{0j} = \sum_{i=1}^{n} x_{ij} - \rho \sum_{i=1}^{n} x_{ij} x_{ij} = 0, \quad 1 \leq j \leq n; \]

\( 2 \times 2 \)

\[ v_{ij} = \sum_{i=1}^{n} x_{ij} + \rho \sum_{i=1}^{n} x_{ij} x_{ij} \]

\[ - \rho \left( \sum_{i=1}^{n} x_{ij} x_{ij} + \sum_{i=1}^{n} x_{ij} x_{ij} x_{ij} \right) = 0, \quad 1 \leq i \neq j \leq n; \]

\( 3 \times 3 \)

\[ v_{ij} = \sum_{i=1}^{n} x_{ij} + \rho \sum_{i=1}^{n} x_{ij} x_{ij} \]

\[ - \rho \left( \sum_{i=1}^{n} x_{ij} x_{ij} + \sum_{i=1}^{n} x_{ij} x_{ij} x_{ij} \right) = 0, \quad 1 \leq i \neq j \leq n; \]
known unless special efforts are made regarding choice of the underlying robust design. Towards this, tremendous simplification obtains whenever all odd moments of various types vanish. These are listed below for ready reference,

\[
\begin{align*}
(4) \quad v_{ij,ii} & = \sum_{u=1}^{N} x_{iu} x_{ju} x_{iu} x_{ju} + \rho^2 \sum_{u=1}^{N-1} x_{iu} x_{ju} x_{iu(u+1)} x_{ju(u+1)} \psi_{ui}, 1 \leq i, j < i, t
\end{align*}
\]

\[
(II)* (i) \quad v_{ij} = \left\{ \sigma^2 (1 - \rho^2) \right\}^{-1} \left[ (1 - \rho) \left( \sum_{u=1}^{N} x_{iu}^2 - \rho \sum_{u=1}^{N} x_{ju}^2 \right) \right]
\]

\[
(II)* (ii) \quad v_{ij,ii} = \left\{ \sigma^2 (1 - \rho^2) \right\}^{-1} \left[ \sum_{u=1}^{N} x_{iu}^2 + \rho^2 \sum_{u=1}^{N} x_{ju}^2 - 2 \rho \sum_{u=1}^{N} x_{iu} x_{iu(u+1)} x_{ju(u+1)} \right]
\]

\[
(III)* (i) \quad v_{ij,ii} = \left\{ \sigma^2 (1 - \rho^2) \right\}^{-1} \left[ \sum_{u=1}^{N} x_{iu}^2 + \rho^2 \sum_{u=1}^{N} x_{ju}^2 - 2 \rho \sum_{u=1}^{N} x_{iu} x_{iu(u+1)} x_{ju(u+1)} \right]
\]

\[
(IV)* \quad v_{ij,ii} = 2v_{ij} + v_{ij,ij}, 1 \leq i < j \leq v;
\]

where \( v_{ii,ii}, v_{ij} \) and \( v_{ij,ii} \) are as in (II)*(iii) and (III)*(i), (ii).

The condition for non-singularity is given by,

\[
(V)* : \quad \frac{2}{c} + \left( \frac{f - a_i^2}{v_{00}} \right) > 0
\]

where \( v_{00} = \left\{ N - (N - 2) \rho \right\}/\sigma^2 (1 + \rho) \) and \( \frac{1}{c}, f, a_i \) are as in (6).

Note: The conditions for exact rotatability, as stipulated above, are hard to satisfy in practice since \( \rho \) is un-

As to the even order moments (up to order 4) more constancy of such moments (of various types) suffices to ensure exact rotatability. Specially, we desire to have each of the following terms independent of \( i \) and \( j \):

\[
\begin{align*}
(10) \quad \sum_{u=1}^{N} x_{iu}^2, 1 \leq i < j \leq v;
\end{align*}
\]

\[
\begin{align*}
(10) \quad \sum_{u=1}^{N} x_{iu} x_{iu(u+1)} x_{iu(u+1)}, 1 \leq i, j < i, t \leq v;
\end{align*}
\]

\[
\begin{align*}
\end{align*}
\]

Using the above relations, for the newly constructed design, we get the following:

\[
\begin{align*}
\end{align*}
\]
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\[ \sum_{a=1}^{N} x_{ia}^2 x_{ja}^2 = \text{constant} = N \lambda_4, 1 \leq i \neq j \leq \nu \]  

(11)

Thus, a design satisfying the conditions mentioned above may be successfully utilized as a rotatable design under violation of the homoscedasticity assumption subject to the covariance structure being of the type (conditions of exact rotatability). Such a design is, therefore, robust, where \( c, N, N_1, \lambda_4, \lambda_2 \) are constants.

3. New Method of Construction of RSORD Using Balanced Incomplete Block Design

Here we start with usual SORD using BIBD having “\( n \)” non-central design points involving \( \nu \)-factors. The set of \( n \) design points can be extended to \( (2n + 1) \) points by incorporating \( (n + 1) \) central points in the following way.

One central point is placed in between each pair of non-central design points in the sequence, resulting thereby in \( (n - 1) \) such central points. The other two central points are placed one at the beginning and one at the end.

If the number of central points of the usual SORD with which we started is greater than \( (n + 1) \), the remaining central points are placed in any manner, if the number is less, we need to include the requisite number of additional central points. Here we examine the non-singularity for the original design and the newly constructed design.

Let \( N \) be the number of design points of the original design (SORD) with which we started. Out of \( N \), let \( n \) be the number of non-central design points and \( m \) be the number of central points \( i.e., N = n + m \). In general \( m < n + 1 \). Let \( N_1 \) be the number of design points of the newly constructed design, \( \text{Where } N_1 = 2n + 1 > N \). For the original design with which we started, the following are the moment relations:

Let \((v, b, r, k, \lambda)\) denote a BIBD. \( 2^{(k)} \) denote a fractional replicate of \( 2^k \) in \( \pm 1 \) levels, in which no interaction with less than five factors is confounded and \( m \) be the number of central points in the design.

The design points for the newly constructed design are obtained as follows:

3.1. Method I: When \( r < 3\lambda \)

Here, \( N = b2^{(k)} + 2\nu + m = n + m \) and \( N_1 = 2n + 1 \), where \( n = b2^{(k)} + 2\nu \).

From the design points generated from the BIBD, simple symmetry conditions (10) and (11) are true. Conditions (10) are true obviously. Conditions (11) are true as follows:

\[ \sum_{a=1}^{N} x_{ia}^2 r_{2^{(k)}} + 2\alpha^2 = N \lambda_2, \]

(12)

Using the above relations, for the newly constructed design, we get the following:

\[ \sum_{a=1}^{N_1} x_{ia}^2 r_{2^{(k)}} + 2\alpha^2 = N \lambda_2, \]

\[ \sum_{a=1}^{N_1} x_{ia}^4 r_{2^{(k)}} + 2\alpha^4 = 3N \lambda_4, \]

(13)

The results are given in Table 1.

3.2. Method II: When \( r = 3\lambda \)

Here, \( N = b2^{(k)} + m = n + m \) and \( N_1 = 2n + 1 \), where \( n = b2^{(k)} + 2\nu \).

From the design points generated from the BIBD simple symmetry conditions (10) and (11) are true. Conditions (10) are true obviously. Conditions (11) are true as follows:

\[ \sum_{a=1}^{N} x_{ia}^2 r_{2^{(k)}} + 2\alpha^2 = N \lambda_2, \]

(14)

Using the above relations, for the newly constructed design, we get the following:

\[ \sum_{a=1}^{N_1} x_{ia}^2 r_{2^{(k)}} + 2\alpha^2 = 3N \lambda_4, \]

\[ \sum_{a=1}^{N_1} x_{ia}^4 r_{2^{(k)}} + 2\alpha^4 = 3N \lambda_4, \]

(15)

The results are given in Table 2.

3.3. Method III: When \( r > 3\lambda \)

Here, \( N = b2^{(k)} + 2\nu + m = n + m \) and \( N_1 = 2n + 1 \), Where \( n = b2^{(k)} + 2\nu \).

From the design points generated from the BIBD simple symmetry conditions (10) and (11) are true. Conditions (10) are true obviously. Conditions (11) are true as follows:

\[ \sum_{a=1}^{N} x_{ia}^2 r_{2^{(k)}} + 2\alpha^2 = N \lambda_2, \]

(16)


<table>
<thead>
<tr>
<th>( r )</th>
<th>( V(\hat{\nu}) )</th>
<th>( V(\tilde{\nu}) )</th>
<th>( V(\hat{\nu}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = (\nu = 3, b = 3, r = 2, k = 2, \lambda = 1) )</td>
<td>( N = 37, N = 24, n = 18, m = 6 )</td>
<td>( N = 81, N = 48, n = 40, m = 8 )</td>
<td>( N = 181, N = 100, n = 90, m = 10 )</td>
</tr>
<tr>
<td>( -1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( -0.9 )</td>
<td>0.05500^2 - 0.1092\sigma_i^2 + 0.0747\sigma_i^4</td>
<td>0.0938\sigma_i^2 - 0.1171\sigma_i^4 + 0.0581\sigma_i^6</td>
<td>0.0093\sigma_i^2 - 0.0071\sigma_i^4 + 0.0029\sigma_i^6</td>
</tr>
<tr>
<td>( -0.8 )</td>
<td>0.0825\sigma_i^2 - 0.1562\sigma_i^4 + 0.1164\sigma_i^6</td>
<td>0.0810\sigma_i^2 - 0.0960\sigma_i^4 + 0.0385\sigma_i^6</td>
<td>0.0150\sigma_i^2 - 0.0107\sigma_i^4 + 0.0050\sigma_i^6</td>
</tr>
<tr>
<td>( -0.7 )</td>
<td>0.0862\sigma_i^2 - 0.1496\sigma_i^4 + 0.1294\sigma_i^6</td>
<td>0.0614\sigma_i^2 - 0.0657\sigma_i^4 + 0.0329\sigma_i^6</td>
<td>0.0167\sigma_i^2 - 0.0103\sigma_i^4 + 0.0063\sigma_i^6</td>
</tr>
<tr>
<td>( -0.6 )</td>
<td>0.0799\sigma_i^2 - 0.1196\sigma_i^4 + 0.1302\sigma_i^6</td>
<td>0.0478\sigma_i^2 - 0.0428\sigma_i^4 + 0.0298\sigma_i^6</td>
<td>0.0160\sigma_i^2 - 0.0076\sigma_i^4 + 0.0071\sigma_i^6</td>
</tr>
<tr>
<td>( -0.5 )</td>
<td>0.0715\sigma_i^2 - 0.0841\sigma_i^4 + 0.1280\sigma_i^6</td>
<td>0.0388\sigma_i^2 - 0.0256\sigma_i^4 + 0.0287\sigma_i^6</td>
<td>0.0145\sigma_i^2 - 0.0041\sigma_i^4 + 0.0078\sigma_i^6</td>
</tr>
<tr>
<td>( -0.4 )</td>
<td>0.0640\sigma_i^2 - 0.0503\sigma_i^4 + 0.0126\sigma_i^6</td>
<td>0.0328\sigma_i^2 - 0.0122\sigma_i^4 + 0.0286\sigma_i^6</td>
<td>0.0131\sigma_i^2 - 0.0007\sigma_i^4 + 0.0084\sigma_i^6</td>
</tr>
<tr>
<td>( -0.3 )</td>
<td>0.0582\sigma_i^2 - 0.0206\sigma_i^4 + 0.1242\sigma_i^6</td>
<td>0.0287\sigma_i^2 - 0.0017\sigma_i^4 + 0.0289\sigma_i^6</td>
<td>0.0120\sigma_i^2 - 0.0025\sigma_i^4 + 0.0090\sigma_i^6</td>
</tr>
<tr>
<td>( -0.2 )</td>
<td>0.0542\sigma_i^2 + 0.0400\sigma_i^4 + 0.1228\sigma_i^6</td>
<td>0.0262\sigma_i^2 + 0.0665\sigma_i^4 + 0.0292\sigma_i^6</td>
<td>0.0112\sigma_i^2 + 0.0050\sigma_i^4 + 0.0094\sigma_i^6</td>
</tr>
<tr>
<td>( -0.1 )</td>
<td>0.0520\sigma_i^2 + 0.0230\sigma_i^4 + 0.1200\sigma_i^6</td>
<td>0.0247\sigma_i^2 + 0.0126\sigma_i^4 + 0.0292\sigma_i^6</td>
<td>0.0108\sigma_i^2 + 0.0070\sigma_i^4 + 0.0096\sigma_i^6</td>
</tr>
<tr>
<td>( 0 )</td>
<td>0.0515\sigma_i^2 + 0.0356\sigma_i^4 + 0.1152\sigma_i^6</td>
<td>0.0243\sigma_i^2 + 0.0167\sigma_i^4 + 0.0286\sigma_i^6</td>
<td>0.0107\sigma_i^2 + 0.0082\sigma_i^4 + 0.0095\sigma_i^6</td>
</tr>
<tr>
<td>( 0.1 )</td>
<td>0.0529\sigma_i^2 + 0.0446\sigma_i^4 + 0.1080\sigma_i^6</td>
<td>0.0248\sigma_i^2 + 0.0189\sigma_i^4 + 0.0272\sigma_i^6</td>
<td>0.0110\sigma_i^2 + 0.0088\sigma_i^4 + 0.0094\sigma_i^6</td>
</tr>
<tr>
<td>( 0.2 )</td>
<td>0.0562\sigma_i^2 + 0.0478\sigma_i^4 + 0.0986\sigma_i^6</td>
<td>0.0263\sigma_i^2 + 0.0194\sigma_i^4 + 0.0251\sigma_i^6</td>
<td>0.0117\sigma_i^2 + 0.0087\sigma_i^4 + 0.0085\sigma_i^6</td>
</tr>
<tr>
<td>( 0.3 )</td>
<td>0.0620\sigma_i^2 + 0.0469\sigma_i^4 + 0.0872\sigma_i^6</td>
<td>0.0290\sigma_i^2 + 0.0186\sigma_i^4 + 0.0224\sigma_i^6</td>
<td>0.0130\sigma_i^2 + 0.0082\sigma_i^4 + 0.0076\sigma_i^6</td>
</tr>
<tr>
<td>( 0.4 )</td>
<td>0.0710\sigma_i^2 + 0.0430\sigma_i^4 + 0.0744\sigma_i^6</td>
<td>0.0334\sigma_i^2 + 0.0167\sigma_i^4 + 0.0192\sigma_i^6</td>
<td>0.0150\sigma_i^2 + 0.0073\sigma_i^4 + 0.0065\sigma_i^6</td>
</tr>
<tr>
<td>( 0.5 )</td>
<td>0.0846\sigma_i^2 + 0.0371\sigma_i^4 + 0.0610\sigma_i^6</td>
<td>0.0400\sigma_i^2 + 0.0142\sigma_i^4 + 0.0158\sigma_i^6</td>
<td>0.0181\sigma_i^2 + 0.0062\sigma_i^4 + 0.0054\sigma_i^6</td>
</tr>
<tr>
<td>( 0.6 )</td>
<td>0.1055\sigma_i^2 + 0.0300\sigma_i^4 + 0.0475\sigma_i^6</td>
<td>0.0504\sigma_i^2 + 0.0114\sigma_i^4 + 0.0124\sigma_i^6</td>
<td>0.0230\sigma_i^2 + 0.0049\sigma_i^4 + 0.0042\sigma_i^6</td>
</tr>
<tr>
<td>( 0.7 )</td>
<td>0.1396\sigma_i^2 + 0.0225\sigma_i^4 + 0.0344\sigma_i^6</td>
<td>0.0680\sigma_i^2 + 0.0084\sigma_i^4 + 0.0090\sigma_i^6</td>
<td>0.0314\sigma_i^2 + 0.0036\sigma_i^4 + 0.0031\sigma_i^6</td>
</tr>
<tr>
<td>( 0.8 )</td>
<td>0.2019\sigma_i^2 + 0.0149\sigma_i^4 + 0.0220\sigma_i^6</td>
<td>0.1022\sigma_i^2 + 0.0055\sigma_i^4 + 0.0057\sigma_i^6</td>
<td>0.0482\sigma_i^2 + 0.0023\sigma_i^4 + 0.0020\sigma_i^6</td>
</tr>
<tr>
<td>( 0.9 )</td>
<td>0.3461\sigma_i^2 + 0.0076\sigma_i^4 + 0.0105\sigma_i^6</td>
<td>0.1924\sigma_i^2 + 0.0027\sigma_i^4 + 0.0027\sigma_i^6</td>
<td>0.0957\sigma_i^2 + 0.0011\sigma_i^4 + 0.0009\sigma_i^6</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
The results are given in Table 3.

(These expression follow easily from the definition of point sets generated from BIBD and their consequent multiplication with factorial combinations as explained in Raghavarao [7], pp. 298-300)

Using (5) and (12), (13), (14) the design parameters of the newly constructed design are the following:

\[\sum_{u=1}^{N} x_{iu}^{2} = r 2^{(i)} + 2^{(v)} \alpha^{4} = 3 N \lambda_{4},\]

\[\sum_{u=1}^{N} x_{iu}^{2} x_{ju}^{2} = \lambda 2^{(i)} + 2^{(v)} \alpha^{4} = N \lambda_{4},\]

The expression \(2 c + \sqrt{f - \frac{a_{0}^{2}}{v_{00}}}\) simplifies to

\[\frac{1}{\sigma^{2}(1-\rho^{2})} \left[ (v+2)(1+\rho^{2}) N \lambda_{4} - \frac{v N^{2} \lambda_{4}^{2} (1-\rho)^{3}}{N_{i} - (N_{i} - 2) \rho} \right].\]

Hence the non-singularity condition of the above design is

\[\frac{\lambda_{4}}{\lambda_{2}^{2}} > \frac{v}{v+2} \left[ \frac{N (1-\rho)^{3}}{N_{i} - (N_{i} - 2) \rho} \right].\]

Let

\[f(N, N_{i}, \rho) = \frac{N (1-\rho)^{3}}{N_{i} - (N_{i} - 2) \rho} \left(1+\rho^{2}\right).\]
It is readily seen that

$$0 \leq f(N, N_1, \rho) = \frac{2N}{N_1 - 1} = \frac{N}{n} \leq 2, -1 \leq \rho \leq 1.$$  

We now argue as follows, the design, to start with, is a SORD in the usual sense so that

$$\frac{\lambda_1}{\lambda_2} > \frac{v}{v + 2}.$$  

This condition indeed does satisfy the revised condition (16) derived here for \( \rho \geq 0 \). To take care of all values of \( \rho \), including negative values, it is enough to demand

$$\frac{\lambda_1}{\lambda_2} > \frac{2v}{v + 2}.$$  

3.4. Variance Function

The variance function of SORDWCE under the autocorrelated structure constructed by the above method is obtained by using (7), and (16) and noting the following:

$$\nu_{00} = \frac{(N - (N_i - 2) \rho)(1 - \rho)}{\sigma^2(1 - \rho)}$$

$$\nu_{00} = \frac{(v + 2)(1 + \rho^2)N \lambda_4}{\sigma^2(1 - \rho^2)T}$$

$$d_i = \frac{(1 - \rho)[N \lambda_2^2(1 - \rho)^3 - \lambda_4(1 + \rho^2)(N_i, (N_i - 2) \rho)]}{2 \lambda_4(1 + \rho^2)[(\sigma^2(1 - \rho)^2)T}$$

$$T = \frac{(1 - \rho)N}{\sigma^2(1 - \rho)^2}$$

$$\left[\lambda_4(v + 2)(N_i - (N_i - 2) \rho)(1 + \rho^2)^{-1} - N \lambda_2^2 (1 - \rho)^3\right]$$

(17)

Hence the variance function is given by,

$$V(\hat{\gamma}) = A(N, N_i, v, \rho) + B(N, N_i, v, \rho)d^2 + C(N, N_i, v, \rho)d^4$$

say,

$$A(N, N_i, v, \rho) = \frac{\sigma^2(1 - \rho^2)\lambda_4(v + 2)(1 + \rho^2)}{(1 - \rho)T_i}$$

$$B(N, N_i, v, \rho) = \frac{\sigma^2(1 - \rho^2)}{N \lambda_2(1 + \rho^2)T_i}$$

$$C(N, N_i, v, \rho) = \frac{\sigma^2(1 - \rho^2)}{N \lambda_2(1 + \rho^2)T_i}$$
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where
\[ T_i = \left[ \lambda_4 (v + 2) (1 + \rho^2) \right] \left[ \lambda_i - (N_i - 2) \rho \right] - v N \lambda_4^2 (1 - \rho)^3. \]

Example: We illustrate the above method with the construction of RSORD for 7-factors with the help of BIBD. Consider the BIBD \((v = 7, b = 7, r = 3, k = 3, \lambda = 1)\). Here we have, \(N = 57, N_1 = 113, n = 56, m = 1.\)

\[ \sum_{i=1}^{N} x_i^2 = 24 = N \lambda_2, \sum_{i=1}^{N} x_i^4 = 24 = 3N \lambda_4, \sum_{i=1}^{N} x_i^2 x_{j}^2 = 8 = N \lambda_4 \]

The design (denoted by \(d_0\)) is displayed here for ready reference (column being runs).

<table>
<thead>
<tr>
<th>(d_0)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_2)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(x_3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_4)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(x_5)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_6)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_7)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(d_0)</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
<th>33</th>
<th>34</th>
<th>35</th>
<th>36</th>
<th>37</th>
<th>38</th>
<th>39</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_2)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>(x_3)</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>(x_4)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_5)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>(x_6)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(x_7)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

| \(d_0\) | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 |
|--------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| \(x_1\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_2\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_3\) | 0 | -1 | 0 | -1 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_4\) | 0 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | -1 |
| \(x_5\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_6\) | 0 | 1 | 0 | -1 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_7\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

| \(d_0\) | 60 | 61 | 62 | 63 | 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 72 | 73 | 74 | 75 | 76 | 77 | 78 |
|--------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| \(x_1\) | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | -1 | 0 | 0 |
| \(x_2\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_3\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_4\) | 0 | -1 | 0 | -1 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_5\) | 1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | -1 |
| \(x_6\) | 0 | 0 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(x_7\) | -1 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
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As regards the non-singularity condition for this design, we note that \( \frac{\lambda_0}{\lambda_2} = 0.7918 \) which exceeds

\[
\frac{N}{n (v+2)} = 0.7916.
\]

Hence the analysis of variance of estimated response for various factors \( 3 \leq v \leq 8 \) and it is achieved for all values of \( \rho, -1 \leq \rho \leq 1 \).

We may point out here that this RSORD has 113 design points for 7-factors where as the corresponding RRCCD obtained by Rajyalakshmi and Victorbabu [3] needs 157 design points. Thus the new method leads to a 7-factor RSORD in less number of design points than the corresponding RRCCD.
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