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Abstract 
A high-resolution (10 km × 10 km) multiscale ocean modeling system was developed for short- 
term (1 - 2 weeks) ocean state hindcasting/forecasting in the Bay of Bengal (BOB) region. This 
paper is Part I of a two-part series of studies. The Regional Ocean Modeling System (ROMS) was 
implemented and initialized with Levitus 1/4˚ climatological fields for short-term forecasting. The 
results from these climatology-based model simulations for three representative months (Febru-
ary, June and October) in three different seasons (winter, summer and autumn) are discussed 
herein. This high-resolution model implementation simulates most of the observed dominant cir-
culation features. The multiscale features during February include an anticyclonic basin-scale gyre 
with a strong western boundary current (WBC) in the western basin, the formation of several shal-
low mesoscale eddies in the head of the Bay and a cyclonic sub-basin-scale Myanmar Gyre in the 
northeast. During June, no well-defined boundary current is simulated along the Indian coast; in-
stead, alternating cyclonic and anticyclonic eddies appear along the east coast with cross-basin 
eastward flow to support a deep cyclonic Andaman Gyre. In October, a basin-scale cyclonic gyre 
with a continuous well-defined East India Coastal Current (EICC), weak inflow from the Malacca 
Strait to the Andaman Sea and advection of BOB water into the Arabian Sea via the Palk Strait are 
simulated well by the model. A number of mesoscale eddies appear on the eastern half of the basin 
during October. Physical pattern of simulated eddies and transports across selected sections are 
validated against available drifter climatology, ARGO data and previous observations. Application 

 

 

*Corresponding author. 

http://www.scirp.org/journal/ojms
http://dx.doi.org/10.4236/ojms.2016.61013
http://dx.doi.org/10.4236/ojms.2016.61013
http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/


A. Chakraborty, A. Gangopadhyay 
 

 
146 

of this system to synoptic short-term predictions for October 2008 will be presented in Part II. 
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1. Introduction 
The importance of predicting the state of the ocean (currents, temperature, salinity and sea level) in real time has long 
been recognized. Recently, the Integrated Ocean Observing System (IOOS,  
http://oceanservice.noaa.gov/facts/ioos.html), Global Ocean Observing System (GOOS, http://www.ioc-goos.org) and 
GOOS in the Indian Ocean (IOGOOS, http://www.incois.gov.in/portal/iogoos/home.jsp) have given impetus to dif-
ferent countries to focus on regional ocean prediction research. The GOOS program is a permanent system for obser-
vation, modeling and analysis of ocean variables to support operational ocean services for the globe. The goal of 
IOGOOS is to promote activities for the development of operational oceanography in the Indian Ocean region [1]. 
Based on this motivation, a real-time ocean hindcast/forecast system is being developed for the Bay of Bengal (BOB) 
region, which is a tropical ocean basin with three sides bounded by land and an open southern boundary (Figure 1(a)). 

Typically, there are two ways to set up the initialization field for an ocean prediction modeling system. In one 
method, the model is first spun up to equilibrium with climatological water-mass fields forced with atmospheric 
fields over a period of time (typically 3 - 10 years) [2]. Available data are then assimilated with realistic (and 
real-time) atmospheric model forecast fields in the prognostic mode. Various assimilation schemes such as 
nudging [3] [4], Objective Interpolation (OI) [5], 3DVAR [6] [7] and 4DVAR [8] [9] are employed to maximize 
data utilization and minimize model-data differences at the observation locations. Examples of such prediction 
systems are the Global Ocean Data Assimilation Experiment (GODAE, http://www.godae.org), Hybrid Coordinate 
Ocean Model (HYCOM, http://www.hycom.org), Navy Coastal Ocean Model (NCOM,  
http://www7320.nrlssc.navy.mil/global_ncom), UK Met Office (http://www.metoffice.gov.uk) model, and the 
models run by the Bureau of Meteorology, Australia (http://www.bom.gov.au). In the second method, the initia-
lization field is obtained by a careful reconstruction of the three-dimensional ocean with prevalent mesoscale 
and submesoscale features embedded in an appropriate climatology [10]-[12]. Typical data assimilation and 
forcing are applied during the forecast period. 

The first method works well when there are adequate observations available in space and time and when these 
observations sample the dominant variability of the system. The second method works well when prior know-
ledge of the regional synoptic variability has been captured well by regional feature models that are first vali-
dated and then employed for initialization. The former method is applicable to targeted sampling of a particular 
phenomenon, while the latter depends on the persistence and robustness of the dominant circulation features. 
Both of these methods require climatological fields as background, and it is the fidelity of the climatology that 
determines the robustness of the prediction system. 

The circulation system in the Bay of Bengal consists of a complex interplay of seasonally robust fronts/currents 
with transient eddies superimposed on a background of seasonally changing large-scale gyres. The scarcity of 
data (both historical and in real time) makes developing a real-time prediction system a challenging task. Our 
approach was to develop such a system in two phases. First, as described herein, we implemented a high-reso- 
lution regional modeling system initialized with the available high-resolution climatological data to help us un-
derstand the fidelity of the climatological fields in developing robust, large-scale currents/fronts and gyres and 
probably a number of mesoscale features. This step was carried out individually for three particular months that 
represent the three seasonal variation phases of the Bay’s monsoon-dominated circulation pattern: the pre-mon- 
soon (February), monsoon (June) and post-monsoon (October) periods. In the second phase, we investigate the 
impact of introducing SST and ARGO data into the climatological background for October 2008. Together, 
these two studies establish a modeling framework for developing a fully operational forecast system following 
either (or both) of the two well-known approaches discussed above. 

Several modeling [13]-[18], observational [19]-[26] and ship-drift [27] studies have shown a distinct seasonal 
cycle of surface circulation, with seasonally reversing coastal currents along the eastern coast of India in the Bay 
of Bengal. During the month of February, the prominent surface circulation feature in the Bay is a basin-scale  
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Figure 1. (a) Location of the Indian Ocean, Arabian Sea, Bay of Bengal and South China Sea. The Bay 
of Bengal (smaller domain) is the portion of the eastern North Indian Ocean surrounded by India, Ban-
gladesh, Myanmar, Thailand and northern Sumatra Island. (b) Zoomed domain showing the position of 
the Bay of Bengal. The color map indicates the bathymetry in meters. Bathymetry clearly distinguishes 
the Andaman Sea from the Bay of Bengal. The vertical line demarcates the western and eastern sides of 
the BOB basin. 
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anticyclonic gyre with a northward-flowing western boundary current (WBC) supported by the North Equatorial 
Current (NEC) at around 6˚N [13] [16] [19] [27]-[31]. A cyclonic eddy on the eastern side of the northern Bay 
(92˚E, 18˚N) and a flow from the South China Sea into the Bay through the Malacca Strait were also reported by 
[27]. 

During the month of June, the western boundary region of the basin is populated by a number of disorganized 
cyclonic and anticyclonic mesoscale eddies at the surface [13] [21] [32] fed by the Equatorial Counter Current 
(ECC). The Southwest Monsoon Current (SMC) flow enters the BOB between 80˚E and 90˚E and joins with the 
ECC [13] [32]-[35]. A strong cyclonic circulation around 18˚N in the northern Bay [13] and an upwelling zone 
near the southeastern coast of Sri Lanka [36] are other surface circulation features in the Bay during June. A ba-
sin-scale cyclonic gyre at the subsurface during June has also been reported [21] [33]. 

During the month of October, the Bay displays well-defined basin-scale cyclonic surface circulation, with an 
organized East India Coastal Current (EICC) moving southward along the eastern coast of India [20] [27] [32]. 
In addition to the above circulation features, many mesoscale cyclonic or anti-cyclonic small-scale gyre and ed-
dy features have been reported [24] [26] [32] [37] [38] but were limited to a particular year or season. A syste-
matic description and understanding of the currents and mesoscale eddy features are required for the various ap-
plications, such as fisheries and naval operations that use high-resolution multiscale ocean state prediction mod-
els. 

However, because of a scarcity of in-situ data, many mesoscale features are not well understood, and efforts 
to develop prediction systems are underway. Hence, the development of a high-resolution multiscale ocean pre-
diction system is undertaken here. The first step toward developing a prediction system is to validate the sys-
tem’s ability to reproduce phenomenology, that is, the shapes, sizes and occurrences of major features should be 
reproduced in a realistic and short-term climatology-based simulation over a 15-day period. Section 2 outlines 
the data, model and methodology, Section 3 presents the experimental setup, Section 4 describes the simulation 
results with validation, and Section 5 provides a summary and conclusions. 

2. Data, Model and Methodology 
The ROMS, a free-surface, hydrostatic, primitive equation ocean model, was chosen as the numerical model in 
our study [39]-[41]. The model is discretized in the vertical direction over a variable topography using a stretched 
terrain-following coordinate known as the S-coordinate. The primitive equations are evaluated using boundary- 
fitted orthogonal, curvilinear coordinates on a staggered Arakawa C grid [42]. The ROMS is configured for the 
BOB region (4˚ - 24˚N, 79˚ - 100˚E) with 256 grid points in the zonal direction and 249 grid points in the meri-
dional direction, with a horizontal resolution of 10 km. The northern, eastern and most of the western boundary 
are closed. The southern boundary and part of the western boundary are open. On the open boundaries, the tem-
perature and salinity values are relaxed to match the Levitus monthly climatology. Vertical turbulent mixing is 
based on the K-profile parameterization (KPP) vertical mixing scheme [43]. The model consists of 32 S-coor- 
dinate layers in the vertical direction. The bottom topography is based on the Earth Topography 2-minute digital 
terrain model (ETOPO2) data (Figure 1(b), Table 1). 

It is important to note the unique bathymetric characteristics of this region that might control the deep circula-
tion patterns. The basin can be divided into two different zones (Figure 1(b)) east and west of 92˚E. In the 
western basin, the continental shelf is narrow. The depth is less than 100 m in the coastal region, and within a 
few tens of kilometers it is more than 1000 m deep. The Palk Strait between Sri Lanka and India is shallower 
than 100 m. The exchange between the Arabian Sea and the BOB occurs through this shallow channel and is 
thus important in resolving the upper layers of the regional model setup for this region. The head of the BOB 
(north of 20˚N) is shallow (less than 100 m deep), and the depth of this part of the basin decreases southward. In 
the deep zone, the basin is influenced by remote effects from the Indian Ocean. The eastern part of the basin, 
known as the Andaman Sea (~93˚ - 98˚E, 6˚ - 16˚N), is shallow (100 m or less), except for the central part, 
which is more than 4000 m deep. The Malacca Strait, joining the Andaman Sea at the southeast (99˚E, 5˚N), is 
shallow (less than 100 m). There is a passage between Indonesia and Nicober Island in the deep region between 
the two parts of the basin. 

The Levitus temperature and salinity climatology fields with 1˚ × 1˚ [44] [45] and 0.25˚ × 0.25˚ [46] [47] res-
olutions, referred to as Climo-1 and Climo-1/4, respectively, were used as the initial fields in two separate simu-
lations. The two parts of the basin have two different characteristics, and these differences are reflected in the 
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vertical Levitus temperature and salinity profiles (Figure 2). It is evident from both temperature profiles (Figure 
2(a)) and salinity profiles (Figure 2(b)) that there exist two distinct water masses below 1200 m in depth. The 
mean temperature (Figure 2(c)) and salinity profiles (Figure 2(d)) indicate that these water masses belong to 
the two (eastern and western) parts of the basin. The water mass of the eastern side is warmer and more saline 
than the water mass of the western part, which is cooler and fresher. This may be due to the complex interplay 
among the equatorial influence, flow from the Malacca Strait, and fresh water discharge from the adjoining riv-
ers. 

The bathymetry and differences in the water masses indicate that proper vertical discretization is required to 
resolve this water mass system in the numerical model. To set up the vertical discretization parameter, the Brunt 
Vaisala frequencies (N) of the two parts of the basin were calculated from the Levitus climatology (Figures 
3(a)-3(d)). The profiles of this frequency indicate that the mixed layer stability of the western side of the basin 
(Figure 3(b)) is different from that of the eastern side (Figure 3(d)). To resolve this kind of structure, more le-
vels are required in the mixed layer [48]. We chose θs = 7.0 and θb = 1.0 to enhance the vertical layers at the 
surface and bottom boundary layers for our numerical simulation in this basin. The vertical discretization is 
shown in the right panel of Figure 3(e). 

3. Numerical Experiment Setup 
First, we conducted a set of 30-day simulations initialized with two different Levitus climatologies (1˚ × 1˚ and  
 

 
Figure 2. (a) Levitus temperature profiles for the Bay of Bengal basin. The separate profiles below 1200 m indicate two dif-
ferent water mass characteristics. (b) Mean Levitus temperature profiles for the western (green) and eastern (red) BOB. (c) 
Levitus vertical profiles of salinity for the entire basin. As in the temperature profiles, two different water mass characteris-
tics below 1200 m are seen. (d) Mean Levitus salinity profiles for the western (green) and eastern (red) BOB. 
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Figure 3. (a) Vertical profile of Brunt-Vaisala frequencies in the western BOB basin. (b) Vertical pro-
file of Brunt-Vaisala frequencies on the eastern side of the basin. (c) Same profile as (a) but limited to 
500 m depth for a clear view of mixed and thermocline layers. (d) Same as (c) but in the eastern side of 
the basin. These indicate that mixed-layer stability is different in the two parts of the BOB basin; to re-
solve this structure in the model, more levels are required in the mixed layers. (e) Vertical discretization 
of the S-coordinates (θs = 7.0 and θb = 0.1) used in the model, showing a section along 8˚N. 
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0.25˚ × 0.25˚ resolutions) for three different months. These experiments were: (1) Climo-1-Feb, a simulation 
with the 1˚ × 1˚ Levitus February climatology; (2) Climo-1/4-Feb, a simulation with the 0.25˚ × 0.25˚ Levitus 
February climatology; (3) Climo-1-Jun, a simulation with the 1˚ × 1˚ Levitus June climatology; (4) Climo-1/ 
4-Jun, a simulation with the 0.25˚×0.25˚ Levitus June climatology; (5) Climo-1-Oct, a simulation with the 1˚ × 
1˚ Levitus October climatology; and (6) Climo-1/4-Oct, a simulation with the 0.25˚ × 0.25˚ Levitus October cli-
matology. Note that these simulations were carried out without any external forcing to produce a better under-
standing of the internal dynamics of the model in response to the different resolutions of the climatological fields. 

Objective analysis (OA) [5] [49] [50] was performed to prepare the initial field on the model grid points in the 
BOB domain for each experiment. Compared to direct interpolation from the Levitus grid to the model grid, this 
multiscale OA has the advantage of keeping the dynamical feature information intact [5] [51]. 

The OA temperature and salinity fields on the model grid for the month of February are shown in Figures 
4(a)-4(f). The surface temperature fields (Figure 4(a), Figure 4(b)) show that the upper part of the BOB (north 
of 16˚N) is colder than the southern part of the basin. The western coast of the basin is also colder than the east-
ern part. In addition to the two upwelling zones seen in Climo-1 (Figure 4(a)), there are more features observed 
in Climo-1/4 (Figure 4(b)). The surface salinity is lower on the eastern side of a line from the northern tip of 
Sumatra to the point where 18˚N intersects the eastern coast of India, with minimum salinity at the head of the 
Bay (Figure 4(c), Figure 4(d)). As with the surface, many mesoscale temperature (Figure 4(e)) and salinity 
(Figure 4(f)) features are observed in the subsurface in Climo-1/4. 

Figures 5(a)-5(f) show the OA temperature and salinity fields for the month of June. The small-scale features 
of the cold and warm regions can be seen in Figure 5(a), Figure 5(b). The surface features of Climo-1/4 
(Figure 5(b)) are distinct from those of Climo-1 (Figure 5(a)). The mesoscale features and the penetration of 
high- salinity water are evident from the salinity plots (Figure 5(c), Figure 5(d)). The northeastern side is less 
saline than the other side of the basin in both of the data sets. This lower salinity reflects the influence of fresh-
water discharge from the rivers surrounding the basin. The less saline zone near the Visakhapatnam coast is seen 
in Climo-1/4 (Figure 5(d)) but not in Climo-1 (Figure 5(c)). Distinct upwelling and downwelling zones are 
present in the subsurface in Climo-1/4 (Figure 5(e)) only. 

The OA temperature and salinity fields for the month of October are presented in Figures 6(a)-6(f). The sur-
face isotherms in the southern part of the BOB are smooth and oriented to the northeast in Climo-1 (Figure 
6(a)). A dual-core warm region is present in the northern part of the Bay. The upwelling region off of the coast 
of India around 16˚N is stronger in Climo-1 (Figure 6(a)) than in Climo-1/4 (Figure 6(b)). Although the iso-
therms are not smooth in Climo-1/4 (Figure 6(b)), it shows many more mesoscale features than Climo-1 (Figure 
6(a)). Surface salinity is low in the northern part of the BOB and along the eastern and western shores of the 
BOB above 15˚N (Figure 6(c), Figure 6(d)). The warm and cold features are clear at a depth of 100 m. The 
warm down welling regions and cold upwelling regions are distinctly visible in Climo-1/4 (Figure 6(e)). The 
salinity at the subsurface is lower on the eastern side (Andaman Sea) than on the western side of the BOB 
(Figure 6(f)). 

The warm and cold features in the temperature fields, as well as the high- and low-salinity regions in the sa-
linity fields discussed above, indicate that more small-scale features are captured in Climo-1/4 than Climo-1. 

4. Simulation Set-Up and Results 
Short-term climatological simulations require three-dimensional specifications of the initial temperature, salinity 
and current (T, S, u and v) fields. However, the standard practice in basin-scale numerical modeling exercises is 
to specify only T and S with zero velocity [2] [52], which requires the models to develop the inertia fields in a 
spin-up time that may range from 1 to 10 years [51]. Our goal was to develop a system for short-term synoptic 
forecasting for applications in which users cannot afford to run models for a long period of spin-up time. Thus, 
specifying the best possible velocity field in addition to the mass (t and s) field becomes mandatory in synoptic 
short-term simulations. [53] [54] have discussed the barotropic-adjustments to the internal dynamics and wind 
forcing for synoptic forecasting with ROMS. The strategy for setting ROMS in the BOB region was carried out 
using initial climatological T-S fields following [2], with the addition of geostrophic velocity as the initial con-
ditions for the velocities, which were balanced with the initial T-S fields. The initial geostrophic velocity was 
computed from the temperature and salinity provided by the OA methodology [5] using a simple dynamic height 
computation (with a prescribed level of no motion) mentioned above. 
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Figure 4. Initial model field for the month of February derived from the following objectively analyzed fields: (a) surface 
temperature from Climo-1; (b) surface temperature from Climo-1/4; (c) surface salinity from Climo-1; (d) surface salinity 
from Climo-1/4; (e) temperature at 100 m depth from Climo-1; and (f) salinity at 100 m depth from Climo-1/4. 
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Figure 5. Initial model field for the month of June derived from the following objectively analyzed fields: (a) surface tem-
perature from Climo-1; (b) surface temperature from Climo-1/4; (c) surface salinity from Climo-1; (d) surface salinity from 
Climo-1/4; (e) temperature at 100 m depth from Climo-1; and (f) salinity at 100 m depth from Climo-1/4. 
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Figure 6. Initial model field for the month of October derived from the following objectively analyzed fields: (a) surface 
temperature from Climo-1; (b) surface temperature from Climo-1/4; (c) surface salinity from Climo-1; (d) surface salinity 
from Climo-1/4; (e) temperature at 100 m depth from Climo-1; and (f) salinity at 100 m depth from Climo-1/4. 
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4.1. Comparison of 1˚ × 1˚ and 0.25˚ × 0.25˚ Resolution Climatologies 
The temporal evolution of the kinetic energy in the different simulation experiments explained above is shown 
in Figure 7. The simulation with 1˚ resolution data shows the volume-averaged kinetic energy slowly becoming 
stable after two days of model integration, but the simulations with 0.25˚ resolution data show that the vo-
lume-averaged kinetic energy is always higher than in the simulations with 1˚ resolution data. The larger kinetic 
energy for the 0.25˚ resolution data may arise from the greater number of eddies present due to the higher reso-
lution. This also indicates that 0.25˚ data will allow the high-resolution model to be more eddy-permitting than 
1˚ data in this region. 

Figures 8-12 show comparisons of the respective surface circulations of the above experiments. Figures 
8(a)-8(c) show the evolved fields for February, June and October, respectively, after 15 days of simulation with 
Climo-1. Figures 9(a)-9(d) show days 6, 9, 12 and 15, respectively, of February Climo-1/4. The transports 
through the Palk Strait (across 9N), Malacca Strait (across a section from 98E, 5N to 100E, 7N) and through 
WBC (Feb/June) or EICC (Oct) at 12N (across 80 - 82E) are listed in Table 2 for both simulations on days 5 
and 15 of all three 1-month simulations. The maximum simulated velocities in the Malacca Strait and the WBC/ 
EICC flows on similar months/days are also presented in Table 3. Comparing Figure 8(a) with Figure 9(d), 
and the transport/velocity magnitudes in Table 2 and Table 3, it is evident that, in Climo-1/4, the WBC is con-
tinuous and stronger (10.64 Sv versus 7.35 Sv), the northwestward flow along the eastern coast of Sri Lanka is 
more well developed and the flow through the Malacca Strait is stronger (3.2 Sv versus 2.39 Sv) and better re-
solved than in Climo-1. Similar comparisons can be made between Figure 8(b) and Figure 10(d) and between 
Figure 8(c) and Figure 11(d). Figures 8(d)-8(f) show the 15-day evolution of Climo-1 at 100 m. Although 
there are hints of boundary currents and eddies, the Climo-1/4 simulations (discussed later in section 4.2.2) re-
solved these better. Eddies formed during different simulations and their observational evidence, if any, from  
 

 
Figure 7. Time evolution of the volume-averaged kinetic energy of the climatology-based model experi-
ments. Figure shows the quasi-equilibrium condition after five days of model integration. 
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Figure 8. Model-simulated currents (vectors) with temperature (colored) for the day 15 simulation at: (a) 10 m depth of the 
Climo-1-Feb experiment; (b) 10 m depth of the Climo-1-Jun experiment; (c) 10 m depth of the Climo-1-Oct experiment; (d) 
100 m depth of the Climo-1-Feb experiment; (e) 100 m depth of the Climo-1-Jun experiment; and (f) 100 m depth of the 
Climo-1-Oct experiment. 



A. Chakraborty, A. Gangopadhyay 
 

 
157 

 
Figure 9. Model-simulated currents (vectors) with temperature (colored) for the Climo-1/4-Feb experiment at 10 m depth for: 
(a) day 6; (b) day 9; (c) day 12; and (d) day 15 of the integration. 
 
other studies are listed in Table 4. It is evident that the formation of a number of eddies in the Climo-1/4 simu-
lation is in reasonable agreement with observation (Table 4). Because the quarter-degree resolution results 
seemed more realistic in terms of the strength of flows and occurrence of eddies, our discussions are confined 
only to the quarter-degree simulations (Climo-1/4-Feb, Climo-1/4-Jun and Climo-1/4-Oct) in the following sec-
tions. 

4.2. Simulated Circulation (1/4˚) 
In this section, we describe the major circulation features resolved by the climatology-based simulations in the 
surface, subsurface and deep layers. For each simulation, the fields over 15 days are described because these are 
the time scales of interest for the development of a first-order synoptic forecast system. 

4.2.1. Circulation 
The climatology-based simulation of the evolution of surface currents in February (Climo-1/4-Feb) is shown in  
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Figure 10. Model-simulated currents (vectors) with temperature (colored) for the Climo-1/4-Jun experiment at 10 m depth 
for: (a) day 6; (b) day 9; (c) day 12; and (d) day 15 of the integration. 
 
Figures 9(a)-9(d) for days 6, 9, 12 and 15, respectively. The WBC becomes a continuous, steady flow from 
10˚N to 20˚N by day 9 (Figures 9(b)-9(d)). Observational evidence for the existence of this current system is 
available in earlier studies [19] [27]-[31]. Within 12 days of integration, the overall surface circulation is more 
organized and stable (Figure 9(c)). Note that the transport and velocity amplitudes tend to stabilize by day 15 
(see Table 2 and Table 3). The anticyclonic gyre and eddies are well organized by day 15 of the model simula-
tion (Figure 9(d)). The temperature contrast between the colder northwestern basin and the warmer southwes-
tern basin is maintained during the 15 days of simulation (Figure 9(d)). A similar temperature contrast was also 
reported by [19]. Strong currents along the Sumatra coast and through the Malacca Strait bring warm waters into 
the BOB and Andaman Sea. This Malacca Strait flow was previously reported to originate from the South China 
Sea in a ship-drifts study by [27]. The incoming flow through the Malacca Strait flows northward along the 
eastern boundary of the basin up to 15˚N and turns around the Andaman Islands to join two large anticyclonic  
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Figure 11. Model-simulated currents (vectors) with temperature (colored) for the Climo-1/4-Oct experiment at 10 m depth 
for: (a) day 6; (b) day 9; (c) day 12; and (d) day 15 of the integration. 
 
gyres set up over the western basin. A portion of this flow bifurcates at around 15 - 16˚N, flows along the 
Myanmar coast, and becomes part of a large cyclonic gyre. 

The simulation shows that the NEC is stronger during February (Figure 9(d)) and bifurcates at 8˚N, with one 
branch flowing northward along the east coast of Sri Lanka and another branch moving southward around the 
southern tip of Sri Lanka. Furthermore, the northward branch bifurcates near the northern tip of Sri Lanka, with 
one part merging with the northward WBC and one part flowing southward through the Palk Strait. The WBC 
brings warm water to the head of the BOB, where it mixes with cold water in this region and bifurcates to form 
two eddies—CE-Feb1 (87˚E, 21˚N) on the inshore side and ACE-Feb1 (87.5˚E, 19.5˚N) on the offshore side of 
the WBC. One cyclonic eddy near the eastern side of the head of the BOB—CE-Feb2 (91˚E, 21.5˚N)—was ob-
served in this simulation (Figure 9(d)). The vertical extent of these eddies are on the order of 50 - 70 m. Table 4 
lists the simulated sizes and depths of all eddies. A cold core cyclonic eddy—CE-Feb3 (92˚E, 18˚N)—was also 
observed on the eastern side of the head of the BOB during day 15 of model integration. This was also reported 
by [27]. A small cyclonic eddy—CE-Feb4 (97˚E, 16˚N)—was observed at the southern corner of the Myanmar 
coast in the simulation (Figure 9(d)). At the head of the Bay during February, the cyclonic-anticyclonic pair  
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Figure 12. Model-simulated currents (vectors) with temperature (colored) at 100 m depth for: (a) day 6 of the Climo-1/4-Feb 
experiment; (b) day 15 of the Climo-1/4-Feb experiment; (c) day 6 of the Climo-1/4-Jun experiment; (d) day 15 of the Cli-
mo-1/4-Jun experiment; (e) day 6 of the Climo-1/4-Oct experiment; and (f) day 15 of the Climo-1/4-Jun experiment. 
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Table 1. Numerical parameters used in the ROMS model simulations. 

Model Parameter Value 

Depth 0 - 5500 m 

S-coordinate surface control parameter 7 

S-coordinate bottom control parameter 0.1 

Thermocline depth stretching parameter 10 m 

Mean density 1025 kg∙m−3 

Lateral harmonic constant mixing coefficient for momentum 4000 m2∙sec−1 

Lateral biharmonic constant mixing coefficient for momentum 100 m4∙sec−1 

Lateral harmonic constant mixing coefficient for tracer 1000 m2∙sec−1 

Linear bottom drag coefficient 10−4 m∙sec−1 

Quadratic bottom drag coefficient 0 m∙sec−1 

Slipperiness variable 1 (no slip) 

Sponge layer thickness 105 m 

Viscosity in sponge layer 800 m2∙sec−1 

 
Table 2. Transport values through selected sections for Climo-1 and Climo-1/4 simulations. 

Sections 

Transport values (Sv) from the experiments 

Feb Jun Oct 

Day 6 Day 15 Day 6 Day 15 Day 6 Day 15 

Palk Strait, 9˚N 
Climo-1 −0.31 −0.46 −0.004 −0.02 −0.19 −0.54 

Climo-1/4 −0.49 −0.52 −0.01 −0.03 −0.23 −0.67 

Malacca Strait 
98˚E, 5˚N to 100˚E, 7˚N 

Climo-1 1.18 2.39 −1.89 −2.45 0.98 1.67 

Climo-1/4 2.67 3.26 −2.43 −3.07 1.33 2.01 

80˚E - 82˚E, 12˚N 
WBC/EICC 

Climo-1 WBC 5.28 WBC 7.35 WBC 7.84 WBC 10.19 EICC −12.28 EICC −18.17 

Climo-1/4 WBC 8.77 WBC 10.64 WBC 9.01 WBC 12.23 EICC −15.23 EICC −23.12 

* −ve sign indicates outflow or southward and +ve sign indicates inflow or northward. 
 
Table 3. Maximum velocities through selected sections for Climo-1 and Climo-1/4 simulations. 

Region 

Maximum velocity (m/s) from the experiments 

Feb Jun Oct 

Day 6 Day 15 Day 6 Day 15 Day 6 Day 15 

Malacca Strait 
Climo-1 0.15 0.23 −0.28 −0.45 0.79 0.94 

Climo-1/4 1.44 1.52 −0.58 −0.63 0.76 1.08 

WBC/EICC 
Climo-1 0.38 0.45 0.98 1.04 −1.09 −1.42 

Climo-1/4 1.48 1.61 1.02 1.16 −1.32 −1.58 

* +ve sign indicates northward and −ve sign indicates southward. 
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Table 4. List of eddies formed in the BOB in the numerical simulations. 

 Month Type of 
eddy/gyre 

Centre 
(Approximate) 

From simulations of approximate 
Evidence 

Dominant 
eddy formation 

mechanisms Sizes (km) Vertical extent (m) 

Surface 

Feb (Figure 9) 

CG 92˚E, 18˚N 200 500 CS84 T 
ACG 86˚E, 16˚N 200 400 BA03, SO03 T 

CE-feb1 87˚E, 21˚N 50 50 Δ I 
CE-feb2 91˚E, 21.5˚N 100 50 Δ U 
CE-feb3 97˚E, 16˚N 50 100 Δ U 

ACE-feb1 87.5˚E, 19.5˚N 100 70 Δ I 

Jun (Figure 10) 

CG 89˚E, 19˚N 400 × 200 600 RM90 T, W 
CG 95˚E, 14˚N 200 × 250 500 Δ U 

CE-jun1 81.5˚E, 15˚N 60 1200 RM90 T, I 
CE-jun2 82.5˚E, 7.5˚N 80 800 GO00,VY98 W 
CE-jun3 97˚E, 16˚N 50 100 Δ U 

ACE-jun1 81˚E, 11˚N 50 500 SO03 U 
ACE-jun2 84˚E, 17˚N 60 400 GO00, SO03 I 

Oct (Figure 11) 

CE-oct1 97˚E, 16˚N 50 100 Δ U 
CE-oct2 95˚E, 10˚N 50 70 GO00, SO03 U 
CE-oct3 83˚E, 11˚N 80 120 GO00, SO03, SU93 I 
CE-oct4 83˚E, 13˚N 80 150 SU93, GO03 I 
CE-oct5 91˚E, 12.5˚N 30 50 GO00 T, W 

ACE-oct1 91˚E, 21˚N 100 400 PO91 U 
ACE-oct2 93˚E, 18˚N 200 × 100 400 PO91 T 

Subsurface 

Feb (Figure 12(b)) 

CG 92˚E, 18˚N 100 - Δ - 
ACG 85˚E, 18˚N 400 × 60 - Δ - 
CE 95˚E, 12˚N 100 - Δ - 
AE 97˚E, 8˚N 30 - Δ - 

Jun (Figure 12(d)) 

CG 88˚E, 18˚N 100 - Δ - 
CE 93˚E, 10˚N 50 - Δ - 
CE 87˚E, 12˚N 80 - Δ - 
CE 81.5˚E, 14.5˚N 40 - BA03 - 
CE 82.5˚E, 8˚N 50 - VY98 - 

Oct (Figure 12(f)) 

CE 86.5˚E, 19˚N 50 - RM90 - 
CE 82.5˚E, 14˚N 70 - RM90 - 
CE 79.5˚E, 5˚N 40 - Δ - 
CE 83˚E, 10˚N 70 - RM90 - 
AE 97˚E, 7˚N 50 - Δ - 
AE 95˚E, 12˚N 70 - RM90 - 
AE 91˚E, 17˚N 60 - Δ - 

 

CS84  [27] 
RM90  [29] 
PO91  [13] 
BA91  [57] 
SU93  [32] 
VY98  [36] 
GO00  [37] 
BA03  [24] 
SO03  [25] 
MU07  [38] 

CE: Cyclonic Eddy; CG: Cyclonic Gyre; ACE: Anticyclonic Eddy; ACG: Anticyclonic Gyre; T: Topography; W: Wind stress curl; I: Instability; U: 
unknown; Δ: Observational evidence of these eddies are awaited. Remarks: There are differences in the location of the eddy/gyre centers between the 
model results and observations. 
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from the WBC, the cyclonic gyre and the small cyclonic eddy constituted a very active mesoscale confluence 
zone (Figure 9(d)). The dynamical mechanism responsible for the occurrences of these eddies has not been fully 
determined; however, we have indicated a few possibilities (topography, instabilities, wind-curl driving) based 
on some of the previous work of [38] and others listed in Table 4. 

During June (Climo-1/4-Jun), when the southwest monsoon starts, the surface circulation changes due to the 
changing winds. The summer surface water is warmer throughout the basin (Figure 10) than in the winter (Feb-
ruary) simulation (Figure 9). The features are more organized on day 12 of model integration (Figure 10(c), 
Figure 10(d)) than on days 6 and 9 (Figure 10(a), Figure 10(b)). Eddies, gyres and the Southwest Monsoon 
Current (SMC) are prominent on day 15 of the model simulation (Figure 10(d)). Three cyclonic eddies are si-
mulated: (1) CE-Jun1 (81.5˚E, 15˚N); (2) CE-Jun2 (82.5˚E, 7.5˚N) and (3) CE-Jun3 (97˚E, 16˚N). Two anticy- 
clonic eddies, ACE-jun1 (81˚E, 11˚N) and ACE-Jun2 (84˚E, 17˚N), are also observed in the simulation. These 
eddies are generally deep (500 - 1200 m); see Table 4. The alternate cyclonic and anticyclonic circulation cells 
on the western boundary results in no well-defined coastal current during the June simulation (Figure 10(d)), 
and this is confirmed by observations [20] [21] [32]. Furthermore, a strong cyclonic gyre circulation is estab-
lished at the head of the Bay, centered at 18˚N (Figure 10(c)). Over time (from day 6 to day 15 of the integra-
tion), this gyre becomes stronger and double-cored (Figure 10(d)). The formation of this gyre during June is al-
so reported by the study of [13]. A cyclonic gyre (95˚E, 14˚N) circulation in the Andaman Sea is also estab-
lished on day 15. 

Westward and southwestward flows from the convergence zones between the cyclonic and anticyclonic ed-
dies on the western boundary enter the mid BOB region and eventually merge with the western branch of the 
cyclonic gyre in the Andaman Sea. The simulation shows that the SMC flow enters the BOB between 80˚ - 90˚E 
(Figure 10(d)). This has been reported from observations by [32] and by [33] and also from model studies by 
[13] [34] and [35]. During this season, a weak Malacca Strait flow from the BOB is simulated. A strong upwel-
ling zone is observed near the southeastern coast of Sri Lanka in the simulation (Figure 10(d)); this feature has 
also been reported in an earlier study [36]. 

During October (Climo-1/4-Oct) when the northeast monsoon arrives, the surface circulation changes again, 
as shown in Figure 11. The development of a well-defined boundary current called the East India Coastal Cur-
rent (EICC) is observed on day 6 of the simulation (Figure 11(a)). The basin-scale cyclonic gyre starts devel-
oping on day 9 (Figure 11(b)) and becomes fully developed by day 12 (Figure 11(c)). A number of mesoscale 
cyclonic and anticyclonic eddies (CE and AE) are observed on both sides of the basin and are fully developed by 
day 15 of the simulation (Figure 11(d)). Two AEs—ACE-Oct1 (91˚E, 21˚N) and ACE-Oct2 (93˚E, 18˚N)—and 
five CEs—CE-Oct1 (97˚E, 16˚N), CE-Oct2 (95˚E, 10˚N), CE-Oct3 (83˚E, 11˚N), CE-Oct4 (83˚E, 13˚N) and 
CE-Oct5 (91˚E, 12.5˚N)—are simulated. The two anticyclonic eddies along the Myanmar coast are deep (400 - 
500 m), while the cyclonic eddies in the eastern basin are shallow (40 - 70 m). The cyclonic Yangon eddy at 
97˚E, 16˚N near the Yangon coast is observed in all three months and is shallow in its vertical extent (~100 m), 
possibly controlled by a topographic bank on its southwestern side. The CE-Oct3 and CE-Oct4 eddies are sepa-
rated by a topographic bank and found to be restricted to the upper 150 m. The warm water penetration to the 
Andaman Sea via the Malacca Strait is similar but weaker (Figure 11(d)) than in the February simulation 
(Figure 9(d)). The simulated surface flow from the Bay of Bengal to the Arabian Sea via the Palk Strait was 
observed and reported through geostrophic current computation by [20]-[22], and from ship-drift currents [27], 
direct current measurements [55] and model analysis [56]. Figure 11(d) shows the southward EICC bifurcating 
near the northern tip of Sri Lanka. One branch follows the eastern coast of Sri Lanka and turns eastward at 8˚N, 
forming the north equatorial current (NEC), and the other branch passes through the Palk Strait and again bifur-
cates, with one branch flowing to the Arabian Sea and another flowing south along the Sri Lankan coastline. 
This eastward flow forms the basin-scale cyclonic gyre setup. An anticyclonic eddy (AE) is seen at the head of 
the Bay in the simulation. The flow through the Malacca Strait merges into the eastern boundary current along 
the Malaysian coast (Figure 11(d)). 

4.2.2. Subsurface (100 m) Circulation 
The subsurface circulations in the three experiments are shown in Figure 12 on day 6 (left) and day 15 (right). 
In February (Climo-1/4-Feb), a large warm-core anticyclonic gyre (85˚E, 18˚N) is evident at 100 m, with a 
northward WBC in the western basin. A small warm-core anticyclonic eddy (97˚E, 8˚N) and a cold-core cyc-
lonic eddy CE (95˚E, 12˚N); neither of which have surface expression, are seen to develop by day 15 in the An-
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daman Sea. The Myanmar cyclonic gyre (92˚E, 18˚N) has a signature down to 100 m and below. The western 
and eastern boundary currents are narrow and strong. Both boundary currents move northward toward the con-
fluence region at the head of the Bay. The subsurface signature of the southwestward NEC is also evident in the 
simulation (Figure 12(b)) in the broad flow out of the BOB toward the Arabian Sea south of Sri Lanka. Similar 
flow patterns and eddies at the subsurface have also been reported in earlier studies [13] [19] [27]. 

In the June (Climo-1/4-Jun) simulation at 100 m, subsurface counterparts of the surface cyclonic eddies at 
81.5˚E, 14.5˚N and 82.5˚E, 8˚N are well simulated by day 15. These are the subsurface expressions of the sur-
face eddies and have been reported by [24] and [36] respectively. According to [38], the formation of the cyc-
lonic eddy at 81.5˚E, 14.5˚N is primarily due to topography and baroclinic instability. [36] argued that the for-
mation of the Sri Lanka Dome at 82.5˚E, 8˚N is due to wind-stress curl. The cyclonic gyre centered at 88˚E, 
18˚N is also evident at 100 m. In addition, two cyclonic subsurface eddies at 93˚E, 10˚N and 87˚E, 12˚N are si-
mulated by day 15 (Figure 12(d)). The SMC is observed at around 8˚N, where it joins with the Sumatra coastal 
current to form the eastern boundary current, which flows around the basin and ends up at the east coast of India 
around 14˚N. It is interesting to note that, rather than seeing surface eddies at the western boundary, a conti-
nuous southward-flowing EICC develops along the western boundary in this simulation. 

During the month of October (Climo-1/4-Oct), the basin-scale cyclonic gyre that is seen at the surface 
(Figure 11(d)) intensifies to the west (Figure 12(e), Figure 12(f)), in agreement with observations by [57]. The 
cyclonic eddies on the western side of the basin (86.5˚E, 19˚N; 82.5˚E, 14˚N; 79.5˚E, 5˚N; 83˚E, 10˚N) and an-
ticyclonic eddies on the eastern side of the basin (97˚E, 7˚N; 95˚E, 12˚N; 91˚E, 17˚N) are observed to develop in 
a robust manner from day 6 (Figure 12(e)) to day 15 (Figure 12(f)). A strong EICC flow is seen to develop, en-
circling the coast of Sri Lanka by day 15 (Figure 12(f)). There is no flow either through the Palk Strait or 
through the Malacca Strait because of their shallowness. The simulation shows the penetration of flow from the 
Indian Ocean to the BOB between 80˚E and 90˚E, which was also reported by [56]. The Andaman Sea is war-
mer and disorganized in nature on day 6 (Figure 12(e)) of the model simulation, but by day 15 (Figure 12(d)) 
two anti-cyclonic eddies at 95˚E, 12˚N and 97˚E, 7˚N have developed in the region. In contrast to February and 
June, the western side of the basin is now colder than the eastern side, which was also reported by [18]. 

4.2.3. Deep (1500 m) Circulation 
Figure 13 shows the deep BOB circulation on day 6 (left) and day 15 (right) in each of the three months. At 
1500 m, the prevalent cyclonic gyre is evident during all months in the western basin. The formation of the cyc-
lonic gyre in the western basin is possibly due to the dominant influences of coastal Kelvin waves travelling 
along the boundary of the basin [58]. This is probably due to topographic control and is disconnected from the 
wind-driven variability seen in the upper thermocline region. For example, during the month of February (Cli-
mo-1/4-Feb), the currents at 1500 m depth show a basin-scale CG from day 6 (Figure 13(a)), which becomes 
stabilized by day 15 (Figure 13(b)). An independent anticyclonic gyre in the Andaman Sea region, which is 
constrained by topography, develops during all three months. Note also that at this depth, the eastern basin is 
generally warmer than the western basin (Figure 13(d)). 

4.3. A Unique Salinity Signature in the Northern Bay during February 
The surface salinity in the BOB region is low compared to other parts of the world’s oceans and is quite 
well-simulated by the model (Figures 14(a)-14(f)). A low-salinity signature in the coastal region is also repro-
duced reasonably well by the model simulations. 

The advection of high salinity along the eastern coast of India by the northward-propagating WBC during 
February (Climo-1/4-Feb) is seen from day 6 of the model simulation (Figure 14(a)). Interestingly, it forms a 
hammerhead-like structure at the head of the BOB by day 15 of the model simulation at around 88˚E, 21˚N 
(Figure 14(b)), where the WBC develops into a pair of mesoscale eddies bracketing the main flow (Figure 
9(d)). A similar signature visible from the Moderate Resolution Imaging Spectroradiometer (MODIS) chloro-
phyll data composited over a one-week period (February 8-14, 2008) is presented in Figure 15. This sub-meso- 
scale structure is probably realized as a result of the contrast between the high-salinity content in the paired vor-
tices formed off of the WBC and the adjacent fresh waters from the river-delta region in the North Bay. 

During the month of June (Climo-1/4-Jun), the head of the BOB (near 20˚N) shows low salinity. This low- 
salinity tongue is advected southward along the coast of India on day 6 (Figure 14(c)); its extent can be seen up  
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Figure 13. Model-simulated currents (vectors) with temperature (colored) at 1500 m depth for: (a) day 6 of the Cli-
mo-1/4-Feb experiment; (b) day 15 of the Climo-1/4-Feb experiment; (c) day 6 of the Climo-1/4-Jun experiment, (d) day 15 
of the Climo-1/4-Jun experiment; (e) day 6 of the Climo-1/4-Oct experiment; and (f) day 15 of the Climo-1/4-Jun experi-
ment. 
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Figure 14. Model-simulated salinity (colored) at 10 m depth for: (a) day 6 of the Climo-1/4-Feb experiment; (b) day 15 of 
the Climo-1/4-Feb experiment; (c) day 6 of the Climo-1/4-Jun experiment; (d) day 15 of the Climo-1/4-Jun experiment; (e) 
day 6 of the Climo-1/4-Oct experiment; and (f) day 15 of the Climo-1/4-Jun experiment. 
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Figure 15. MODIS chlorophyll data (one-week composite) over the Bay of Bengal region 
for February 8-14, 2008. The hammerhead structure is visible in the North Bay region. 

 
to 19˚N by day 15 (Figure 14(d)). High-salinity water penetration from the Arabian Sea and Indian Ocean into 
the lower part of the BOB is seen in the model simulation (Figure 14(d)) and is due to the time-dependent 
boundary conditions. This penetration was also observed in a study by [56]. 

The head of the Bay and the east coast of India show the lowest salinity (Figure 14(e), Figure 14(f)) during 
the October simulation (Climo-1/4-Oct), when the southwesterly wind weakens and the atmospheric surface 
flow starts changing direction. The low-salinity area increases in size from day 6 (Figure 14(e)) to day 15 
(Figure 14(f)) of the model simulation. Both the eastern and western boundaries of the basin above 12˚N show 
minimal salinity. This is due to the boundary currents (WBC and Myanmar coastal current) carrying low-salinity 
water from the head of the Bay southward (Figure 14(d)). 

4.4. Comparison of Simulations with Drifter and ARGO Climatologies 
The surface circulations from the three monthly simulations are presented schematically in Figure 16(a), Figure 
16(b) and Figure 16(c) for February, June and October, respectively. The simulated basin-scale gyre-like fea-
tures can be compared with available drifter climatology for this region, presented in Figure 17(a), Figure 17(b) 
and Figure 17(c). The drifter climatology is based on monthly average of all available drifter data from 1973 
through 2009 (http://www.aoml.noaa.gov/phod/dac/drifter_climatology.html). The quality control, interpolation 
methods for deriving the drifter climatology and example validations for Atlantic and Pacific oceans are pro-
vided by [59]-[62]. 

The simulated anticyclonic gyre in the western basin in February (Figure 16(a)) transitions to a series of 
ACEs and CEs with a cyclonic gyre developing in the north Bay by June (Figure 16(b)), which agree well with 
drifter climatology circulations in Figure 17(a) and Figure 17(b). The drifter-derived currents at 1-degree reso-
lution show clear separation of the western boundary current from the coast with rather disorganized flow up-
stream, which could be the signature of eddies evident in the mesoscale-resolving simulation fields in Figure 
16(b) The simulated basin-wide cyclonic gyre during October (Figure 16(c)) is also evident in the drifter cli-
matology (Figure 17(c)). Note that there was a lack of drifter observations in the Andaman Sea and through 
Malacca Straits, which renders the drifter climatology to show steady outflow during all the three months; how-
ever, our simulations indicate inflow during February and October, which agree with the observations of [27]. 

http://www.aoml.noaa.gov/phod/dac/drifter_climatology.html
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(a) 

 
(b) 
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(d) 

Figure 16. Schematic of the multiscale synthesis of surface circulation consisting of currents, eddies and gyres as simulated 
by the high-resolution model for: (a) February, (b) June and (c) October. See text for details. 
 

 
Figure 17. Drifter-based climatology of surface currents for: (a) February, (b) June and (c) October. Compare these figures 
with the synoptic synthesis schematics in Figure 16. 
 
Furthermore, the simulated temperature profiles are compared with available ARGO mean profiles at selected 
locations for the three months. Three locations for each month were chosen within a particular feature (an eddy 
or a gyre) developed during the simulation. The mean profiles from ARGO data were determined from the mean 
of observations within a 0.5˚ × 0.5˚ box centered on the selected location. Each mean profile was computed from 
at least five ARGO profiles available in the box between 2003 and 2009. The chosen locations for the compari-
son in February (Figure 18) are the Myanmar CG in the eastern basin, the ACG in the western basin and the 
ACE in the North Bay. The North Bay cyclonic gyre, the small cyclonic eddy to the east of Sri Lanka and the 
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ACE off of Southern India near 11˚N was chosen for the June simulation comparison (Figure 19). Three cyc-
lonic eddies - two in the western basin and one west of the Andaman Island were chosen for the October simula-
tion (Figure 20). In all of these comparisons (Figures 18-20), the simulated temperature profiles seem to follow 
the observed (ARGO) mixed layer depths and thermocline slopes reasonably well. 

5. Summary and Conclusions 
A high-resolution ocean prediction system has been developed for the BOB region using ROMS. Different mul-
tiscale features simulated by this high-resolution modeling system initialized with climatology data for three 
particular months (February, June and October) are discussed in this paper. Note that similar climatology-based 
simulations for the other none months will be described in a later paper. This model has been able to resolve 
most of the known circulation features of the Bay of Bengal in reasonable agreement with earlier analyses [13] 
[14] [18] [36] [56] [62] [63] and observations [19] [27] [64]. Some new features were also observed in the mod-
el simulations. Table 4 provides a list of the simulated eddies and gyres, along with available observational evi-
dence. Unfortunately, observational synoptic section data for the Bay are rare; thus, we restricted our physical 
validation to these eddies and the frontal transport values at particular sections (see Table 5) where minimal data 
and published results are available. This lack of data suggests a need for coordinated efforts to survey and col-
lect data across the Bay on a regular basis in the future. 
 

 
Figure 18. Comparison of simulated temperature profile with mean ARGO profile during February at selected locations: (a) 
CG (92˚E, 18˚N), (b) ACG (86˚E, 16˚N) and (c) ACE_feb1 (87.5˚E, 19.5˚N). 
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Figure 19. Comparison of simulated temperature profile with mean ARGO profile during June at selected locations: (a) CG 
(89˚E, 19˚N), (b) CE_jun1 (81.5˚E, 15˚N) and (c) ACE_jun1 (81˚E, 11˚N). 
 
Based on the analysis of results presented in section 4, a synthesis of multiscale circulation elements is presented 
for each month in Figure 16(a), Figure 16(b) and Figure 16(c) for February, June, and October, respectively. 
Basin-scale and subbasin-scale gyres, mesoscale eddies, strait-scale inflows and outflows, strong boundary cur-
rents and broad-scale equatorial currents are the multiscale features simulated in the experiments. A basin-scale 
anticyclonic gyre with a strong WBC in the western basin and a cyclonic subbasin-scale Myanmar gyre are ob-
served in the February simulation. These gyres show their signature in the subsurface (~500 m) region as well. 
Three cyclonic eddies and one anticyclonic eddy developed at the surface, while one cyclonic and one anticyc-
lonic eddy developed at the subsurface. The advection of salt by the WBC during February and the formation of 
a shallow hammerhead high-salinity structure were simulated for the first time and were supported by satellite 
chlorophyll observations. During the June simulation, disorganized circulation was dominated by eddies along 
the western boundary. A deep (~500 m) cyclonic Andaman gyre was observed in the eastern basin. However, at 
the same time, a continuous southward EICC was simulated at 100 m. The northern Bay cyclonic gyre shows its 
signature both at the surface and at depths up to 600 m. Three cyclonic and two anticyclonic eddies developed at 
the surface, while four cyclonic eddies developed at 100 m. Two of these cyclonic eddies had corresponding 
subsurface expression. In the October simulation, a basin-scale cyclonic gyre with strong EICC is seen both at 
the surface and at the subsurface. In addition, five cyclonic and two anticyclonic eddies developed at the surface, 
while four cyclonic and three anticyclonic eddies developed at 100 m. It is interesting to note that the shallow 
cyclonic Yangon eddy exists in all three months. In the deeper layer (1500 m), the water mass characteristics of 
the two basins are different (Figures 2(a)-2(d)); the basin topography and possibly coastal Kelvin waves constrain 
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Figure 20. Comparison of simulated temperature profile with mean ARGO profile during October at selected locations: (a) 
CE_oct3 (83˚E, 11˚N), (b) CE_oct4 (83˚E, 13˚N) and (c) CE_oct5 (91˚E, 12.5˚N). 
 
Table 5. Transport comparison between model and observations, where available. Model values are for day 15 of the 
simulations.  

Sections 

Transport values (Sv) 

February June October 

Model Observations Model Observations Model Observations 

88˚E - 92˚E, 12˚N −2.15 - 1.05 - 5.34 6 Sv [32] 

Palk Strait, 9˚N −0.49 - −0.03 - −0.67 - 

Malacca Strait 98˚E, 5˚N to 100˚E, 7˚N 2.67 - −3.07 - 2.01 - 

80˚E - 95˚E, 6˚N −12.32 - 19.36 17 Sv [23] −14.58 −16 Sv [29] 
−10 Sv [23] 

80˚E - 84˚E, 12˚N 18.27 16 Sv [31] 22.04 - −27.72 - 

 
the circulation in two separate gyres—a cyclonic one in the west and an anticyclonic one to the east, indepen-
dent of the season, as seen in these simulations. The outflow through the Palk Strait is weaker in June than in the 
other months. The Malacca Strait throughflow is toward the Andaman Sea in February and October and reverses 
in June. 
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Simulation comparisons with drifter climatology for basin-scale feature and with ARGO profiles for mesos-
cale features also show reasonable agreement. Thus, these climatology-based monthly simulations can now pro-
vide the basis for ocean state forecasting for this region, and an October 2008 application with Tropical Rain 
Measuring Mission (TRMM) satellite’s microwave imager (TMI) and ARGO data assimilation will be reported 
in part II of this series of papers. 
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