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ABSTRACT

This in virtue of the notion of likelihood ratio and the tool of moment generating function, the limit properties of the sequences of random discrete random variables are studied, and a class of strong deviation theorems which represented by inequalities between random variables and their expectation are obtained. As a result, we obtain some strong deviation theorems for Poisson distribution and binomial distribution.
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1. Introduction

The analytic technique was proposed by Liu [1] to study the strong deviation theorems represented by inequalities, many comprehensive works may be found in Liu [2] and references therein. In references, Liu [3] discussed the strong deviation theorems for discrete random variables by using the generating function method. Liu [4] obtained some strong limit theorems for a multivariate function sequence of discrete random variables by using the concept of the conditional moment generating function and the concept of measure differentiation on a net. Yang and Yang [5] established a strong limit theorem of the Dubins-Freedman type for arbitrary stochastic sequences. Li, Chen and Zhang [6] and Li, Chen and Feng [7] studied the strong limit theorems of arbitrary dependent continuous random variables by using the analytic technique and the Laplace transform approach, and further extended the strong deviation theorems to the differential entropy for arbitrary dependent continuous information sources in more general settings. Yang [8] further studied the limit properties for Markov chains indexed by a homogeneous tree through the analytic technique.

The purpose of this paper is to establish a kind of strong limit theorems represented by inequalities with random bounds, and to extend the analytic technique proposed by Liu [9]. In the proof, the approach of applying the tool the notions of likelihood ratio and of moment generating function to the study of strong limit theorem of the sequences of random discrete variables is proposed. As a result, we obtain some strong deviation theorems for Poisson distribution and binomial distribution.

Let \( \left\{ X_n \right\}_{n \geq 1} \) be a probability space, and let \( \left\{ X_n \right\}_{n \geq 1} \) which is defined in \( \left( \Omega, F, P \right) \) be a sequence of random variables taking values in \( S = \{1, 2, \cdots\} \) with the joint distribution

\[
P(X_1 = x_1, \cdots, X_n = x_n) = f_n(x_1, \cdots, x_n),
\]

\( x_k \in S, 1 \leq k \leq n. \) (1)

In order to indicate the deviation between \( \left\{ X_n \right\}_{n \geq 1} \) and a sequence of independent random variables with the joint distribution

\[
\pi_n(x_1, \cdots, x_n) = \prod_{k=1}^{n} p_k(x_k)
\]

(3), we first introduce the following definition.

**Definition 1.** Let \( \left\{ X_n \right\}_{n \geq 1} \) be a sequence of random variables with the joint distribution (1), and \( \pi_n(x_1, \cdots, x_n) \) be defined by (3), let

\[
Z_n(\omega) = \frac{f_n(X_1, X_2, \cdots, X_n)}{\pi_n(X_1, X_2, \cdots, X_n)}
\]

(4)

\[
r_n(\omega) = \log Z_n(\omega).
\]

The random variable

\[
r(\omega) = \limsup_{n \to \infty} \frac{1}{n} r_n(\omega)
\]

(5)

is called the limit logarithmic likelihood ratio, relative to the product of marginal distribution of (3), of \( X_n, n \geq 1, \)
where \( \log \) is the natural logarithm, \( \omega \) is the sample point, and \( X_k \) stands for \( X_k(\omega) \).

Although \( r(\omega) \) is not a proper metric between probability measures, we nevertheless think of it as a measure of “dissimilarity” between the true joint distribution \( f_n(x_1, \ldots, x_n) \) and the product \( \pi_n(x_1, \ldots, x_n) \) of their marginals. Obviously, \( r(\omega) = 0 \) if and only if

\[
f_n(x_1, \ldots, x_n) = \prod_{k=1}^{n} p_k(x_k), \quad n \geq 1.
\]

and it will be shown in (21) that \( r(\omega) \geq 0 \), a.s. in any case. Hence, \( r(\omega) \) can be used as a random measure of the deviation between the true joint distribution \( f_n(x_1, \ldots, x_n) \) and the distribution (3) of independent type. In view of the above discussion of the limit logarithmic likelihood ratio, it is natural to think of \( r(\omega) \) as a measure how far (the random deviation of) \( X_n \) is from being independent, how dependent they are. The smaller \( r(\omega) \) is, the smaller the deviation is.

**Definition 2.** Let \( \{X_n, n \geq 1\} \) be a sequence of random variables taking values in \( S \), and \( p_k(x_1, \ldots, x_n), k = 1, 2, \ldots, n \), be the marginal distribution of \( f_n(x_1, \ldots, x_n) \), let moment generating function and expectation as follows:

\[
M_k(t) = \sum_{i=0}^{\infty} p_k(i)e^{it},
\]

(6) and

\[
EX_k = m_k = \sum_{i=0}^{\infty} ip_k(i),
\]

(7)

In this paper, we assume that there exists \( t_0 > 0 \), such that

\[
M_k(t) < \infty, \quad t \in [-t_0, t_0], \quad k = 1, 2, \ldots, n.
\]

2. Main Results

**Theorem 1.** Let \( \{X_n, n \geq 1\} \) be a sequence of random variables taking values in \( S \), \( r(\omega), p_k(i), M_k(t), m_k \), be given as above, and \( M_k(t) \) is defined in \( [-t_0, t_0] \), let

\[
D = \{\omega : r(\omega) < \infty\}, \quad P(D) = 1.
\]

Then

\[
\liminf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} (X_k - m_k) \geq \alpha(r(\omega)) \text{a.s.}
\]

(9)

where

\[
\alpha(x) = \sup \{\phi(t, x), -t_0 < t < 0\},
\]

(10)

\[
\phi(t, x) = \liminf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left[ \frac{\ln M_k(t)}{t} - m_k \right] + x/t,
\]

(11)

\(-t_0 < t < 0,
\]

and then

\[
\alpha(x) \leq 0; \quad \lim_{x \to \alpha} \alpha(x) = \alpha(0) = 0.
\]

(12)

**Proof.** For arbitrary \( t \in [-t_0, t_0] \), let

\[
g_k(t, i) = p_k(i)e^{it}/M_k(t), i \in S,
\]

(13)

Then

\[
\sum_{i=1}^{n} g_k(t, i) = 1.
\]

(14)

Let

\[
g_k(t, x_1, \ldots, x_n) = \prod_{k=1}^{n} g_k(t, x_k) = \prod_{k=1}^{n} \left[ e^{it} p_k(x_k)/M_k(t) \right]
\]

(15)

By (14), it is easy to see that \( g_k(t, x_1, \ldots, x_n) \) is an \( n \) multivariate distribution function, let

\[
t_k(t, \omega) = g_k(t, X_1, \ldots, X_n)/f_k(X_1, \ldots, X_n).
\]

(16)

By [10], we have that \( t_k(t, \omega) \) is a nonnegative supermartingale by Doob’s martingale convergence theorem, \( t_k(t, \omega) \) converges a.s. an integrable random variable \( T \). Hence there exists \( A(t) \in F \) such that \( P(A(t)) = 1 \).

So we have

\[
\lim_{n \to \infty} t_k(t, \omega) < \infty, \quad \omega \in A(t).
\]

(17)

This implies that

\[
\limsup_{n \to \infty} \frac{1}{n} \ln t_n(t, \omega) \leq 0, \quad \omega \in A(t).
\]

(18)

By (4), (15) and (18), we obtain

\[
\limsup_{n \to \infty} \frac{1}{n} \left[ \sum_{k=1}^{n} X_k - \ln r_n(\omega) \right] \leq 0,
\]

(19)

\[\omega \in A(t), \]

Let \( t = 0 \), we obtain

\[
\liminf_{n \to \infty} \frac{1}{n} \ln r_n(\omega) \geq 0, \omega \in A(0)
\]

(20)

that is

\[
r(\omega) \geq 0, \omega \in A(0).
\]

(21)

Let \( -t_0 \leq t < 0 \). From (6) and (19), we have

\[
t \liminf_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} X_k \leq \limsup_{n \to \infty} \frac{1}{n} \ln M_k(t) + r(\omega), \quad \omega \in A(t).
\]

(22)

By the property of the inferior limit

\[
\liminf_{n \to \infty} (a_n - b_n) \geq d
\]

\[
\Rightarrow \liminf_{n \to \infty} (a_n - c_n) \geq \liminf_{n \to \infty} (b_n - c_n) + d
\]
and dividing the two sides of (22) by \( t \), we obtain

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right) = \frac{1}{n} \sum_{k=1}^{n} \left( \frac{\ln M_k (t)}{t} - m_k \right) + \frac{r(\omega)}{t},
\]

where

\[
\omega \in A', \forall t \in Q^-.
\]

By (11), (21) and (24), we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right) \geq \varphi (t, r(\omega)),
\]

where

\[
\varphi (t) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right),
\]

for every \( \omega \in A' \cap A(0) \), such that

\[
\lim_{n \to \infty} \varphi [\omega (n), r(\omega)] = \alpha (r(\omega)).
\]

By (26), we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right) \geq \varphi \left[ \omega (n) \right],
\]

where

\[
\omega \in A' \cap A(0).
\]

By (26) and (27), we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right) \geq \alpha (r(\omega)),
\]

where

\[
\alpha (r(\omega)) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right)
\]

and then

\[
\beta (x) \geq 0; \lim_{x \to 0^+} \beta (x) = \beta (0) = 0.
\]

The proof of Theorem 2 is similar to that of Theorem 1 and hence is omitted here.

**Corollary 1.** Let \( \{ X_n, n \geq 1 \} \) be independent random variables, then

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right) = 0, \ \text{a.s.}
\]

It is easy to see that (41) can be obtained by (9) and (37).

**Corollary 2.** Under the conditions of the Theorem 1 and Theorem 2, if \( \{ X_n, n \geq 1 \} \) are independent and identically binomial distribution random variables with parameters \( m \) and \( p \), then

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \left( X_k - m_k \right) < mp + \frac{r(\omega) - mp(1+t)}{t},
\]

where

\[
0 < t < t_0, \ \text{a.s.}
\]
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (X_i - m_k) > \frac{r(\omega)}{t},
\]
\( -t_0 < t < 0, \) a.s.

Proof. Here, we only proof (42) and (43) is omitted. The moment generating function of binomial distribution is defined by \( M_i(t) = \left( q + pe^t \right)^n. \) Using inequality \( \ln t \leq t - 1 (t > 0) \) and \( e^t < et (t < 1), \) we have

\[
\begin{align*}
\ln M_k(t) &= m \ln \left( q + pe^t \right) - mp + \frac{x}{t} - \frac{mp(\epsilon - 1) + x}{t} \\
&= mpe^t + x - mp - \frac{mpet + x - mp}{t} - mp \\
\end{align*}
\]

Hence (44) follows directly from (46).

Corollary 3. Under the conditions of the Theorem 1 and Theorem 2, if \( \{X_n, n \geq 1\} \) are independent and identically distribution of Poisson random variables with parameters \( \lambda, \) then

\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (X_i - m_k)
\]

\[
< mpe^t + \frac{r(\omega)}{t} \quad \text{(45)}
\]

\( 0 < t < 1 < t_0 \) a.s.,

\[
\liminf_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (X_i - m_k) > \frac{r(\omega)}{t}
\]

\( -t_0 < t < 0, \) a.s.

Proof. The moment generating function of distribution of Poisson is defined by \( M_k(t) = e^{\lambda(e^t - 1)} \), Using inequality \( e^t < et (t < 1), \) we have

\[
\ln M_k(t) = \frac{\lambda(e^t - 1)}{t} - \frac{x}{t} - \frac{\lambda x}{t} > e\lambda^2 - \lambda - \frac{x}{t}
\]

Hence (45) follows directly from (47). At the same time, by using inequality \( e^t - 1 < t (t < 0), \) we have

\[
\ln M_k(t) = \frac{\lambda(e^t - 1)}{t} - \frac{x}{t} - \frac{\lambda x}{t} > e\lambda^2 - \lambda - \frac{x}{t}
\]

3. Acknowledgements

The authors would like to thank the National Science Funding of China (Grant No. 41172299) and the Funding Project Education Department Science Project of Hebei Province (Grant No. Z2010297).

REFERENCES


