On the Dynamic Equilibrium in Homeostasis
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ABSTRACT

We studied the homeostatic equilibrium of the healthy organism. The homeostasis is controlled by oppositely effective physiologic feedback signal-pairs in various time-scales. We show the entropy of every signal in this state is identical and constant: SE = 1.8. The controlling physiological signals fluctuate around their average values. The fluctuation is time-fractal, (pink-noise), which characterizes the homeostasis. The aging is the degradation of the competing pairs of signals, decreasing the complexity of the organism. This way, the color of the noise gradually changes to brown. A special scaling process occurs during the aging: the exponent of the frequency dependence of the power density function grows in this process from 1 to 2, but the homeostasis of the system is unchanged.
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1. Introduction

Life is based on energetically open systems, where the environmental conditions determine it as equilibrium. The living equilibrium is the homeostasis. The actual homeostatic state is definitely “constant” despite its energetically open status. The normal healthy state of any living system is in homeostasis, which is not static, but dynamically change in time, forming a relatively stable state. This relative stability makes it possible to recognize the various individuals despite the fact that millions of their cells actually vanish and millions of those are reborn. The homeostasis is controlled by numerous negative feedback loops [1,2], creating both the micro- and macro-structures in equilibrium.

The disease breaks the relative equilibrium, risks the relative stability of the system. The system tries to re-establish the homeostasis by enhancing the negative feedback control. The physiology tries to compensate and correct the damage.

The natural therapy must help the body’s internal corrective actions to reestablish the healthy state. Recognizing the disease, most of the medical approaches act with changes of the conditions (diets, medicaments, other supplies) trying to constrain the body back to the previously working equilibrium. However, in many cases, it works against the natural homeostasis, the constrained action induces new homeostatic negative feedbacks from the living object. The living organism starts to fight against our constraints together with the fight against the disease [3]. This is the problem of the classical hyperthermia, which introduces a new constrained effect, the heating out from the natural homeostasis. This constraint induces physiological feedback, forcing the body to fight on “double front”: against the disease and against the action of the heat.

This controversial situation happens for example in case of the classical hyperthermia in oncology, when the constrained massive temperature change is physiologically down-regulated (or at least the physiology works against it by the systemic [like blood-flow] and local [like heat-shock] [protein (HSP)] reactions) [4]. Oncothermia disclaims the old approach, introducing a new paradigm: with the application of micro-heating it induces considerably less physiological feedback to work against the action, and with the application of the electric field it uses such an effect, for which the body has no physiological answer. With this new paradigm, oncothermia helps the natural feedback mechanisms to reestablish the healthy state [4]. This simple example shows the crucial role of the homeostasis in the curative processes.

2. Homeostasis and Entropy

To characterize the homeostatic equilibrium we may introduce a special entropy-definition. There are various proposals to calculate the entropy of finite data-series, which are coherent with the Shannon-type entropy [5]. Measuring complexity of time-series was introduced the Richman-Moorman-entropy [6].

Define a time-series of $N$-sampling with $\{X_j\} = \{X_1, \cdots, X_n, \cdots, X_N\}$. Choose $m$-length vectors from
this:

\[ u_m(i) = \{ x_i, x_{i+1}, \ldots, x_{i+m-1} \} \]  
and use the maxima of the absolute deviation of the components for characterizing the distances between the vectors:

\[ d[u_m(i), u_m(j)] = \max[(x(i+k) - x(j+k))], \]

\[ 0 \leq k \leq m-1 \]

The \( u_m(i) \) and \( u_m(j) \) vectors are \( r \)-neighbors when their distance is less than \( r \).

The Richman-Moorman-entropy is the negative logarithm of that conditional probability that the vectors remain \( r \)-neighbors when we add a new sample-point to the time-series so the length of the vectors are elongated to \( m+1 \). Consequently:

\[ S_E = \ln P_m(i) = \ln \frac{n_m^m(r)}{N-m+1} \]  

\[ P_m^m(r) = \frac{n_m^m(r)}{n_{m+1}^m(r)} \]  

and hence the Richman-Moorman-entropy:

\[ S_E = -\ln P_m^m(r) \approx -\ln \frac{n_m^m(r)}{n_{m+1}^m(r)} \]  

The diagonal of the covariance matrix contains the deviations of the random variables. The covariance matrix is hermitic, symmetric with real values, consequently it could be diagonal-transformed, and its characteristic equation with \( \lambda_i \) eigenvalues:

\[ \overrightarrow{CU}_i = \lambda_i \overrightarrow{U}_i \]  

Hence:

\[ \overrightarrow{U}_j \overrightarrow{CU}_i = \lambda_i \overrightarrow{U}_j \overrightarrow{U}_i = \lambda_i \delta_{ij} \]  

Consequently, forming a \( \overrightarrow{U} \) matrix from the eigenvectors as columns will be diagonal:

\[ \overrightarrow{U}^T \overrightarrow{CU} = \text{diag}(\lambda_1, \ldots, \lambda_r, \ldots, \lambda_N) = \Lambda \]  

Due to the transformation:

\[ \overrightarrow{U}^T \overrightarrow{CU} = \overrightarrow{U}^T E \left[ (X - \overline{X})(X - \overline{X})^T \right] \overrightarrow{U} \]

\[ = E \left[ \overrightarrow{U}^T (X - \overline{X})(X - \overline{X})^T \right] \overrightarrow{U} \]

\[ = E \left[ \overrightarrow{U}^T \overrightarrow{X} - \overrightarrow{U}^T \overline{X}(\overrightarrow{U}^T \overrightarrow{X} - \overrightarrow{U}^T \overrightarrow{X}) \right] \]

\[ = E \left[ \overrightarrow{U}^T \overrightarrow{X} - \overrightarrow{U}^T \overrightarrow{X} \right] \overrightarrow{U} \]

\[ = \overrightarrow{Y} - \overrightarrow{Y} \overrightarrow{Y}^T \]

the transformed random variables:

\[ \overrightarrow{Y} = \overrightarrow{U}^T \overrightarrow{X} \]  

have the same covariance matrix. Consequently, the deviation of \( Y_j \) transformed random variables are:

\[ \sigma_j' = \sqrt{\lambda_j} \]  

On the other hand, the probability density function of the \( N \)-dimensional noise with Gauss-distribution is:

\[ p(\overrightarrow{X}) = \frac{1}{\sqrt{(2\pi)^N \det C}} e^{-\frac{1}{2} \overrightarrow{X}^T \overrightarrow{X}} \]  

from where the distribution function of the transformed random variable is:

\[ p(\overrightarrow{Y}) = \frac{1}{\sqrt{(2\pi)^N \det \Lambda}} e^{-\frac{1}{2} \overrightarrow{Y}^T \overrightarrow{Y} \overrightarrow{Y}^{-1} \overrightarrow{Y}} \]

\[ = \prod_{j=1}^{N} \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} = \prod_{j=1}^{N} p(Y_j) \]

The definition of the covariance matrix of random \( N \)-variables is:

\[ \overrightarrow{C}(X_i, X_j) = E[(X_i - \overline{X_i})(X_j - \overline{X_j})] \]  

\[ \bar{\sigma}^2 = \frac{1}{\sqrt{(2\pi)^N \det C}} e^{-\frac{1}{2} \overrightarrow{Y}^T \overrightarrow{Y} \overrightarrow{Y}^{-1} \overrightarrow{Y}} \]  

\[ = \prod_{j=1}^{N} \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} \]  

\[ \sigma' = \sqrt{\lambda_j} \]  

\[ p(Y_j) = \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} \]

\[ \sigma_j' = \sqrt{\lambda_j} \]  

\[ p(\overrightarrow{Y}) = \frac{1}{\sqrt{(2\pi)^N \det \Lambda}} e^{-\frac{1}{2} \overrightarrow{Y}^T \overrightarrow{Y} \overrightarrow{Y}^{-1} \overrightarrow{Y}} \]

\[ = \prod_{j=1}^{N} \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} = \prod_{j=1}^{N} p(Y_j) \]  

\[ p(Y_j) = \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} \]

\[ \bar{\sigma}^2 = \frac{1}{\sqrt{(2\pi)^N \det C}} e^{-\frac{1}{2} \overrightarrow{Y}^T \overrightarrow{Y} \overrightarrow{Y}^{-1} \overrightarrow{Y}} \]  

\[ = \prod_{j=1}^{N} \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} \]  

\[ \sigma' = \sqrt{\lambda_j} \]  

\[ p(Y_j) = \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} \]  

\[ \sigma_j' = \sqrt{\lambda_j} \]  

\[ p(Y_j) = \frac{1}{\sqrt{2\pi\lambda_j}} e^{-\frac{(y_j - \overline{Y_j})^2}{2\lambda_j}} \]  
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Calculating the covariance matrix, the power density of pink-noise:

$$S(\omega) = \begin{cases} \frac{K}{\omega} & \omega_i \leq \omega \leq \omega_s \\ 0 & \text{otherwise} \end{cases} \quad (17)$$

From Equation (17) the autocorrelation function could be determined by the Wiener-Khinshin-theorem [9]:

$$\varphi(\tau) = \frac{K}{2\pi} \int_{|\omega|}^\infty \frac{\cos \omega \tau}{|\omega|} \mathrm{d}\omega = \frac{K}{2\pi} \left[ Ci(\omega_s \tau) - Ci(\omega_i \tau) \right],$$

where $Ci(\tau)$ is the integral-cosine function and $\gamma = 0.5772$ is the Euler constant. Hence:

$$\varphi(\tau) = \frac{K}{2\pi} \int_{\omega_i}^{\omega_s} \frac{\cos \omega \tau}{|\omega|} \mathrm{d}\omega = \frac{K}{2\pi} \left[ Ci(\omega_s \tau) - Ci(\omega_i \tau) \right]$$

(18)

The connection of the covariance matrix and the autocorrelation function for the ergodic processes (like the pink noise) is Equation [7]:

$$C = \begin{bmatrix} \varphi(0) & \varphi(\tau) & \varphi(2\tau) & \ldots & \varphi(N\tau) \\ \varphi(\tau) & \varphi(0) & \varphi(\tau) & \ldots & \varphi((N-1)\tau) \\ \varphi(2\tau) & \varphi(\tau) & \varphi(0) & \ldots & \varphi((N-2)\tau) \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \varphi(N\tau) & \varphi((N-1)\tau) & \varphi((N-2)\tau) & \ldots & \varphi(0) \end{bmatrix}$$

(19)

From these the entropy of pink noise was obtained [7]:

$$S_E = 1.8$$

(20)

So, this analysis proved the scale-independency of pink-noise in a definite interval of the signals. The multiscale entropy analysis [7] method. Applying the above process for pink- and white-noises, and the entropy vs the applied scale factors (number of the members of the actual averaging) had different functions. The smoothing (filtering, cutting the high-frequencies) is irrelevant in case of the pink-noise. When the original was pink, the entropy remains constant on all scales in a very wide range of limits. The entropy of the white-noise is decreased by the growing scale-factors, in consequence of the very short correlations; but its entropy is high at the scales, less than 4, due to the short range correlations. The short correlation is weak, but the long is strong for the pink-noise.

3. Physical Consequences of MSE Results

From physical point of view, the scaling of a discrete time series is a filtering process, which rejects some high-frequency components of the noise. The largest band-width of the noise is at scale 1. Gradually jumping onto a higher scaling, the average of the high-frequency components is more and the bandwidth decreases. The highest frequency in the signal could be estimated by the Shannon’s sampling-theorem: the largest frequency appearing in the noise is the half of the sampling frequency. In consequence: in case of scale factor 2 the half, in case of scale factor $n$ the $n$-th part of the highest frequency determines the bandwidth. The same is valid in the lowest frequency-limit of the bandwidth.

The length of the data-series is the function of the registration time. When $\Delta T$ is the sampling time and $N$ is the size of the data-series, the time of registering is $\Delta T N$. The reciprocal value of this time is the smallest frequency in the signal, so it is the lower boundary of the bandwidth. Due to the decreasing length of the data-series by scaling, the lower frequency-limit of the bandwidth is growing (see Figure 1).

The Richman-Moorman-entropy of the time-series shows a “holographic-like” structure of the pink noise: the truncation of the noise does not change its entropy.

The Richman-Moorman-entropy of course has physical meaning in the same way as in the Shannon-entropy (they are coherent). Multiplying the Richman-Moorman-entropy...
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4. Network Control of the Homeostasis

The mesenchyme, which is 25% of the human body, has an important role of forming homeostasis in the organism [11]. It is a loose connective tissue with an undifferentiated type [12]. The pink-noise with entropy $S_E = 1.8$ characterizes the homeostasis like an intensive parameter. This intensivity is valid for every physiologic signal and for all the organs, the $S_E = 1.8$ is a universal constant for the living body.

The cellular functions like supplies and filtering are mediated by the mesenchyme, which represents a transmitter between the blood-capillaries and the cells. The mesenchyme is a ground substance matrix for the cells, it is an ordered set of meshwork of connective species like highly polymerized hydro-carbonates, glicosaminoglycans, ologasacharid-chans connected to proteins, proteoglycans, and structure-glycoproteins, meshed by the dendrites of cellular glycocalix and by the extracellular matrix.

Mesenchyme has a trimodal function: cellular, humoral and neural. The cellular function brings the chemical equilibrium of connective tissue together with reticuloendothel cells. The humoral function controls the transport processes through the capillaries and lymphnetwork. This transport mechanism ensures the communication with far away systems. The neural function is responsible for the functional connection with all other parts of the organism. The three levels are different in their ranges: the cellular is local, the humoral is mesoscopic and the neural is global (systemic) interaction in the body. Due to the slow transport processes, the humoral effects are slow, while the neural is speedy.

The information control is effective by assistance of the neural system, of the cellular transport (hormones, enzymes, apoptosis, “social” signals) and of the humoral by blood and lymph transports too. The cell is the quickest to react. All the controlling mechanisms are operated by a pair of opposite signals: up- and down-regulation of the actual process. This is valid in all the time-scales having numerous pairs to form the physiological signals. The three levels are connected to each other by the mesenchyme.

The homeostasis is determined by the equilibrium of the large number of opposite pairs. As an example, we describe the proliferation homeostasis. There is a mechanism, which replaces the aged, harmed or too stressful cells. This process, which again the equilibrium of the opposite driving forces, stabilizes the final size of the organs. The opposite processes are the annihilation (apoptosis driven by the programmed cell death) and creation (cell division driven by growth factors). The two sides are in equilibrium in healthy state. When this equilibrium vanishes, the system cannot work well, that is the illness. When the apoptosis starts to dominate that could be an autoimmune disease, when the creation determines the process, the tumor is the result. The complexity of the system (which is characterized by the number of the opposing pairs) is the basic of the proper work, allows the system to accommodate properly to the environmental challenges. The acting signal-pairs are connected and coupled to each other, forming a unified complex system. The above shown proliferation homeostasis works on the renewing of the cellular system, but one cell has to be annihilated giving place for the new-born one keeping the complete function in equilibrium (homeostasis). The equilibrium of this complex system could be described by fractal physiology [13-16] and bio-scaling [17-19]. This complexity is mirrored in the four dimensional description of the living state [20], which is valid in all scales of the life [21].

The complex network of the regulating pairs with opposite actions is the basis of the Traditional Chinese Medicine (TCM) and philosophy too (Yin-Yang pairs). The complexity means that the system cannot be simple additionally composed from their parts, the parts alone do not carry the function, which they have in the complete complex system. The couplings and interactions between the controlling pairs could explain the multifunctional behavior of tuning a single controlling pair, so the consequences of one external retuning of the balance could lead to various results.

We present this interaction of the sample of the proliferation homeostasis again. One of the functions of the
mesenchyme is humoral by the transport of nutrients. When the oxygen supply is insufficient in an organ (hypoxia for example by the extreme utilization of a group of muscles), the conditions of the cells become hypoxic. The cells destroyed by the hypoxia release such chemicals into the extracellular electrolyte, which dissolve the endothelial cellular connections in the capillaries, breaking their adherent (cytoskeleton) connections. This ignites the first step of the angiogenesis, when the structure of the endothelial cells in the vessel-wall changes, the vascular tone reduces and the permeability of the vessel-wall increases. The increased permeability provides better oxygen and nutrient supply to the tissue. In the second stage of the angiogenesis, proteolysis-enzymes evolve, making the extracellular electrolyte less viscose, giving possibility for the cells to have higher motility. The effect of the Vascular Endothelial Growth Factor (VEGF) is inducing cellular division and helping the chemotactically driven migration by the gradients of the growth factors. It starts building up a primitive network of vessels.

The fourth step of angiogenesis is the maturation, when the extracellular matrix is reconstructed, the cellular connections reestablished, and the vessel-wall builds its stable final form. In this step the angiopoietin molecules have the duty to connect the primitive just-born capillarity vessels into the existing network. The proper physiological function (transport) of the new vessel is not enough to finish the job, transport must be given where the nutrient + oxygen supply is requested.

The vessels are built up by a morphogenetic network, constructed by the gradients of the growth factors and by the electric potential gradients, which occur in the more negative daughter-cells than their matured counterpart (see Figure 2).

The potential gradient determines the direction of growth and the equilibrium is constructed by the dynamic control of the network of opposing pairs of actions, which is built up by the well determined scaling [22], ensuring the proper equilibrium energy supply of the newly reborn complex system.

The deterministic way of the control cannot be accurate and stable enough, with appropriate processing velocity, so the process is not deterministic. There is a crucial role of the random processes also to make the control optimal, not to use unnecessary accuracy and waste energy to control the system. The aims of the homeostasis are to safeguard the cellular functions and to assure the constant life-conditions for these smallest units. The environmental parameters must be kept in a tolerable band, the fluctuations of the actual values must not go over a definite limit for a longer time. These thresholds keep the average of the parameters constant in time, but due to the given band-width the deviation must also be fixed (see Figure 3).

The structure of fluctuations is essential in this stochastic process. We show in the next the time-fractal fluctuations satisfy the above request of the homeostasis. Time-fractal is the signal of stochastic control of homeostasis.

Consider the environmental signal, (see Figure 4), which is controlled by a homeostatic process is an average of various components:

\[ \langle x(t) \rangle = \frac{1}{n} \sum_{i=1}^{n} x_i \]  

The average is the basic signal and the deviation form is the controlling error. Due to the random processes, the controlling error is a noise in the homeostasis.
Consequently the noise: \( z(t) = x(t) - \langle x(t) \rangle \) (24)

where \( \langle \rangle \) denotes the averaging by time. The variance of the noise \( \langle z^2(t) \rangle \), is also time-dependent:

\[
\langle z^2(t) \rangle = f(t)
\] (25)

Due to the living structure, the noise has to be self-similar [23]. This means that the variance of the noise has a time-dependent power-function [24]:

\[
\langle z^2(t) \rangle = t^{2H}
\] (26)

where the similarity exponent is always positive: \( 0 < H \). Consider the following example as \( H = 1/2 \), then the control-error variance is the linear function of the time:

\[
\langle z^2(t) \rangle = ct
\] (27)

where \( c \) is constant. In this case, the error-signal is a Brownian-motion. The scaling law is in consequence of Equation (26):

\[
\langle z^2(rt) \rangle = r^{2H} \langle z^2(t) \rangle
\] (28)

The error signal can be characterized by the spectral power density function:

\[
S(f) = F[G(\Delta t)]
\] (29)

where \( G(\Delta t) \) is the autocorrelation function of the error signal:

\[
G(\Delta t) = \langle z(t) z(t + \Delta t) \rangle - \langle z(t) \rangle^2
\] (30)

The spectral power density function for the above introduces self-similar noises:

\[
S(f) \propto \frac{1}{f^\beta}
\] (31)

The power \( \beta \) is the “color” of the error signal and depends on \( H \) [25]:

\[
\beta = 2H + 1
\] (32)

Consequently:

\[
\beta \geq 1
\] (33)

Hence if the error-signal is pink noise (\( \beta = 1, \sqrt{f} \) — noise), then

\[
H = 0
\] (34)

Therefore, due to Equation (26), when the noise is \( 1/f \), then its deviation is constant in time in the well chosen interval. Indeed, the probability of the error signal exists in the interval \((\bar{x} - k \sigma, \bar{x} + k \sigma)\) (where \( \sigma \) is the standard deviation) on the basis of the Chebishev inequality [26] is:

\[
P(|x - \bar{x}| < k \sigma) > 1 - \frac{1}{k^2}
\] (35)

Consequently, when the \( k \) is large enough, (large enough time is chosen for averaging) the probability is practically one, so the signal does not leave the chosen band. This means the system is well controlled in all times, the homeostasis is fixed, the system is regulated. The entropy of the system in this case is constant on all the scales (\( S_E = 1.8 \)), the signals are controlled (they are kept in a definite interval) on all scales.

When the power-spectrum of the error signal deviates from the pink-noise, has another color (for example \( \beta > 1 \)), then its self-similar exponent will be positive, so according to Equation (26) the deviation of the error-signal will grow in time, the homeostasis of the system will be broken. In these cases extra regulation (internal or external signals) (e.g. immune reactions, transport-rearrangements, etc. or constrain treatments, therapies, etc.) is necessary to stabilize the system.

5. Aging and Scaling

Aging decreases the complexity of the system [27]. This loss means the degradation of the number of the opposite controlling pairs making the dialectic determinations. These changes could deviate the action time, the pairs act on different time-scales. Also we may assume that the quick action pairs are degraded first. All of these mean the aging is an MSE scaling, but the fluctuations of high frequency gradually disappear, the scaling possibility of the noise signal remains characteristic in normal aging cases, but shifts toward the Brownian noise \((1/f^2)\). This corresponds to the \( H = 1/2 \) in Equation (26), so the variance becomes linearly growing by time, according to Equation (27), the error-signal is a Brownian-motion, the aging suppresses the complexity [23], and the autocorrelation gradually decreases by time according to Equation (30). The scaling is a good simulation of aging, the system gradually occupies larger scale-factors. Studying the color of the noise of physiological signals to check the healthy state. We can distinguish the disease (the signal-noise is gradually shifted to white one, the correlation length decreases). On this way the loss of complexity by natural aging shifts the noise towards Brownian, opposite to the disease.

The mesenchyme is the coupling media of the action networks constructing the homeostasis. The mesenchyme is a crossing field of the homeostatic actions working like hubs for various and numerous actions. Modifying the hubs, the homeostatic control could be changed. Three main effects could act:

1) The mesenchyme over-controls. In this case the signal has to be down-regulated, purging is active [28].

2) When the signal is too low, it must be up-regulated, which is the tonization [28].

3) The signal is correct, but its deviation is too large,
then a homeostatic entropy has to be produced at the hubs [28].

The outer connection points for this control are the probable acupunctural points. The living systems are energetically open, their active connections to their environment is mandatory. The special material exchange in the acupuncture points (CO₂ development [29], temperature differences [30], potential differences [31]), as well as the change of the size [32] of the acupuncture point support the assumption that these connections control the hubs in the complex system.

The stimuli of the acupuncture points (controlling the active fluctuations in the homeostatic band) could be achieved by various methods, like invasive needles, like electric or laser stimuli or mechanical pressure, permanent embedding methods of acupuncture. We do not know yet the actual local processes induced by the stimuli, but probably the mechanical and electric factors make the disturbance which promotes the natural correction system to reestablish the homeostatic equilibrium. There might not be any single effect that can be blamed for the action, but various local disorders are complexly interacting, like micro-wounds making injury current, like micro-bleeding inducing Platelet-Derived Growth-Factors (PDGF), like forced cellular apoptosis and replacing division, etc. Irrespective of the realized ways of the action, the acupuncture the acupuncture could give enough disturbance to rearrange the structure of the local hub to find the homeostatic equilibrium again by self-organizing way. This is much similar to the process, when we give mechanical vibration for a bowl of cherries to arrange itself to a lower energy status with self-organization. The stimuli are active till the micro-disturbance exists [28,33]. There are examples for the stochastic disturbance inducing self-organized processes in the bioprocesses.

Forming the secondary, ternary and fourth structures of proteins operated by self-organizing way [34], and one of the functions of stress-induced proteins (Heat-Shock Proteins, HSP) is providing such disturbances for the stress-unfolded portents, where the molecules could find the lower energy state forming their normal structure again [35].

6. Conclusion

The homeostasis is the equilibrium of the living complexity. There is an entropy-definition which could characterize the system in this state. The dynamical fluctuations have pink-noise distribution, which ensures the equal deviation all over the system. The noise changes its character by disease or aging. The disease is the partial loss of the collectivity (the fluctuations are shifted towards the white noise, disordered), while the aging shifts the noise oppositely to the brown-direction (fixed routes, less adaptability, loss of complex adaptation facilities). Acupuncture probably makes changes to reestablish the pink-noise fluctuation when it is lost to white noise direction (disordered complexity), introducing disturbances in the hubs of the complex network system, making the natural rescaling of the interactions possible.
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