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Abstract
This paper is introduced as a survey of the results on some generalization of Banach's fixed point, their approximations to the fixed point and error bounds, and also contains some new fixed point theorems and applications.
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1. Introduction
An interesting generalization of the Banach contraction principle is given by Boyed and Wong [1] and non-archimedean version of the results in this subject has been recently studied by De Kimpe and Siddiqui [2].

The Fixed points have long been used in analysis to solve various kinds of partial differential equations, ordinary differential equations and integral equations [3]. Cauchy (1789-1857) did fundamental work on existence theorems in differential equations. Fixed point theorems of ordered Bananch spaces provide us exact or approximate solutions of boundary-value problems. For details, one can refer to Amann [4], Collatz [5] and Franklin [6].

Definition 1.1. Let $X$ be a set and $T: X \rightarrow X$ be a mapping. A fixed point of the mapping $T$ is a point $x \in X$ such that $Tx = x$. In other words, a fixed point of $T$ is a solution of the functional equation $Tx = x$.

Definition 1.2. Let $T$ be a mapping of a metric space $X$ into itself then $T$ is called a contraction mapping if there exists a constant $L$, $0 \leq L < 1$, such that $d(T(x), T(y)) \leq Ld(x, y)$ for all $x, y \in X$.

Theorem 1.3. [8] Every contraction mapping $T: X \rightarrow X$ defined on a complete metric space $X$ into itself
has a unique fixed point \( u \in X \). Moreover, if \( x_0 \) is any point in \( X \) and the sequence \( x_n \) is defined by
\[
x_i = T(x_0), x_2 = T(x_1), \ldots, x_n = T(x_{n-1}),
\]
Then \( \lim_{n \to \infty} x_n = u \) and
\[
d(x_n, u) \leq \frac{L^n}{(1-L)} d(x_1, x_0)
\]
and that \( L \) is as in Definition 1.2.

**Corollary 1.4.** [8] Let \( L(X, d) \) be a complete metric space and \( T: X \to X \) be a contraction on a closed ball \( B(x_0, r) = \{x : d(x, x_0) \leq r\} \). Moreover, assume that \( d(x_0, Tx_0) \leq (1-L)r \). Then the iterative sequence (1) converges to an \( u \in B \). This is a fixed point of \( T \) and is the only fixed point of \( T \) in \( B \).

### 2. Some Results on Fixed Point

In this section, we give some result on fixed point in complete metric space and its applications.

**Theorem 2.1.** If \( X \) is a complete metric space, and let \( T: X \to X \) be a map such that \( T^r \) is contraction for some integer \( r > 0 \). Then for every \( n \in \mathbb{N} \) and \( y \in X \)
\[
\lim_{n \to \infty} T^n(y) = u.
\]

**Proof:** Since \( T^r \), where \( r \) is a positive integer, is a contraction mapping by Theorem 1.3, there exists an unique fixed point \( u \) of \( T^r \) i.e. \( T^r(u) = u \). Now, let \( S = T^r \), therefore, \( S(u) = u \). This implies that
\[
S^2(u) = S(S(u)) = S(u) = u,
\]
\[
S^3(u) = S^2(S(u)) = S^2(u) = u,
\]
\[
S^4(u) = S^3(S(u)) = S^3(u) = \cdots = u,
\]
and so \( T(u) = T(S^r(u)) = S^r(T(u)) = S^r y \). Therefore for every \( n \geq 1 \) and \( y \in X \),
\[
d(S^n(y), u) = d(S^n(y), S^n(u)) \leq c d(S^{n-1}(y), S^{n-1}(u))
\]
\[
\leq c^2 d(S^{n-2}(y), S^{n-2}(u)) \leq \cdots \leq c^n d(y, u).
\]

It follows that
\[
\lim_{n \to \infty} d(S^n(y), u) = 0,
\]
since \( c^n \to 0 \). thus, \( \lim_{n \to \infty} S^n(y) = u \). \( \lim_{n \to \infty} T^n(y) = u \). □

**Theorem 2.2.** Let \( L(X, d) \) be a complete metric space and let \( T: X \to X \) and \( S: X \to X \) be two maps contraction. If for every \( x \in X \), chosen suitably. Then for every \( x \in X \),
\[
d(T^nx, S^ny) \leq \lambda \frac{1-L^n}{1-L}, \quad m = 1, 2, \ldots
\]
and that \( L \) is as in Definition 1.2.

**Proof:** The relation is true for \( m = 1 \). We use the principle of induction in order to prove this relation. Let it be true for all \( m \geq 1 \). Then,
\[
d(T^{m+1}x, S^{m+1}x) = d(TT^m(x), SS^m(x))
\]
\[
\leq d(TT^m(x), TS^n(x)) + d(TS^n(x), SS^m(x))
\]
\[
\leq Ld(T^m(x), S^n(x)) + \lambda \leq L\lambda \frac{1-L^n}{1-L} + \lambda
\]
\[
= L\lambda - L^{m+1} \lambda + \lambda - L\lambda = \lambda \frac{1 - L^{m+1}}{1 - L}
\]
Thus, the relation is true for \( m + 1 \). □
**Corollary 2.3.** Let $L(X,d)$ be a complete metric space and let $T:X \to X$ be a contraction on $X$. Moreover, the iteration sequence

$$x_1 = T(x_0), x_2 = T^2(x_0), \ldots, x_n = T^n(x_0)$$

with arbitrary $x_0 \in X$ converges to the unique fixed point $u$ of $T$. Error estimate is the following estimate:

$$d(x_n, u) \leq \frac{L^n}{1-L} d(x_0, x_1), \quad m = 1, 2, \ldots$$

**Proof:** The first statement is obvious by

$$d(x_n, x_m) \leq d(x_n, x_{m+1}) + d(x_{m+1}, x_{m+2}) + \cdots + d(x_{n-1}, x_n)$$

$$\leq (L^n + L^{n+1} + \cdots + L^{m-1}) d(x_0, x_1)$$

thus

$$d(x_n, x_m) \leq \frac{L^n}{1-L} d(x_0, x_1), \quad (n > m).$$

Now, inequality (3) follows from (4) by letting $n \to \infty$. We have $d(x_n, x_m) \leq \frac{L^n}{1-L} d(x_0, x_1)$. \hfill $\square$

**Corollary 2.4.** Let $L(X,d)$ be a complete metric space and $T:X \to X$ be a contraction on a closed ball $B(x_0, r) = \{ x : d(x, x_0) \leq r \}$. Moreover, assume that $d(x_0, Tx_0) \leq (1-L)r$. Then prior error estimate is the following estimate:

$$d(x_n, u) \leq L^n r.$$

**Proof:** By Corollary (2.3) the iteration sequence is converges to the unique fixed point $u$ of $T$, and

$$d(x_n, x_0) \leq \frac{L^n}{1-L} d(x_0, x_1),$$

since $x_i = Tx_0$ and $d(x_0, Tx_0) \leq (1-L)r$, we have

$$d(x_n, u) \leq \frac{L^n}{1-L} d(x_0, x_1) = \frac{L^n}{1-L} d(x_0, Tx_0)$$

$$\leq \frac{L^n}{1-L}(1-L)r = L^n r.$$

Therefore $d(x_n, u) \leq L^n r$. \hfill $\square$

### 3. Applications of Banach Contraction Principle on Complete Metric Space

In this section, we apply Theorem 1.3 to prove existence of the solutions a system of $n$ linear algebraic equations with $n$ unknowns, and we show that applied of Corollary 2.3 and 2.4 in numerical analysis.

**Application 3.1.** Suppose we want to find the solution of a system of $n$ linear algebraic equations with $n$ unknowns:

$$\begin{align*}
a_{11}x_1 + a_{12}x_2 + \cdots + a_{1n}x_n &= b_1 \\
a_{21}x_1 + a_{22}x_2 + \cdots + a_{2n}x_n &= b_2 \\
\vdots & \quad \vdots \\
a_{n1}x_1 + a_{n2}x_2 + \cdots + a_{nn}x_n &= b_n
\end{align*}$$

This system can be written as:
By assuming \( a_i = a_j + \delta_{ij} \), where

\[
\delta_{ij} = \begin{cases} 
0 & i \neq j \\
1 & i = j 
\end{cases}
\]

Equation (6) can be written in the following equivalent form.

\[
x_i = \sum_{j=1}^{n} a_{ij} x_j + b_i \quad i = 1, 2, 3, \ldots, n
\]

(7)

If \( x = (x_1, x_2, \ldots, x_n) \in R^n \) then Equation (7) can be written in the form \( T(x) = x \), where \( T : R^n \to R^n \) is defined by

\[
Tx = y \quad \text{where} \quad y = (y_1, y_2, \ldots, y_n)
\]

and

\[
y_i = \sum_{j=1}^{n} a_{ij} x_j + b_i \quad i = 1, 2, 3, \ldots, n
\]

Finding solutions of the system described by Equations (5) or (6) is thus equivalent to finding the fixed point of the operator equation, Equation (8). In order to find a unique solution of \( T \), i.e., a unique solution of Equation (8), we apply Theorem (1.3). In fact, we prove the following result. Equation (5) has a unique solution, if

\[
\sum_{j=1}^{n} |a_{ij}| = \sum_{j=1}^{n} |a_{ij} + \delta_{ij}| \leq L < 1, \quad i = 1, 2, 3, \ldots, n
\]

For \( x = (x_1, x_2, \ldots, x_n) \) and \( x' = (x'_1, x'_2, \ldots, x'_n) \), we have

\[
d(Tx, Tx') = d(y, y')
\]

where

\[
y = (y_1, y_2, \ldots, y_n) \in R^n
\]

\[
y = (y'_1, y'_2, \ldots, y'_n) \in R^n
\]

\[
y_i = \sum_{j=1}^{n} a_{ij} x_j + b_i
\]

\[
y'_i = \sum_{j=1}^{n} a_{ij} x'_j + b_i \quad i = 1, 2, 3, \ldots, n
\]

If \( y = (y_1, y_2, \ldots, y_n) \in R^n \), then \( d(y, y) = \sup_{i \leq n} |y_i| \). Therefore,

\[
d(Tx, Tx') = \sup_{i \leq n} |y_i - y'_i| = \sup_{i \leq n} \left| \sum_{j=1}^{n} a_{ij} x_j + b_i - \sum_{j=1}^{n} a_{ij} x'_j - b_i \right|
\]

\[
= \sup_{i \leq n} \left| \sum_{j=1}^{n} a_{ij} (x_j - x'_j) \right| \leq \sup_{i \leq n} \sum_{j=1}^{n} |a_{ij}| |x_j - x'_j|
\]

\[
\leq \sum_{i \leq n} |a_{ij}| \sum_{j=1}^{n} |x_j - x'_j| \leq L \sum_{i \leq n} |x_j - x'_j|
\]

Since \( d(x, x') = \sup_{i \leq n} |x_j - x'_j| \), we have \( d(Tx, Tx') \leq Ld(x, x') \), \( 0 \leq L < 1 \), i.e., \( T \) is a contraction mapping of the complete metric space \( R^n \) into itself. Hence, by Theorem 1.3, there exists a unique fixed point \( u \)}
of $T$ in $R^n$ i.e. $u$ is a unique solution of Equation (5). $\square$

**Theorem 3.2.** If $f(t)$ be a nonlinear integral equation as following:

$$f(t) = \int_{0}^{t} e^{-st} \cos(pf(t)) \, dv, \quad 0 \leq t \leq 1; \quad 0 < p < 1$$

Then it has a unique solution.

**Proof:** We apply the Theorem 1.3, we can prove that this equation has a unique continuous real-valued solution $f(t)$. Let $X = C[0,1]$, and the mapping $T: X \rightarrow X$ defined by $T(f) = f$ for $f \in X$, where $X$ is a complete metric space with $\sup d(x,y)$, is a contraction mapping:

$$\cos(pa) - \cos(pb) = p(b-a)\sin \alpha$$

where $\alpha$ lies between $pa$ and $pb$. Therefore, $|\cos(pa) - \cos(pb)| \leq p|b-a|$.

For functions $a(t)$ and $b(t)$; we get

$$|\cos pa(t) - \cos pb(t)| \leq \sup_{pa(t) \leq pb(t)} |a(t) - b(t)| = d(a,b)$$

For $f = Tf$ and $g = Tg$, we have

$$|Tf - Tg| = \int_{0}^{t} e^{-st} \left[ \cos(pf(v)) - \cos(pg(v)) \right] \, dv$$

$$\leq \int_{0}^{t} e^{-st} \left[ \cos(pf(v)) - \cos(pg(v)) \right] \, dv$$

$$\leq pd(f,g) \int_{0}^{t} e^{-st} \, dv \leq pd(f,g)$$

Taking sup over $0 \leq t \leq 1$, we get

$$\sup |Tf(t) - Tg(t)| \leq pd(f,g)$$

or

$$d(T(f),T(g)) \leq pd(f,g). \quad \square$$

**Theorem 3.3.** Let $x_0$ be an initial value and the iterative sequence $\{x_n\}$ as following:

$$x_n = g(x_{n-1}) \quad n = 1,2,\ldots$$

If $g$ is continuously differentiable on some interval $k = [x_0 - r, x_0 + r]$ and satisfies $|g'(x)| \leq L < 1$ on $k$ as well as

$$|g(x_0) - x_0| < (1-L)r.$$ (9)

Then $x = g(x)$ has a unique solution $u$ on $k$, the iterative sequence $\{x_n\}$ converges to that solution, and one has the error estimates

$$|x - x_n| < L^n r, \quad |x - x_n| < Lr.$$ (10)

**Proof:** Suppose that $d(x,g(x)) = |x-g(x)|$ for $x \in k$. By the mean-value theorem and the given condition, $g(x)$ is a contraction mapping of the complete metric space $k$ into itself. Hence, by Corollary 1.4 there exists a unique fixed point $u$ of $g$ in $k$, i.e. $u$ is a unique solution of $x = g(x)$. Also, the iteration sequence $\{x_n\}$ converges to $u$. Moreover, by $d(x,g(x)) = |x-g(x)|$ and Corollary 2.4 it has the prior error

$$|x - x_n| < L^n r,$$ and the posterior estimate

$$|x - x_n| < Lr. \quad \square$$
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