A new improved filter for target tracking: compressed iterative particle filter
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ABSTRACT

Target tracking in video is a hot topic in computer vision field, which has wide applications in surveillance, robot navigation and human-machine interaction etc. Meanshift is widely used algorithm in video target tracking field. The basic mean shift algorithm only considers the color of targets as the tracking characteristic feature, so if the appearance of the target changes greatly or there exits other objects whose color is similar to the target, the tracking process will fail. To enhance the stability and robustness of the algorithm, we introduce particle filter into the tracking process. Basic particle filter has some disadvantages such as low accuracy, high computational complexity. In this paper, an improved particle filter GA-UPF was proposed, in which a new re-sampling algorithm was used to predict target centroid position. The target tracking system of binocular stereo vision is designed and implemented. Experimental results have shown that our algorithm can tracking object in video with high accuracy and low computational complexity.
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1. INTRODUCTION

Target tracking in video is a hot topic in computer vision field, which has wide applications in surveillance, robot navigation and human-machine interaction etc. Many algorithms are proposed, but if the appearance of the target changes greatly or there exits other objects who are affected by the occasion. To enhance the stability and robustness of the algorithm, particle filter is introduced into the tracking process. Basic particle filter (PF) has some disadvantages such as low accuracy, high computational complexity. Due to solve the problem, an improved particle filter GA-UPF was proposed. GA-UPF is the integration of genetic algorithm (GA) and unscented particle filter (UPF). It successfully offsets the defect in PF. And GA makes sure that particle degeneracy phenomenon and particle sample impoverishment in re-sample process cannot be discovered. Experimental results have shown that our algorithm has better filtering effect.

The remaining of the paper is organized as follows: in the Section 2, a brief description of GPF is presented. In the Section 3, firstly, the GA algorithm is introduced, and a new type GA – one-step predefined GA process is proposed. Then the details of the new PF this paper proposed – GA-UPF is presented. In Section 4 the proposed algorithm is compared to other several different filtering algorithms, and finally, some concluding remarks is given in Section 5.

2. BASIC PARTICLE FILTER

The system probability model set as \( p(x_t | x_{t-1}) \) and \( p(y_t | x_t) \), and the system follows the Markov process. The problem being addressed here is an estimating problem of the state of a system as a set of observations becomes available on-line. The initial value of prior probability density function is \( p(x_0) \). The complete solution of sequential estimation problem is the posteriori probability density function \( p(x_t | y_{1:t}) \).

Using Monte Carlo sampling points, particle filter executes the filtering process by generating weighted sampling points of state variances recursively. A group of random testing value is \( \{x_{0,i}^{(l)}, w_{i}^{(l)}\}, \{x_{0,i}^{(l)}, i = 1, \cdots, N\} \) is sample set. As the corresponding weights, \( \{w_{i}^{(l)}, i = 1, \cdots, N\} \) content with \( \sum_{i} w_{i}^{(l)} = 1 \). The posteriori probability density function is similar as:

\[
p(x_{0,t} | y_{1:t}) \approx \sum_{i=1}^{N} w_{i}^{(l)} \delta(x_{0,t} - x_{0,i}^{(l)})
\]
Through introducing and resampling the key density 
$q(x_{0:t}, y_{1:t})$, the result is as follow:

$$x_{0:t}^{(i)} \sim q(x_{0:t}, y_{1:t})$$

(2)

As Bayes theory and re-sampling principle, the condition of [1):

$$w_i^{(t)} \propto \frac{p(x_{0:t}^{(i)} | y_{1:t})}{q(x_{0:t}^{(i)} | y_{1:t})}$$

(3)

Setting decomposition of the key density:

$$q(x_{0:t}, y_{1:t}) = q(x_{t-1:t}, y_{1:t})q(x_{0:t-1}, y_{1:t-1})$$

(4)

Generic particle filter algorithm can be predicted as follows [2]:

Initialization
For each particle
Draw the states $x_0^{(i)}$ from the prior $p(x_0)$;
End
For each loop
Importance sampling step
For each particle
Sample $x_t^{(i)} \sim q(x_t | x_{0:t-1}, y_{1:t})$
End
For each particle
Evaluate the importance weights up to a normalizing constant:

$$w_i^{(t)} = w_{i-1}^{(t)} \frac{p(x_{t} | x_{0:t-1}^{(i)}) p(x_{0:t-1}^{(i)})}{q(x_{0:t}^{(i)} | x_{0:t-1}, y_{1:t})}$$

(5)

For each particle, normalize the importance weights:

$$\tilde{w}_i^{(t)} = \frac{w_i^{(t)}}{\sum_{j=1}^{N} w_j^{(t)}}$$

(6)

//Re-sample
Eliminate the samples with low importance weights and multiply the samples with high importance weights, to obtain $N$ random samples $x_{0:t}^{(j)}$ approximately distributed according to $p(x_{0:t} | z_{1:t})$.

Assign each particle an equal weight: $w_i^{t} = 1/N$. When executing particle filtering, the choice of the proposal distribution is very important. Usually, the transition prior distribution is chosen to be the proposal distribution:

$$q(x_t | x_{t-1}, y_t) = p(x_t | x_{t-1})$$

(7)

But as not considering the recent observation, when using the transition prior distribution as the proposal distribution, the filtering result is usually poor, especially when the noise is heavy. In this paper, a kind of semi-iterative unscented transformation was proposed to address this issue.

3. THE GENETIC ALGORITHM

3.1. Genetic Algorithm

GA is an optimization strategy generally employed to find a global best point. In a genetic algorithm, a population of strings (called chromosomes or the genotype of the genome), which encode candidate solutions (called individuals, creatures, or phenotypes) to an optimization problem, evolves toward better solutions. There are three main steps in the whole GA process, which consists of Selection, Crossover and Mutation as Figure 1.

GA is a search heuristic that mimics the process of natural evolution. This heuristic is routinely used to generate useful solutions to optimization and search problems as Figure 1. Using pseudo code to describe the simple generational genetic algorithm is as follow:

1) The initial population of individual must be chosen.
2) Evaluate the fitness of each individual in that popu-
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lutation.
3) Make selection of the best-fit individuals for reproduction.
4) Breed new individuals through crossover and mutation operations to give birth to offspring.
5) Evaluate the individual fitness of new individuals.
6) Replace least-fit population with new individuals.

3.2. GA in the PF Process

The particles degeneration phenomenon is a widespread problem of particle filter algorithm. In order to eliminate that phenomenon, the re-sample algorithm is introduced as depicted in the Section 2. In the re-sampling process of regular particle filtering, the particles with bigger weights will have more offspring, while the particles with smaller weights will have few or even on offspring. It inspires us to reduce the number of particles with small weights and find more particles with big weights, which will make the proposal distribution more closed to the poster distribution. But re-sampling algorithm causes another problem which loses particle diversity and reduces the performance of the particle filter algorithm, and even makes the distribution function of particle filter algorithm spread. Therefore GA is proposed in PF process.

The choice of fitness function is the most important issue of using genetic algorithm. In the proposed algorithm, each particle in particle algorithm is looked upon as a group of chromosome. We want to find more particles with bigger weights, so the fitness can be chosen as the value of weights directly. As usually the aim of GA algorithms is to minimize the fitness function, so the fitness is the minus value of particle weight in the GA-PF as follows:

\[
\text{fitness}_i = \frac{p(x_i | y_1^n) \cdot p(x_1^n | x_i)}{q(x_i | x_0^{t-1}, y_1^n)}
\]  

(8)

Secondly, it’s already so large to compute consumption of particle filtering that the GA process computing consumption introduced should be reduced. In the GA-PF algorithm, for every particle, at first, a random number in the range of 0 and 1 will be generated, and only when the number is smaller than a predefined threshold, the GA process can be conducted. A new type of GA process – one step predefined GA is introduced. In this process, only when the new location is better than the original one, the particle will move to the new one, and the location updating process will be conducted only one time in each particle filtering generation. The new particle is then used in the next iteration of the algorithm. Commonly, the algorithm terminates when either a maximum number of generations has been produced, or a satisfactory fitness level has been reached for the particle.

Finally, the location of best particle determines the direction of particle updating in current generation and itself location. And as in the one-step predefined GA process, particle need not remember its individual best location of history; the updating mode uses the social only mode of GA algorithm.

3.3. The GA-UPF Algorithm

In this section, a brief description of UPF is presented as follow:

\[
x_y(t+1) = x_y(t) + v(t+1)
\]

(9)

\[
w_i = \frac{w_{\max} - w_{\min}}{g_{\max}}
\]

(10)

The mentioned one-step predefined GA process is used in the UPF algorithm. The information of UPF algorithm can be found in [3,4]. Where \( j \in \{1,2,\ldots, Dn\} \), \( i \in \{1,2,\ldots,n\} \), \( n \) is the size of the population and \( Dn \) is the Dimension of the space searched; \( w \) is the inertia weight, generally updated as Eq.3 [4], and \( g_{\max} \) is the maximal evolution generations. \( c_1 \) and \( c_2 \) are two positive constants. And the GA-UPF algorithm can be decried as Figure 2.

The detailed process of GA-UPF is as follow:
1) Initial chromosome sample: Draw the new particle group \( \{x_i^{(0)} \}_{i=1}^N \) from the prior \( p(x_1 | x_{in}) \);
2) Assign weights: Every kind of GA has to find an effective coding scheme. Real matrix encoding is applied to estimate the parameters for sequential UPF algorithm.

For each loop:
3) Selection: The fitness of each chromosome set as measuring probability in [5], and using Roulette Wheel Selection which the most commonly methods to choose the higher fitness chromosomes, the terminal chromosomes is the model of offspring;
4) Crossover: At this stage, arithmetic crossover is widely used for the chromosome encoded by Real matrix. In arithmetic crossover, a pair of new individual is generated by the linear combination of a pair of parent individual:

\[
\begin{align*}
(x_i') &= \alpha x_i + (1-\alpha) x_i' \\
(x_j') &= \alpha x_j + (1-\alpha) x_j'
\end{align*}
\]

(11)

Here \( \alpha \in [0,1] \), \( x_i' \), \( x_j' \) is the pair of parent individual \( (x_i'), (x_j') \) is the pair of new individual
5) Mutation: \( \beta \) is a random real;
If $\alpha < 0.6$

$$\left( x'_j \right) = (1 + \beta) x'_j$$

Else

$$\left( x'_j \right) = (1 - \beta) x'_j$$

End loop;

Update new chromosome: The final particle is obtained.

4. THE SIMULATION EXPERIMENTS

In this paper, the proposed algorithm was compared to the other seven filtering algorithms – EKF, UKF, GPF, GPFMCMC, EKFPF, EKFPFMC, UPF. Experimental settings are shown in the Table 1. The settings of other six filtering algorithms are the same as [2,5,8].

4.1. Benchmark Function

In this paper, the following benchmark function [4] was chosen to test the proposal algorithm.

Benchmark 1:

$$x_t = 1 + \cos\left( w_1(t-1) + 0.5x_{t-1} + w_t \right)$$

$$y_t = \begin{cases} 0.3*x_t^2 + v_t, & \text{if } t \leq 30 \\ 0.5*x_t - 2 + v_t, & \text{if } t > 30 \end{cases}$$
Benchmark 2:
\[ x_t = 1 + \cos(0.04\pi(t - 1)) + 0.5x_{t-1} + w_{t-1} \]
\[ y_k = 0.3x_k^2 + \frac{\sin(x_k)}{10} + v_k \]
where \( w_t \sim \gamma(3,1) \), \( v_k \sim N(0,1e^{-4}) \), particle number \( N = 200 \), sample time \( T = 100 \), which the results were the average of 50 times of experiments. \( C = 0.5, R = 1e^{-4}, Q = 0.75; \alpha = 1, \beta = 0, k = 2 \).

4.2. Experimental Results and Remarks

Experimental results are shown in Figures 3, 4 and Tables 1, 2. All results are the means of 100 runs, as the results of UPF and GA-UPF are close and far different with the other algorithms.

As shown in the experimental results, it is clear that, EKF has the worst results. While the proposed algorithm has the best results, but has longer running time than EKF. In theory, the running time of GA-UPF is between one and two times of UPF, due to the refining step, and it has been proved by the simulation results.

We extracted a frame from the original video sequences per 5 to 10 frames. This is equivalent to increase the speed and uncertainty of target motion, and then the difficulty level of tracking algorithm is increased. The Experimental result of target tracking is shown as Figure 5.

In both of the video cameras (Left and Right), the observed images are compared. We can see that tracking accuracy is in inverse proportion to the distance between targets and cameras. Tracking errors always occur when the target is far away from camera, but the performance shows amazing stability, and the error is within acceptable limits. The improved algorithm and system can achieve the desired result.

5. CONCLUSIONS

Basing on the concept of re-sampling, particles with bigger weights should be re-sampled more time, this paper has proposed a new type of particle filtering algorithm – GA-UPF. In the GA-UPF, after calculating the
weight of particles, some particles will join in the refining process, which means that these particles will move to the region with higher weights. This process can be regarded as one-step predefined GA process, so the proposed algorithm is named GA-UPF. Although the GA process increases the computing load of GA-UPF, but the refined weights may make the proposed distribution more closed to the poster distribution. In the following experiment, the proposed algorithm has better performances than other several types of filtering methods.
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