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Abstract

This study considers several computational techniques for solving one formulation of the wells placement problem (WPP). Usually the wells placement problem is tackled through the combined efforts of many teams using conventional approaches, which include gathering seismic data, conducting real-time surveys, and performing production interpretations in order to define the sweet spots. This work considers one formulation of the wells placement problem in heterogeneous reservoirs with constraints on inter-well spacing. The performance of three different types of algorithms for optimizing the well placement problem is compared. These three techniques are: genetic algorithm, simulated annealing, and mixed integer programming (IP). Example case studies show that integer programming is the best approach in terms of reaching the global optimum. However, in many cases, the other approaches can often reach a close to optimal solution with much more computational efficiency.
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1. Introduction

After characterization of a reservoir through seismic, radiological, and other means of survey, the drainage of the reservoir must be carefully planned. During this process, factors that are considered include the connectivity of reservoir volumes, the overall drainage volume that could be achieved from each potential well location, and constraints due to the presence of other fluid volumes [1]. Often, in order to simplify this process, each possible

well location is screened for suitability and production capability then ranked accordingly, in a process referred to as sweet spot identification. Quality factor maps were introduced by Gutteridge and Gawith in order to rank well locations based on connectivity rating and productivity index [2]. Alternatively, given 3-dimensional models of lithofacies, porosity, and permeability, Deutsch proposed the geo-objects method in which cells in the computational grid model of the reservoir were combined into separate bodies based on their measure of connectivity [3]. In a more recent work, Henery et al. integrated geological model and reservoir properties based on log data to build 3D reservoir property volumes considering facies, and then added monthly production to identify sweet spots which works for well optimum locations [4].

Once, a value is assigned to each potential well location, the optimal combination of well locations that are to be drilled and produced must be determined. This is the wells placement problem (WPP). Most often, it is assumed that the interaction between separate wells can be ignored, as this assumption greatly reduces computational complexity [1]. Vasantharajan and Cullick proposed the combination of quality maps with an integer programming (IP) solution in order to solve the wells placement problem [5]. For computationally complex problems where conventional optimization techniques require large solution times, metaheuristics techniques offer a way to potentially reach an acceptable solution more efficiently [6]. Of this category, genetic algorithm (GA) and simulated annealing (SA) type techniques are two common methods for solving a wide variety of optimization problems [7]. Genetic algorithm has been shown to outperform human engineers by achieving a higher net present value and oil recovery index [8] and reported as the most common method used for well placement optimization [9]. GA has been shown to perform similarly to a covariance matrix adaptation solution, which is another type of evolutionary algorithm [10]. Earlier, Bangerth et al. had reported better results were achieved from the use of two types of simulated annealing algorithms [11].

An earlier work compared the use of genetic algorithm and integer programming to solve this problem [12]. For each case studied, it was found that IP was capable of finding solutions at least as good as those obtained from genetic algorithm. The current work adds in a simulated annealing algorithm to the comparison, while also using a redesigned genetic algorithm. The next section contains the formulation of the optimization problem as well as details on the simulated annealing, genetic algorithm and integer programming techniques used to solve the wells placement problem. After that, results of a case study are presented to provide comparison of the efficacies of the three algorithms. Finally, a short summary and conclusions are presented.

### 2. Algorithm Design

The genetic algorithm and simulated annealing type algorithms both make random changes to the set of chosen well locations. Both algorithms performance depends heavily on the amount of effort spent tuning their parameters to a particular problem. The problem formulation features constraints which become difficult to satisfy when either the minimum well spacing or size of the chosen set becomes large, especially when changes to the chosen set are made randomly. The difficulty of checking the distance constraints presents a heavy computational burden.

#### 2.1. Representing Well Locations

There were two approaches considered for representing the set of potential wells locations. One way is by enumerating the potential x and y coordinates of potential well locations, \( i_x \in 1, \ldots, N_x \) and \( i_y \in 1, \ldots, N_y \) where \( i_x \) is the index of the potential well location’s x-coordinate, \( i_y \) is the index of the potential well location’s y-location, while \( N_x \) and \( N_y \) are the total number of potential well x-coordinates and y-coordinates, respectively. Then the set of selected locations \( \{i_k\}_{k=1}^{N_{well}} \) is a series of pairs \( \{(i_x, i_y)\}_{k=1}^{N_{well}} \), where integer \( k \) indexes the selected wells. In this case, performing mutations in genetic type algorithms or perturbing the system parameter in simulated annealing type algorithms corresponds to changes in integers \( i_x \) or \( i_y \) for one or more selected well locations \( k \).

An alternative way for representing potential well locations is to index every possible well location by integer \( m \), and for the case where potential well locations are aligned on a square grid, \( m \) ranges from 1 to \( (N_x \times N_y) \). Now the selected set of wells is a set of integers \( \{m_k\}_{k=1}^{N_{well}} \). This second method was chosen for use within the
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genetic and simulated annealing algorithms applied for this work. Every potential well location still has a pair of associated x- and y-coordinate, \((i_x, i_y)\) = \((i_{m, i}, i_{m, n})\). However, indexing the potential well locations with single index \(m\) allowed for a new way for programming the check of minimum spacing constraints. In this work, the satisfaction of the spacing constraints between every pair of potential wells \(m\) and \(n\) \((m \in 1, \ldots, (N_x \times N_y), n \in 1, \ldots, (N_x \times N_y))\) is precomputed and the result stored in coexistence matrix \(C\), such that element

\[
C_{m,n} = C_{n,m} = \begin{cases} 
1, & d(m,n) \geq d_{\text{min}} \\
0, & d(m,n) < d_{\text{min}} 
\end{cases}
\]

where \(d(m,n)\) is the distance between potential well locations \(m\) and \(n\). Then, during the GA or SA algorithms, checking if the minimum distance constraint is met between potential locations \(m\) and \(n\) is reduced to seeing whether \(C_{m,n}\) is 1. This eliminates the need to repeatedly calculate the distances between the same wells.

Along with formation of the coexistence matrix, both the GA and SA algorithms are initiated with the creation of an initial set of selected wells, called an individual in GA and referred to as the parameter in SA. This initial set is formed by a greedy method as outlined in Algorithm 1. While the SA algorithm requires only the use of three parameters at any one time, GA requires the creation of an entire population of individuals. In the current application, this population consists of different possible sets of well locations.

2.2. Genetic Algorithm Design

Previous work by the authors that applied a genetic algorithm included modules for mutation, cross-over, local search, population intrusion, and selection [12]. Of these types of operations, the genetic algorithm applied in the current work used only the mutation and selection modules, in order to focus on achieving high performance from the mutation operation. The mutation operation on a given set \(S\) consists of adding a new well location \(m\), and removing any wells of set \(S\) that are within the minimum spacing of \(m\). This is referred to as well replacement operation whose algorithm is detailed in Figure 1.

![Figure 1. Algorithm flowchart for the well replacement operation.](image-url)
Algorithm 1. Pseudocode for greedy creation of selected well location set.

To create an initial population of individuals for the genetic algorithm, the initial individual is mutated in parallel, Npop/6 times. For each mutation, a well location that is not in the set of selected locations is added to this set. Once the initial population is created, the genetic algorithm loops over the number of generations. During each generation, a given set of well locations is mutated through the well replacement operation, five times serially. This increases the population size from Npop/6 to Npop. Due to the spacing constraints a given set S end up with less than Nwell well locations after the well replacement operation. Therefore, after well replacement, it is attempted to fill each set using a greedy method, wherein the highest objective valued well locations that meet the constraints with all of the existing locations within the set are added to the set. At the end of every generation, a selection of the sets that move onto the next generation is made. The highest Npop/6 individuals are chosen for the start of the next iteration, and the remaining individuals are discarded. After the algorithm runs for either the prescribed number of generations or exceeds the maximum time, the best set of well locations is simply chosen based upon the highest objective value of all existing individuals. The pseudocode for the genetic algorithm is presented as Algorithm 2.

2.3. Very Fast Simulated Reannealing Algorithm Design

In contrast to GA where mutations are carried out in parallel, within simulated annealing, a single parameter vector is changed serially, akin to having a single individual in genetic algorithm. However, every change to the parameter vector must pass the acceptance criteria or else the change is rejected. In the SA algorithm used, first the system parameter (set of selected well locations) and coexistence constraint matrix are created in the same way as they were for genetic algorithm. During the simulated annealing algorithm, presented in pseudocode as Algorithm 3, the size of parameter change is made according to the current temperature, and both the temperature and parameter size change decrease according to a cooling schedule as the number of iterations advances. As the cooling proceeds, the parameter will move to a local minimum in the objective function. To give the parameter the chance to move out of this minimum, the cooling schedule is periodically reset, which is called reannealing.

In the current work, the system parameter is the set selected of well locations. The size of the parameter change was chosen to be the number of selected well locations that must be deleted in order to accommodate adding a new well while meeting the spacing constraints. Therefore, the parameter size change is dependent on which replacement well not in the set is chosen to be added. As cooling proceeds, only wells which do not conflict with many of the existing wells in set S will be considered due to the decreasing temperature. After a replacement well is chosen, it is used in the well replacement operation to a new potential parameter, set $S'$. $S'$ will only replace the current set of wells $S$ if it meets the acceptance criteria. The probability of accepting a set $S'$ with a lower objective value than the current $S$ also decreases as cooling proceeds, which forces the parameter towards a local minimum towards a local minimum towards the end of an annealing cycle. However, replacing $S$ with an $S'$ having lower objective value is possible at the beginning of each cooling cycle,
Algorithm 2. Pseudocode for genetic algorithm.

\[ S' = \text{GA}(d_{\text{min}}, N_{\text{well}}) \]

1. \[ S_1 = \text{GREEDY \_SET}(d_{\text{min}}, N_{\text{well}}) \text{ with obj. value } F_1 \]
   % create initial population of individuals:
2. \textbf{for} \( j = 2 \ldots N_{\text{pop}}/6 \)
3. \hspace{1em} randomly choose well location \( m \notin S_1 \)
4. \hspace{1em} \( S_j = \text{WELL \_REPLACEMENT}(S_1, m) \)
5. \hspace{1em} fill open locations in set \( S_j \) with greedy search
6. \textbf{for} \( i = 1 \ldots \text{Number \_of \_generations} \)
7. \hspace{1em} \textbf{for} \( j = 1 \ldots N_{\text{pop}}/6 \)
8. \hspace{2em} \% MUTATION:
9. \hspace{2em} \textbf{for} \( k = 1 \ldots 5 \)
10. \hspace{3em} \( \ell = (k-1) \times N_{\text{pop}}/6 + j; \ell' = k \times N_{\text{pop}}/6 + j \)
11. \hspace{3em} randomly choose well location \( m \notin S_{\ell} \)
12. \hspace{3em} \( S_{\ell'} = \text{WELL \_REPLACEMENT}(S_{\ell}, m) \)
13. \hspace{3em} fill open locations in set \( S_{\ell'} \)
14. \hspace{3em} calculate objective function
15. \hspace{2em} \( F_{\ell} = \sum_{m \in S_{\ell'}} f_{\text{well},m} \)
16. \hspace{2em} \% WELL SELECTION:
17. \hspace{2em} RANK individuals \( \{S_1 \ldots S_{N_{\text{pop}}/6}\} \) based on \( F_{\ell} \)
18. \hspace{2em} keep highest ranked \((N_{\text{pop}}/6)\) individuals
19. \hspace{2em} and renumber them as \( \{S_1 \ldots S_{N_{\text{pop}}/6}\} \)
20. \hspace{2em} choose optimal achieved set of well locations
21. \hspace{2em} \( S' = S_m \) where set \( S_m \) satisfies \( F_m = \max_j F_j \)

\[ S' = \text{VFSR}(d_{\text{min}}, N_{\text{well}}) \]

1. \[ S_1 = \text{GREEDY \_SET}(d_{\text{min}}, N_{\text{well}}) \text{ with objective value } F' \]
2. \textbf{for} \( i = 1 \ldots \text{number \_of \_anneals} \)
3. \hspace{1em} \( S = S' \) with objective value \( F = F' \)
4. \hspace{1em} \textbf{for} \( j = 1 \ldots \text{cooling \_steps} \)
5. \hspace{2em} set temperature parameter \( T_j \)
6. \hspace{2em} \% select location of replacement well:
7. \hspace{3em} \textbf{for} \( m = 1 \ldots N_x \times N_y, m \notin S \)
8. \hspace{3em} \( \delta(m) = \sum_{m \in S} \left( C_{m,n} = 0 \right) \)
9. \hspace{3em} find \( \Delta \) according to cooling schedule \( T_j \)
10. \hspace{3em} choose well \( m \) from the set \( m \in \{n | \delta(n) = \Delta \} \)
11. \hspace{2em} \( S_p = \text{WELL \_REPLACEMENT}(S, m) \)
12. \hspace{2em} fill open locations in set \( S_p \)
13. \hspace{2em} \( F_p = \sum_{m \in S_p} f_{\text{well},m} \)
14. \hspace{2em} \% acceptance criteria:
15. \hspace{2em} \textbf{if} \( F_p \geq F \)
16. \hspace{3em} \( S = S_p \) \& \( F = F_p \)
17. \hspace{2em} \textbf{if} \( F_p \geq F' \)
18. \hspace{3em} \( S' = S_p \) \& \( F' = F_p \);
19. \hspace{2em} \textbf{else}
20. \hspace{3em} \( \Delta F = F - F_p \)
21. \hspace{3em} draw random number \( u \in U[0,1] \)
22. \hspace{3em} \textbf{if} \( u \leq \exp(\frac{-\Delta F}{\beta}) \)
23. \hspace{3em} \( S = S_p \) \& \( F = F_p \)

Algorithm 3. Pseudocode for very fast simulated reannealing.
helping the parameter to jump out of the local minima, with hope that it can reach a lower minimum.

Within the simulated annealing algorithm, a set of wells with the highest achieved objective value is retained and only replaced when a new set exceeds its objective value. At the start of every reannealing cycle, the parameter to be changed is set to this best set. After either the total number of desired reanneals occurs or the maximum computational time limit is reached, the best set of wells achieved having the highest objective value is returned to the user.

3. Optimization via Mathematical Formulations

Mathematical Optimization approaches quantitative problems using tools such as linear algebra, calculus, and graph theory. In a sense, it is a more sophisticated method than Evolutionary Metaheuristics, and, in practice, usually requires bigger and more structured algorithms to solve a given problem. The main advantage of using mathematical optimization and, in our particular case, IP, is that a solution may be proven to be optimal, as opposed to GA, which does not guarantee optimality of the best solution found.

It is common practice, in IP, to formulate problems by defining an objective function to be maximized (or minimized), subject to constraints that define the problem in question. Here, the formulation of the wells placement problem was presented in [12].

4. Optimization Computations

The computations were carried on a single machine that has 2.4 GHz Quad Core CPU with 32 GB RAM. For tests using IP, the formulations generated were written in MATLAB and the optimization models were resolved using Gurobi 5.6 solver with default settings which were set to Branch-and-Cut solution strategy and the absolute gap tolerances were set to zero. The other controls used are the same as described in [12].

Our test grid has \( m = n = 100 \), and we set the values of \( D \) to 6, 8, 10, 12, 14, 16, 18 and 20. For each of these values, we tried to solve WPP with \( N \) set to 10, 20, 30, up to the point at which either the time limit of 3600 seconds was reached, or the value of \( N \) was not reached; i.e., the point at which either method was unable to find a solution that represented \( N \) well locations. For the GA, we set \( n_g = 10000 \), \( n_p = 1000 \), \( n_m = 5 \). For the VFSA, we set the cooling steps per anneal = 1000, and the reanneals = 500, and search space of 2000 for GA and VFSA tests.

The values of the \( P \) matrix were obtained with the commercial reservoir simulator Eclipse, using the Quality Maps approach (see Da Cruz et al. 2004 for details). The main characteristics of our heterogeneous and anisotropic reservoir are as follows: initial pressure of 4000 psi, porosity of 22%, and horizontal permeability average of 175 mD with standard deviation of 91.1 mD. The distance between the two closest grid points is 300 ft, and the thickness of the reservoir is 75 ft.

The results obtained using GA, VFSA and IP are shown in two sets. The first set includes performance comparison in terms of objective function values achieved and elapsed computation time. This set of comparison can be found in Figures 2-9 when \( D = 6, 8, 10, 12, 14, 16, 18, \) and 20, respectively. Further, the term “Best Sol’n” is used in the first set of figures to represent the value of the best objective function solutions found by any of the methods. (Note: in GA, this value is called the fitness of the best individual, whereas in VFSA and IP it is called the objective function value of the best solution. We will use the latter expression in our analysis.) The expression “Time” shows the computational time, in seconds, required for the test to finish. We note that, because of the settings used in Gurobi, all solutions obtained using IP are provably optimal precisely when the time is less than 3600 seconds.

The second set of results includes variation between the three methods investigated with regard to the number of wells each method placed. This set shows, in the same figures, the actual number of wells accommodated by each method. The second set of the results can be found in the form of flow charts in Figures 10-17 when \( D = 6, 8, 10, 12, 14, 16, 18, \) and 20, respectively.

In the second set, the term “Card Gap” is used to refer to the cardinality constraint, which shows the actual number of wells each method were able to accommodate, relative to the assigned value of \( N \), based on equation (1).

\[
\text{Card Gap} = \frac{N - (GA \text{ or VFSA or IP) Card}}{N} \times 100
\]
Figure 2. GA, VFSA and IP performance comparison in the subject of time and objective function values for $D = 6$.

Figure 3. GA, VFSA and IP performance comparison in the subject of time and objective function values for $D = 8$. 
Figure 4. GA, VFSA and IP performance comparison in the subject of time and objective function values for $D = 10$.

Figure 5. GA, VFSA and IP performance comparison in the subject of time and objective function values for $D = 12$. 
Figure 6. GA, VFSA and IP performance comparison in the subject of time and objective function values for \( D = 14 \).

Figure 7. GA, VFSA and IP performance comparison in the subject of time and objective function values for \( D = 16 \).
Figure 8. GA, VFSA and IP performance comparison in the subject of time and objective function values for $D = 18$.

Figure 9. GA, VFSA and IP performance comparison in the subject of time and objective function values for $D = 20$. 
Figure 10. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 6$.

Figure 11. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 8$.

Figure 12. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 10$. 
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Figure 13. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 12$.

Figure 14. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 14$.

Figure 15. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 16$. 
Figure 16. Bar chart showing the cardinality gaps. The color blue, red, and green show the cardinality obtained using IP, VFSA and GA, respectively, for $D = 18$.

<table>
<thead>
<tr>
<th></th>
<th>N=10</th>
<th>N=20</th>
<th>N=30</th>
<th>N=40</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP Card Gap</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>18%</td>
</tr>
<tr>
<td>VFSA Card Gap</td>
<td>0%</td>
<td>3%</td>
<td>23%</td>
<td></td>
</tr>
<tr>
<td>GA Card Gap</td>
<td>0%</td>
<td>10%</td>
<td>28%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 17. Bar chart showing the objective function and cardinality gaps. The color blue and red show the cardinality obtained using GA and IP, respectively, while the color green displays the objective function difference between the two methods for $D = 20$.

<table>
<thead>
<tr>
<th></th>
<th>N=10</th>
<th>N=20</th>
<th>N=30</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP Card Gap</td>
<td>0%</td>
<td>0%</td>
<td>17%</td>
</tr>
<tr>
<td>VFSA Card Gap</td>
<td>0%</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>GA Card Gap</td>
<td>0%</td>
<td>23%</td>
<td></td>
</tr>
</tbody>
</table>

From the first set of figures, it is clear that the difficulty of the problem increases as the values of $D$ and $N$ increase, as illustrated in Figures 2-9. On the IP side, this is reflected in the time required to solve the instances, which is denoted with solid blue lines. On the GA and VFSA side, both the computational time, denoted
with solid green lines for GA and solid red lines for VFSA, and the cardinality gap of the best solution, represented with green bars for GA and red bars for VFSA in Figures 10-17, show the increase in the difficulty of the problem. For instance, for $D = 6$ and $N = 210$, the best solution that GA can find has cardinality gap of 5.24% (i.e. 199), although solutions with zero cardinality gap (and better objective function values) do exist, as the IP and VFSA results show in Figure 2 and Figure 10. When $N = 240$, for $D = 6$, the cardinality gap for GA and VFSA reaches 17.1% and 15%, respectively, even though zero cardinality gap (and better objective function) is noticed as the IP results indicate in Figure 2 and Figure 10. Similar situations are observed when $D = 8,10,12,14,16,18$, and 20 for $N \geq 120,80,60,50,40,30$, and 30, respectively.

Overall, IP was capable of finding better solutions than GA and VFSA, especially, when the instances are getting harder. In every test, the best solution found by IP, which is denoted with dashed blue lines in the first set of figures, had an objective function value at least as good as the one found by the GA, which is denoted with dashed green lines in the same graphs, or the one found by VFSA, which is denoted with dashed red lines. In 10 cases, the three methods found an optimal solution to the problem. In 4 other instances, the objective function gap between IP and GA methods was $\leq 1\%$ and in 43 instances, the objective function gap between IP and VFSA methods was $\leq 1\%$. This shows that GA and VFSA can be effective for instances that are less challenging, but, for the harder instances, IP was notably more successful than both.

The merit of being faster and finding better solutions is due not only to the differences in approaching the problem (IP vs. VFSA vs. GA), but also a result of the algorithms used to solve the instances. While the developed GA or VFSA algorithms have hundreds of code lines, Gurobi is state of the art professional solver package developed for years. The apparently dashed lines representing the values of the objective functions from the three methods, as in the first set of figures, can go as high as 11% between IP and GA when $D = 10$ and $N = 100$, and 7% between IP and VFSA when $D = 6$ and $N = 240$ which underscores the contrast between the investigated algorithms. For instance, a gap as small as 0.1% can be very difficult to close, and thus finding a sub-optimal solution can be a much easier task than finding an optimal one for the GA or the VFSA methods. Moreover, the fact that Gurobi can guarantee the optimality of a solution is a feature that neither GA nor VFSA have. It is only in comparison studies, such as this one, the effectiveness of GA or VFSA can be visualized in finding optimal solutions. Finally, we note that Gurobi is a multi-purpose solver that can handle a vast number of different problems, while our GA and VFSA were developed specifically to tackle WPP.

5. Conclusions

In this study, we compared the performance of GA, VFSA and IP to solve instances of the problem of placing vertical wells in an $m \times n$ grid that sits on a reservoir, with the objective of extracting the maximum amount of oil from the reservoir. Our results indicate that GA and VFSA can be effective for easier instances, but lacks performance for harder ones. In comparison, Gurobi (which takes the IP approach) always found a solution at least as good as the developed GA or VFSA, and faster in many instance. Moreover, IP has the advantage of finding provably optimal solutions, while either GA or VFSA are not able to guarantee that a solution is optimal.

The GA presented here is designed and developed differently than the one used in [12] with minimum alterations for the genetic parameters which can be sensitized and have its performance enhanced. The VFSA, likewise, was developed with minimum edits to the annealing parameters in which common values were used and, thus, can be improved by sensitizing the annealing parameters or, simply, by changing the algorithm. Similarly, the solution via IP can be made faster by considering different formulations of the problem and tuning some parameters on Gurobi. We opted not to complicate the investigated approaches by keeping them simple without revamping genetic, annealing and tuning parameters for the GA, VFSA, and Gurobi, respectively.
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