How Do Business and Credit Cycles Interact in EMCCA Countries?
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ABSTRACT

This article analyzes potential interactions between cyclic fluctuations in credit and activity in countries of the Economic and Monetary Community of Central Africa (EMCCA). Cycles are extracted by using a pass-band filter, then characterized over the period 1960-2008 according to the Bry and Boschan algorithm. Co-movements and concordance analysis establish that credit is procyclical in the EMCCA countries. Cointegration and causality tests specify interactions between the both cycles within countries. Indeed, in Chad credit cycle causes activity cycle; in Gabon and Congo, a feedback effect is observed; in Cameroon and CAR causality seems less obvious. Finally, results reveal specificities in banks behavior towards the financing of activity in EMCCA area.
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1. Introduction

The international financial and banking crisis revived the old debate about the interaction between variables of the financial system and those of the real activity. Indeed, economic fluctuations can be amplified during periods of financial crisis as tend to prove, since the 1980s, many theoretical and empirical contributions devoted to the role of bank credit, in the form and amplification of cyclical fluctuations in the economic activity [1-3].

According to the theory of the credit cycle, a contraction of changes in credit supply leads to that of economic activity [4]. Two transmission mechanisms of cyclical movements in credit activity can be highlighted in this regard: the strict channel of credit and the broad channel of credit.

The strict channel of credit refers to the mechanisms associated with macro-financial credit cycle. It establishes a strong correlation between access to finance for borrowers and monetary shocks. In particular, a strict monetary policy leads to a reduction in the credit supply and influence the spending decisions of agents outside the channel of interest [5,6].

The broad channel of credit highlights the impact of imperfections on financial markets. In this regard, the existence of informational asymmetries between lenders and capital applicants, influences the propagation of monetary shocks by promoting an increase in the cost of financing and a lower level of production [7]. Finally, according to [8], the presence of imperfections in the credit market is also pushing banks to overstate the creditworthiness of borrowers during the expansion phase of the business cycle and increase their loans, thus amplifying the cycle.

However, empirically, in particular, all the works do not prove the existence of a link between changes in credit demand and economic activity. Indeed, in case of slowdown in economic growth or even decline in activity, an increase in demand for credit can be observed [9,10].

Ultimately, if the literature is commonly accepted the existence of an interaction between the cycle of financial variables and that of macroeconomic indicators, it seems that its importance depends on the transmission channel through which it passes, on the consumer structure and the financial markets of the countries concerned.

In the case of countries of the Economic and Monetary Community of Central Africa (EMCCA), a six countries Union, 1) the credit channel plays an important role in the transmission of monetary policy to the real activity, given the low development of financial markets and the virtual absence of banking products at variable rates. In addition, the EMCCA zone is characterized by a relatively slow economic growth in recent years [11]; 2) it therefore seems interesting to study the relationship between credit cycle and that of economic activity within
EMCCA zone, for at least two reasons:

1) The EMCCA economies are highly open to the outside in terms of trade and financial flows [12]. And as such, they are not immune to the consequences of international financial crises. In this sense, empirical verification of the relationship between business and credit cycles in this area is timely in that it constitutes a contribution to the study of interactions between these variables;

2) Analyzing the relationship between business and credit cycles in EMCCA zone is a further analysis of the effects of monetary policy in this area. This issue is of particular importance for understanding the role and the impact of the banks behavior in financing the economies, on one hand, the strengthening of economic and financial integration in the sub-region, on the other.

To study the relationship between business and credit cycles in EMCCA countries, we first identify them. Then, we analyze interactions between the cyclical components of these two variables.

2. Characterization of Cycles

Like [13], we use a band-pass filter due to [14] to estimate business and credit cycles. Three main reasons guide this choice: 1) it gives the user the possibility to choose the length of cycle frequencies depending on the processed data; 2) it facilitates the identification of cyclical elements as it’s properly removing the volatility of short-term time series; 3) it proposes cycles whose convergence properties are in many ways better than Trend Stationary and stochastic methods.

Concerning historical dating of cycles, several recent studies resort to the nonparametric method of [15] or to the Markov switching regime models. In common with [16,17], we retain the first method. Indeed, Markov models for regime change face the problem of robustness of the estimates related to reliability and quality of data samples in developing countries [18]. In addition, they have imperfections on the rule of identifying turning points in cycles.

2.1. Methodology

The band-pass filter of [14] decomposes a \( Y_t \) process in weighted sum of sinusoidal functions \( e^{i\omega t} \), where \( \omega \) is a frequency whose weight is deduced from the Fourier transform of the process autocorrelogram. This one corresponds to the \( Y_t \) spectral density value for frequency \( \omega \).

The method is based on a priori choice of frequencies defining the cycle. According to the authors, a time series cycle generally admits a period included between 6 and 32 quarters. The trend that reflects changes in long-term or low frequency admits a period longer than 32 quarters. The irregular, corresponding to changes in short-term or high frequency, has a period less than six quarters. The cycle extraction consists therefore in applying to \( Y_t \) process, a band-pass filter that retains these frequencies and cancels the others. Thus, cycle is obtained as difference of two low-pass filters. The ideal low-pass filter associated with the frequency \( \omega_0 \) must have a transfer function of the form:

\[
A(e^{i\omega}) = \begin{cases} 
1 & \text{if } |\omega| \leq \omega_0 \\
0, \text{ sinon} & 
\end{cases} 
\] (1)

Transformation in Fourier series of \( A(e^{i\omega}) \) is written:

\[
A(e^{i\omega}) = \sum_{k=-\infty}^{\infty} a_k e^{-ik\omega} 
\] (2)

where \( a_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-i\omega t} Y_t dt \), \( a_0 = \frac{\omega_0}{\pi} \), \( a_\omega = \frac{\sin(\omega h)}{\pi h} \) and \(\omega \in [-\pi,\pi] \)

The \( Y'_t \) series issued from the low-pass filter is provided by the infinite moving average:

\[
Y'_t = \sum_{k=-\infty}^{\infty} a_k Y_{t-k} 
\] (3)

In practice, the range of temporal frequencies is specified by the user based on his intuition on the studied cycle periodicity. The contribution of [14] consists in providing a specific band-pass filter to short frequencies that characterize stationary stochastic processes.

Regarding historical dating and characterization of cycles, the Bry and Boschan algorithm which is very used by the National Bureau of Economic Research, allows identification of turning points (peaks and troughs) of a cycle in the tradition of [19]. It can be summarized in three main steps:

1) Determining candidates turning points in an annual series \( Y_t \) according to the following rule:
   - \( Y_t \) admits a peak in \( t \) if: \( \{ Y_t > Y_{t+1}; Y_t > Y_{t-1} \} \);
   - \( Y_t \) admits a trough in \( t \) if: \( \{ Y_t < Y_{t+1}; Y_t < Y_{t-1} \} \).

2) Disqualification of turning points located more or less six months from the beginning or the end of the series.

3) Verification of perfect alternation between the peaks and troughs so that in presence of a double trough, the smallest value is chosen. In presence of a double peak, the highest value is retained.

Once dated, the cyclic component can be characterized based on the calculation of key indicators:

- The depth corresponds to amplitude of recession or expansion and defined by:
  \[
  \text{Depth} = \frac{x_p - x_c}{x_r} 
  \] (4)

where \( x_p \) and \( x_c \) are respectively values of the cyclic component at peaks and troughs respectively.

- The severity summarizes information contained in the
length and depth, and measures the loss (respectively, the gain) realized by a variable during a contraction phase (an expansion phase, respectively). It is calculated using formula:

\[
\text{Severity} = \text{Depth} \times \text{Duration} \times 0.5
\]

(5)

2.2. Application to EMCCA Countries

Application of previous methods is performed on GDP and domestic credit of five EMCCA countries (Gabon, Cameroon, Congo, Chad, Central African Republic (CAR)). Equatorial Guinea is excluded due to the lack of data over period 1960-2008. The data used are from the World Development Indicators database. They are all annual frequency and previously transformed into logarithm.

Following [18], regular changes of the main macro-economic indicators in developing countries and their frequent exposure to economic crises, lead us to retain 2 and 8 years as terminals of the breeding range of credit and business cyclic components of EMCCA countries. These values are commonly used in the literature to estimate the business cycle. They correspond to the range \([\frac{\pi}{27} \text{ to } \frac{4\pi}{27}]\) of temporal frequencies of the pass band filter. Therefore, the frequencies below \(\frac{\pi}{27}\) correspond to the long term, and those over \(\frac{4\pi}{27}\) to the short term.

Graphical representation of joint credit and GDP cycles extracted using the band pass filter (see Figure 1) is generally shown that credit and GDP cycles are two main periods: one that goes from 1960 to 1988 and the other from 1988 to 2008. For all countries, the first period is characterized by fluctuations of magnitudes substantially identical. However, the last shows fluctuations of larger scale corresponding to effects of the financial liberalization intervened in the 80’s.

Table 1 provides a chronicle example of recessions and expansions of business and credit cycles obtained by using the [15] algorithm. Similarly, on the cycles turning points of each series, a peak (respectively, a trough) corresponds to the end of an expansion period (respectively, to the end of a recession). The following main lessons can be drawn from the EMCCA countries.

1) In average, credit has nine cycles in the EMCCA countries over the period 1960-2008. The average duration of the credit cycle is about six years in CAR and Chad. It is equal to five years in Gabon, Cameroon and Congo. The credit cycle appears inversely proportional to its duration. Justification for this could be that in the case of CAR and Chad, credit ratios/deposits in excess of 100, reflecting a very limited savings and a very low liquidity position from Cameroon and Congo and Gabon [11].

2) Phases of credit expansion are generally for the periods 1973-1981, 1988-1996, 1999-2001 and 2003-2006 for all countries. The first period which knew the first oil shock, has been characterized by a favorable situation in the prices of raw materials exported by the EMCCA countries. The impact has been an increase in bank loans, reflecting a consolidation of banks financial position. The second period of credit expansion is consecutive with increased domestic and external debt in EMCCA countries, which initiated infrastructures funding in previous years. The second and third period may be related to the effects of the new interest rates policy of the Central Bank of Central African States (CBCAS) occurred in late 1990 and which allowed a more flexible management of the rent money. Secondly, it may be related to the Central African States Banking Commission (CASBC) creation impact that promoted harmonization of prudential standards and better banking supervision. The last period of credit expansion corresponds to the effects of CASBC modernization and excess liquidity of banks in the area since 2001, due to an accumulation of excess oil.

The credit contraction phases match for the periods 1966-1973, 1981-1988, 1996-1999, 2001-2003. The second period shows the economic crisis of the mid-80 which profoundly affected the sub-regional banks and was characterized by accumulation of balance for loss and significant bad and irrecoverable debts. The last period coincides with a strengthening of prudential regulation by CASBC. The credit most severe contraction occurred in Congo during the period 1981-1984. The least severe contraction occurred in CAR during the period 1965-1970.

Concerning business cycles, those of the EMCCA countries are similar to credit cycles. However, business cycle is slightly more volatile than the credit one regardless of the country. This suggests a slightly more significant downturns in the real sphere. Moreover, the average GDP cycle is six years in Cameroon, Chad, Congo and CAR. It is equal to four years in Gabon.

Phases of expansion and contraction of GDP correspond almost perfectly with those of the credit cycle. The growth of GDP over the period 1973-1981 corresponds to the effects of the first oil shock, in particular the increase in exports has helped to increase the budgetary resources of states and public investment. Note that the contraction occurred in 1990-1994 prior to the devaluation of the local currency (CFA Franc). This period coincides with the implementation of structural adjustment programs whose aim was the revival of the economies in the region, strongly marked by the crisis of the mid 1980’s. The failure of these programs has led EMCCA countries to conduct a monetary adjustment in early 1994 to address the economic and financial imbalances re-
corded during the second half of the 1980s. Contraction of GDP in the most severe occurred in Cameroon and Congo during 1965-1969. In contrast, the less severe contraction in GDP occurred in the Congo and the Central African Republic during the period 2001-2003. Disparities between the economies of the EMCCA are attributable to the degree of opening of EMCCA countries and their greater or lesser dependence on exports of a few
### Table 1. Characteristics of cycles in the case of Gabon.

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Contraction</th>
<th>Expansion</th>
<th>Whole cycle</th>
<th>Depth</th>
<th>Duration</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1962-1964</td>
<td>1964-1965</td>
<td>1962-1965</td>
<td>-0.481</td>
<td>3</td>
<td>-0.721</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GDP</th>
<th>Contraction</th>
<th>Expansion</th>
<th>Whole cycle</th>
<th>Depth</th>
<th>Duration</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1962-1963</td>
<td>1963-1965</td>
<td>1962-1965</td>
<td>0.547</td>
<td>3</td>
<td>0.821</td>
</tr>
</tbody>
</table>

Commodities [12].

### 3. Interactions Analysis

Our approach draws on the work of [17,20], to analyze interactions between the cyclic fluctuations in credit and activity. It begins with a statistical study of co-movements and synchronization. To this end, we first calculate dynamic crossed-correlations of cycles, then concordance indices of both cycles for each country. We complete the interactions analysis by econometric cointegration and causality tests, to identify possible common pathways as well as the nature of interactions within each country.

We begin with a brief presentation of the model before applying to data from the EMCCA countries.

### 3.1. Modeling Cyclic Interactions

The co-movements analysis of recession and expansion phases is based on calculation of dynamic crossed-correlations $\rho(K)$ between the cyclic component of credit $x_t$ and that of the delayed or advanced activity $y_{t-K}$ (with $K = 0; \pm 1; \pm 2; \pm 3$) and an approximation of the standard deviation of the sample by $\frac{1}{\sqrt{N}}$. The approach retains the following criteria:

- Credit is said to be procyclical if $K^* = \text{Arg max} \{\max \rho(K)\} \Rightarrow \rho(K) > 0$
- Credit is said to be acyclical if $0 < \rho(K) < \frac{1}{\sqrt{N}}, \forall K$
- Credit is said to be contracyclical if $K^* = \text{Arg max} \{\max -\rho(K)\} \Rightarrow -\rho(K) < 0$

Similarly, the above relations can be classified according to the level of significance. Thus, the relationship between credit and business cycles is:

- Significant at 5% if: $|\rho(K)| > \frac{1}{\sqrt{N}}$ or if $\frac{2}{\sqrt{N}} < |\rho(K)| < 1$
- Significant at 10% if: $\frac{1}{\sqrt{N}} < |\rho(K)| < \frac{2}{\sqrt{N}}$

In addition to analyzing co-movements between the cyclic components is the construction of concordance indices proposed by [21], to assess relationship between recessions and expansions of two series $x_t$ and $y_t$. Formally, the concordance index between $x_t$ and $y_t$ is calculated as follows:

$$IC_{xy} = \frac{1}{N} \sum_{i=1}^{N} \left[ S_{xy} \cdot S_{xy} + (1-S_{xy})(1-S_{xy}) \right]$$

where $S_{xy} = \mathbb{1}_{[z_t \geq 0]}$ for a series $z_t$ considered.

So, when $IC_{xy} = 1$, $x_t$ and $y_t$ are perfectly in phase. In other words, their expansion and contraction phases are always in opposite phases, and there is perfect anti-concordance between the two cycles.

Copyright © 2013 SciRes.
In general, the concordance index properties are unknown. Also, on the degree of significance [21], show that it corresponds to the degree of significance of $\rho$ coefficient in estimating the following linear model:
\[
\frac{S_{yt}}{\sigma_{yt}} = \alpha + \rho \frac{S_{xt}}{\sigma_{xt}} + \delta_i
\]  
(7)

where $\delta_i$ is a white noise.

Under the null hypothesis $\dot{\rho} = 0$, the serial correlation of errors affects robustness of the model (7) estimation. In this case, the method of least squares plus a HAC procedure to assess significance of the concordance index from the student statistics.

Finally, we use the cointegration test of Engle and Granger and the causality test of Granger causality test. The first test described a two-step procedure: 1) is checked prior that credit and business cycles $x_t$ and $y_t$ are integrated of order one, which allows to suspect the existence of a cointegrating relationship between these components; 2) it is estimated by OLS Model:
\[
y_t = \alpha + \beta x_t + \epsilon_t
\]  
(8)

When residue of this estimate is stationary, cointegration between cycles is confirmed. It is then possible to estimate an Error Correction Model (ECM) which describes the long-term relationship between $x_t$ and $y_t$, which is defined by the equation:
\[
\Delta y_t = \alpha_1 \Delta x_t + \alpha_2 y_{t-1} + u_t
\]  
(9)

Lastly, the Granger causality test examines possibility that there are causal relationships between business and credit cycles of the various countries from a Wald test.

3.2. Empirical Results

Application of previous modeling to GDP and credit cycles of the EMCCA countries leads to the following key lessons:

1) Graphs of joint business and credit cycles (Figure 1) predict that credit is procyclical in the whole EMCCA countries. This intuition is specified by the co-movements analysis and concordance indices within countries.

2) The calculation of dynamic correlation coefficients between cyclic components of credit and activity covering a total of three times delayed and advanced periods of both distributions is provided by Table 2.

Firstly, it shows that the cyclic components of credit and activity of all countries are contemporary, since the maximum value of correlation coefficient is obtained when $K = 0$. In addition, for $K = 0$, it appears that 98% of the time, recession and expansion phases of the two cycles are coinciding. Moreover, all the coefficients in column $K = 0$ are significant as they are all above 0.14 in absolute value. Thus, procyclical nature of credit is confirmed. The positive sign of the correlation coefficients for $K = 0$ indicates that they are positively related. Thus, we retain that credit is contemporary vis-à-vis the GDP in EMCCA countries, which implies an increase (decrease) in credit coincides with an increase (decrease) of GDP.

Secondly, Table 2 shows the achievement of high correlation coefficients and significant at 5% for all countries when $K = \pm 1$. This result suggests that credit is procyclical, with a lag period compared to the activity.

3) Analysis of the concordance degree of business and credit cycles of the EMCCA countries led to calculation of concordance indices contained in Table 3.

The results in Table 3 reveal a perfect concordance between business and credit cycles in Cameroon. In Congo, the concordance index describes synchronization of cyclic phases in nearly 93% of cases. Concordance indices significantly above 80% are also obtained in Gabon, CAR and Chad. The Harding and Pagan criterion

<table>
<thead>
<tr>
<th>Table 2. Dynamic correlations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = -3$</td>
</tr>
<tr>
<td>Gabon</td>
</tr>
<tr>
<td>Cameroon</td>
</tr>
<tr>
<td>Chad</td>
</tr>
<tr>
<td>CAR</td>
</tr>
<tr>
<td>Congo</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Concordance indices.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabon</td>
</tr>
<tr>
<td>IC</td>
</tr>
<tr>
<td>$\hat{\rho}_i$</td>
</tr>
<tr>
<td>Prob.</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
</tbody>
</table>
coefficients are significant at 5%. We conclude that the cyclical movements in credit and activity are in phase in EMCCA countries.

4) As cycles obtained from the band-pass filter are stationary, there is a risk of cointegration between business and credit cycles in the EMCCA countries. Moreover, the estimated residuals from Equation (8) are stationary. The existence of a cointegration relationship is confirmed for all countries. It is therefore possible to estimate an error correction model to describe long-run relationship linking the business and credit cycles of EMCCA countries. For each country, it is of the form:

\[ y_t = \alpha + \beta x_t + \epsilon_t \]  

(10)

Table 4 shows the estimated coefficients in Equations (8) and (9). From this table it appears that the restoring forces estimated through the \( \hat{\alpha} \) coefficients are significantly negative. The error correction models are validated for each country. The dynamic model (in short term) that links credit cycle to activity cycle in each country is described by the equation:

\[ \Delta y_t = \hat{\alpha}_1 \Delta x_t + \hat{\alpha}_2 e_{t-1} + \hat{\epsilon}_t \]  

(11)

5) The Granger causality test carried out for each country reveals the following results:

At 5% threshold, credit cycle causes that of activity in Gabon, Congo and Chad. Thus, the procyclical and contemporaneous character of credit is confirmed in these three countries with high significance. Therefore, banks policy of offering credit is an important indicator of economic activity. Moreover, as suggested by [8], this result means that during the expansion phases in real activity, the existence of imperfections in the credit market led banks to overstate creditworthiness of borrowers and to proceed to a strong distribution of loans. Two factors may explain this result: 1) a relaxation of criteria for granting credit during the phase of growth; and 2) a decrease in the risk premium during these phases. Meanwhile, it is likely that banks have reduced volume of loans in a recession.

Table 4. Cointegration tests.

<table>
<thead>
<tr>
<th>Country</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{\alpha}_1 )</th>
<th>( \hat{\alpha}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabon</td>
<td>0.0046</td>
<td>1.113</td>
<td>1.12</td>
<td>−0.248</td>
</tr>
<tr>
<td></td>
<td>(0.49)</td>
<td>(96.97)</td>
<td>(86.04)</td>
<td>(−2.48)</td>
</tr>
<tr>
<td>Cameroon</td>
<td>0.064</td>
<td>1.07</td>
<td>1.08</td>
<td>−1.7</td>
</tr>
<tr>
<td></td>
<td>(0.52)</td>
<td>(174.35)</td>
<td>(195.5)</td>
<td>(−2.14)</td>
</tr>
<tr>
<td>CAR</td>
<td>−0.005</td>
<td>1.1</td>
<td>1.108</td>
<td>−0.263</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(206.45)</td>
<td>(183.03)</td>
<td>(−2.60)</td>
</tr>
<tr>
<td>Chad</td>
<td>0.108</td>
<td>1.137</td>
<td>1.131</td>
<td>−0.34</td>
</tr>
<tr>
<td></td>
<td>(0.63)</td>
<td>(119.25)</td>
<td>(95.89)</td>
<td>(−3.05)</td>
</tr>
<tr>
<td>Congo</td>
<td>−0.002</td>
<td>1.154</td>
<td>1.14</td>
<td>−0.281</td>
</tr>
<tr>
<td></td>
<td>(−0.13)</td>
<td>(131.31)</td>
<td>(108.86)</td>
<td>(−2.57)</td>
</tr>
</tbody>
</table>

Ultimately, in Gabon, Congo and Chad, the credit distribution has an impact on the economy and amplifies economic cycles by extending expansions and aggravating economic downturns. So in these countries, the prevailing optimism in expansions creates a too generous distribution of funds.

In the specific case of Gabon and Congo, a reciprocal causality (feedback effect) is observed. As business cycle causes credit cycle, it seems that GDP growth increases the household income and easier access to credit. Similarly, this result implies that a decrease in activity leads to closure of the credit market for households.

In Cameroon and CAR, a causal relationship is observed in one way or the other at 5%. However, at 10% credit cycle causes activity cycle in Cameroon, while a feedback effect appears in the case of CAR. These results reveal specificities that may be related to consumption patterns of households, such as massive recourse to a parallel network of funding such as tontine (in the case of Cameroon); and the relatively low weight of credit in the business cycle of these countries, or embryonic nature of the banking system (in the case of CAR).

In general, estimation results show a positive relationship between both cycles, confirming that credit is procyclical within the Union. This behavior corresponds to the fact that in economic expansion periods, banks tend to adopt more risky global strategies to ensure a higher return on capital. Ultimately, this strong link between credit and activity cycles in EMCCA reflects the fact that integration between the real and financial spheres is noticeable through the role of bank credit in the economy, since most of the economy funding comes from the banking system. In addition, our results suggest that credit is an important determinant of the business cycle amplification in EMCCA countries.

4. Conclusions

This article has first allowed proposing a historical dating of business and credit cycles in EMCCA countries. Cycles were obtained using a univariate band-pass filter, and then subjected to the analysis of co-movements and concordance. Our results conclude that cyclical fluctuations of credit and activity interact in the EMCCA countries. However, the econometric analysis shows that the overall behavior has some specificities: in Chad, credit cycle causes the activity, in Gabon and Congo, a feedback effect is observed, in Cameroon and CAR, the highlight of causality is relative.

In short, we hold that at the Union level, credit is procyclical. This means that credit runaway during booms activity, and slowed during contraction phases.

In view of the relatively low ratio of credit/GDP (7% in average), it is likely that the procyclical behavior of credit is favored by macroprudential standards in force in the
EMCCA zone, themselves tendentiously procyclical.

Given the potential systemic consequences that this phenomenon exposes the banks of EMCCA, we advocate improvement of banking supervision and establishment of macroprudential regulation rules to reduce procyclicality and to allow stabilization of the banking system in its global dimension.
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