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Abstract

Sedimentary heterogeneity conditions of Catania Plain quaternary aquifer (CPQA), the wider alluvial multi-aquifer system of Sicily, were rebuilt to simulate and quantify groundwater flow. Transition probabilities based on a Markov Chain (MC) and Sequential Indicator Simulation (SIS) are the structure-imitating simulators utilized for generating stochastic distributions of hydraulic conductivity fields of CPQA, basing on borehole data: plausible equiprobable solutions of the complex geological structure of the CPQA were simulated. This study highlights that the choice of geostatistical simulation method plays a fundamental role in predictive scenarios for groundwater resources managing of CPQA. Indeed, simulated characteristics of the sedimentary heterogeneity constituted the basis of finite difference models for simulating the groundwater flow of CPQA. In heterogeneous systems such as CPQA, SIS may be inadequate for reproducing the macrostructures. Instead, MC adequately reproduced spatial connection of lithofacies, representing a more realistic solution dealing to the proposed geological model of CPQA. MC and SIS models were utilized to both assess the uncertainty of the generated hydraulic conductivity fields of CPQA and predictions about its behavior under normal stress conditions induced by urbanization. The calibration of CPQA groundwater flow models based on MC and SIS simulations allowed to achieve a realistic feedback about the quality of the geostatistical reconstructions of the geological heterogeneity field.
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1. Introduction
The Catania Plain Quaternary Aquifer (CPQA) is the wider alluvial multi-aquifer system of Sicily, Italy (Figure 1). The system is a 428 km² plain a few kilometers to the South of Mt. Etna, where the town of Catania, its international airport and industrial area, other highly populated villages and specialized agriculture are located. The urbanization of this area in the last decades induced an increased water demand for several activities (drinking water and domestic, agricultural and industrial uses). Water use was not efficiently planned and resulted in the overexploitation of the groundwater, which led to seawater intrusion and aquifers salinization as a result of the concomitant negative effects induced by agriculture and industrial plants [1] [2].

The aim of this work is to recreate the heterogeneity conditions of depositional systems of the CPQA sedimentary complex by means of stochastic simulations to both simulate and quantify the aquifer groundwater flow. The CPQA consists of geological units that are formed by heterogeneous assemblages from highly to lowly permeable lithofacies, which are generally characterized by large contrasts of hydraulic conductivity. The lithological and spatial heterogeneity at the hydrofacies scale of the alluvial sediments that constitute the CPQA (clay, clay and sand, fine sand, coarse sand, sand and gravel, gravel), as well as other sedimentary deposits studied by several authors, significantly affects groundwater flow, transport and groundwater-surface interactions due to the high variability of the hydraulic conductivity values [3]-[9]. Thus, the uncertainty accompanying the qualitative-quantitative description of lithofacies tends to preclude the possibility for deterministic modeling of subsurface heterogeneity.

A fundamental goal of this work is to recreate the heterogeneity of by means of spatial statistical methods. In general methods to characterize geological heterogeneity can be grouped into three macro sets: 1) structure-imitating methods, which seek to model the subsurface geometry respecting the relationships among geological strata and layers; 2) process-imitating methods, which seek to build the processes that generated the observable layer thicknesses; and 3) descriptive methods, which synthesize a more complex hydrogeological conceptual model by analyzing each lithofacies only utilizing the collected data [10].

The structure-imitating method was utilized in this study although random field generators could yield a large number of different equiprobable solutions that not always deal with the geological conceptual model. Geostatistical interpolators (spatial statistical methods) could be subdivided on the basis of assumptions about the initial distribution of the studied variables as either Gaussian or non-Gaussian methods. Several authors compared Gaussian and non-Gaussian methods performance, either in real case studies or simplifying the analysis by means of theoretical fields: for instance [11] compare sequential Gaussian simulation and transition probability indicator simulation (or Transition probabilities based on a Markov Chain, hereafter called MC); [12] compare Gaussian and multi-Gaussian simulations; [13] generate permeability distributions by means of Sequential Indicator Simulations (hereafter called SIS), Gaussian/Fractal Simulations and Truncated Gaussian Simulations; [14] compare MC, SIS and Multiple Point Simulation. They showed that all methods lead to significant differences in spatial distributions of simulated lithologies. This work represents not just another comparison between well-known simulation techniques, but, after a new detailed geological conceptual model of CPQA, it assesses also the performances of stochastic heterogeneity reconstructions of a real sedimentary system by means a numerical model, to be provided to the local Authorities for the shrewd management of CPQA groundwater resources.

MC and SIS methods were here utilized to simulate lithofacies heterogeneities in CPQA, the results were statistically post-processed. These methods are well known and widely applicable. Other methods, like for instance Multiple Points Simulation, could have been applied, however the selected methods, here were applied to an important real case, then their results validated with several groundwater flow models and calibrations. A MC provides a stochastic model for spatial variability that is theoretically robust, easily interpretable, mathematically compact, and conceptually simple for quantitative analysis, representing spatial relationships among categorical variables, such as lithological or geological units [15]-[17]. In fact, MC models can consider interclass relationships by means of transition probabilities, even by conditional simulation models [18]-[21]. The interpretation of probabilities in a MC occurs through a transition probabilities matrix, which is derived from the Bayesian concept of conditional probability.
Stochastic conditional simulations of facies data coming from both analyzing geognostic logs and interpreting geological conceptual model were performed by means of the T-PROGS package (Transition PROBability Geostatistical Software [15]), through the calculation of vertical transition probability plots, or transiogram. Following [22] a transiogram is a diagram of 1-D Markov transition probabilities measuring the spatial correlations versus the distance (lag), represented as by the following two-point conditional probability function (Equation (1)):

$$P_y(h) = \Pr[z(x+h) = j \mid z(x) = i]$$

where \( p_y(h) \) is the transition probability of a second-order stationary random variable \( z \) from states \( i \) to \( j \) over a lag distance \( h \); \( p_y(h) \) of Equation (1) depends on lags (similarly to variograms). Transiograms are organized in transition probability matrix, which each diagonal cell represents the experimental auto-correlation of any individual class (data from same facies), while the other cells are occupied by cross-correlations that quantify the relationships between couples of classes (two different facies correlated on the distance). Experimental transiograms are subjected to mathematical model fitting procedure as well as experimental variograms, and they constitute the basis of MC simulation.

The SIS method [23]-[27] is the other stochastic approach utilized to simulate the geological categorical data. The presence or absence of a particular category is translated into a new data set consisting of either 1 where the thesis is confirmed (the indicator) or 0 elsewhere. The relationships between these two types of values for each threshold, or, in this case, for each present lithofacies, are quantified by experimental variograms. In this sense, each category is studied independently to the others [23]. According to [24], experimental semi-variogram is defined as expressed by the following Equation (2):

$$\gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} \left[ z(x_i) - z(x_i + h) \right]$$

where \( Z(x) \) is the \( i \)-th sample value of the regionalized variable \( z \) sampled at \( x_i \) location, and \( N(h) \) is the number of sample pairs participating to the calculation of semi-variogram \( \gamma(h) \) for each lag distance \( h \).

The quasi-casualness of lithology distribution in an alluvial depositional system does not allow understanding the way a facies transition appears in a single location (along a vertical drilling hole). For this reason, geostatistical (stochastic) methods were utilized in this study for simulating the geological conditions affecting the flow phenomenon in the aquifer. These geostatistical realizations were the basis of the further stochastic groundwater flow simulations on a three-dimensional multilayer grid by means of the finite difference MODFLOW-2000 code [28]. The numerical model simulates flow through the subsurface hydraulic system and flowing cause-effect relationships by solving spatial differential equations associated with specific boundary conditions. The partial differential equation governing groundwater flow used in MODFLOW is the following Equation (3):

$$\frac{\partial}{\partial x} \left( K_{xx} \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_{yy} \frac{\partial h}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_{zz} \frac{\partial h}{\partial z} \right) - W = S_i \frac{\partial h}{\partial t}.$$
ity to geological conceptual model and the reliability of simulating geological heterogeneity (process imitating) will be tested by solving the flow equation (Equation (3)).

2. Study Area

The quaternary aquifer of the Plain of Catania (CPQA) is located between Mt. Etna and the Hyblean Foreland (Plateau) (Figure 1) and represents the portion of the Plio-Quaternary foredeep [29]-[31] that originated from the northern margin of the Hyblean Plateau collapse due to extensional faulting [32]. The geological and geophysical data suggest that the collapse occurred after the Late Pliocene [33] as a result of the progressive migration of the Maghrebian thrust wedge (the Gela Nappe front) toward the foreland [34]. The CPQA is bounded northward by the Terreforti Hills and southward by the S. Demetrio High, which separates CPQA by the coeval Plio-Quaternary sedimentary basin of the Lentini Graben [33] (Figure 1).

The CPQA’s stratigraphy is characterized by four depositional sequences from the Pliocene to now [1] [33] [35]. These sequences are characterized by different depositional settings and differ in location, particle size, and genesis [2].

The oldest sequence (DS1) is characterized by submarine marly clay of the Lower-Middle Pleistocene [36]-[39] and represents the CPQA’s bedrock (Figure 1 and Figure 2). According to the oil drilling data (boreholes “Catania 012”, “Rizzo 002” and “Rizzo 003” [40]), the marly clay in the central part of the Catania Plain exceeds 700 m in thickness.

The bottom of this clay has been crossed by submarine basaltic lava-flow deposits [2]. The Sicilian marly clay is folded and faulted [41]. The marly clays are exposed along the northern and western margins of the CPQA, at the base of the Terreforti Hills (Figure 1) [2].

Upward from DS1 is DS2, which has an unconformity on DS1 and outcrops along the Terreforti Hills. It is made of sandstones and gravel belonging to the middle Pleistocene S. Giorgio Formation ([39]), which is a coastal shallow-marine sedimentation [42] and fan delta [43].

The third depositional sequence (DS3), the Mt. Tiritì Formation [2] [39], consists of gravel with sandy conglomerate intercalations that are weakly cemented. The boundary with the lower S. Giorgio Formation is eutropic. The latter formation represents a middle Pleistocene alluvial-deltaic deposit.

The described sequences (DS1, DS2 and DS3) are marine and fan delta regression quaternary deposits, which partly outcrop, constituting the Terreforti Hills, and are partly under the alluvial Simeto River. The latter is set inside a graben created during the Plio-Quaternary tectonic phase [44] [45]. This graben is filled by the DS2 and DS3 Middle Pleistocene depositional sequences and represents the most productive part of the CPQA; the industrial and commercial districts of the town of Catania are in this area (Figure 1).

The topmost succession of the Plain of Catania is represented by the youngest depositional sequence (DS4, Figures 1 and 2), which is alluvial, created in a period from the Holocene to the present. It fills the Plain of Catania’s quaternary morpho-structural depression, and consist of fine sands, silts and gray muds, with lenticular gravel bodies.

With 133 stratigraphic observations coming from water wells and geognostic drillings, two sections have been realized to highlight the existing relations between the four described depositional sequences. Sections A-A’ and B-B’ (Figure 2) show the tectonic contact between the DS1 Hyblean volcanic formations (HF in Figure 1) and the sedimentary ones (DS2, DS3 and DS4). The southern part of section A-A’ highlighted that DS4’s finest sediments lie directly on the clay basement (DS1), demonstrating that there are no coarse sediments South of the Simeto river. Section B-B’ (Figure 2) shows the aquifer’s longitudinal development, particularly emphasizing how the eastern part of the plain is affected by a thickening of sediments and a subsequent tectonic rise moving coastward, represented by a structural high, due to the collision of the Hyblean Plateau and the Maghrebian thrust front [33].

The CPQA, because of the vertical and horizontal distribution of the clastic deposits within the stratigraphic succession, exhibits extreme variability in aquifer productivity. The alluvial deposits composed of silty clay, sands and gravel are characterized by discontinuous levels of clayey silts that reduce permeability. The filling quaternary clastic deposits (the San Giorgio and Mt. Tiritì sequences), which consist of sands, gravel and conglomerates, exhibit higher permeability, having lower levels of silty clay, and represent the main aquifer [2].

The quaternary aquifer system consists of two macro layers, each having distinct hydraulic properties. The upper layer includes silty clay from recent deposits (DS4 in Figure 2) and has a reduced thickness, whereas the
deep layer, consisting of DS3 and DS2 (Figure 2), is more productive and exhibits high hydraulic conductivity. This layer is located inside the Simeto Graben and in the Terreforti Hills. The deep aquifer is under pressure from the overlying aquitard. The top and bottom surfaces of the two aquifers have been reconstructed by combining two interpolations: a linear geostatistical interpolation (ordinary kriging, see, for instance [24]) and a polynomial regression [46] applied to 123 boreholes for the superficial aquifer and 133 for the deep one. The thicknesses were calculated by utilizing the DEM of the area (spatial resolution of 10 meters). The two aquifer’s portions reach a maximum thickness of 40 m for the sediments inside the superficial aquifer and a maximum of 80 m for the deep one.

Hydrostratigraphic surface reconstruction was carried out using the original borehole data integrated with the geological sections and literature data [1] [33] [47] [48] [49]. The processing produced two surfaces, with some interconnected water volumes identified (Figure 3), given by deposits whose thicknesses vary from East to West and, to a greater extent, from North to South. The deep aquifer in the northern part of the CPQA (Terreforti Hills) becomes phreatic in contact with Etna’s volcanic rocks. The deep aquifer’s greatest thicknesses, estimated at approximately 80 meters, are located in the eastern sector below the industrial area (Figure 1) [1] [2]. This result supports the previous reconstruction of [44] based on geoelectrical investigations.

The superficial aquifer’s piezometric surface is between 5 m a.s.l. to over 50 m a.s.l. in the southeastern part of the basin, whereas the deep aquifer’s reaches a depth of −30 m a.s.l. in the central part of the plain (Figure 4). The groundwater flow path has a W-E direction [1] and coincides with the depocenter axis of the CPQA basin.

The aquifer is partially fed by the water contributions coming from the main rivers’ valleys, the quantification of these outflows is hardly determinable because of the lack of reliable data on superficial outflows and, as a
Figure 2. Geological-interpretative vertical sections of the alluvial deposits of the CPQA, with wells and drilling hole localizations (see Figure 1 for locating of section traces).

Figure 3. Three-dimensional reconstruction of geometry and volumes of alluvial aquifer: high-conductivity deeper aquifer in yellow; low-conductivity upper aquifer in dark green; bedrock (assumed aquiclude) in gray.
consequence, the exchange between rivers and aquifers; this aspect justifies the apparent balance deficit against the total volume of withdrawals, which is estimated at approximately $22.5 \times 10^6$ m$^3$/year [48].

The CPQA is connected to more complex structures towards the North and South. In these boundary areas of the CPQA, it was not possible to quantify the groundwater volumes that concern all the hydrogeological structures using the available data. The rainfall data used in the water balance calculation are related to the average annual values regarding the ten closest weather stations available in the studied area [50]. It is important to note that although steepness decreases considerably inside the plain, the effective infiltration is rather scarce because of the superficial fine alluvial deposits, which do not allow infiltration. The hydrological balance estimations show how the aquifer presents a water deficit due to the overexploitation resulting from the withdrawals for irrigation and industrial activity [48].

3. Materials and Methods

Reconstructions of geological heterogeneity were realized using two different geostatistical approaches for the simulation of categorical variables, i.e. means the lithologies that constitute the CPQA basin.

3.1. Stochastic Reconstruction of Sedimentary Heterogeneities

The spatial statistical methods, either MC or SIS, were considered in this study and tested in terms of reliability. The results of these simulations will be utilized later as the geological basis for the numerical groundwater flow model. In particular, both methods are non-Gaussian simulators and useful for interpolating categorical data such as the lithological composition of drilling holes. The methods were utilized for studying either the spatial variography or facies transition probabilities. Both methods, one covariance model based (SIS) and the other based on transition probabilities (MC), utilize geological information, taking into account eventual spatial anisotropies and transition frequencies among different lithologies. The simulation solutions of these methods respect the frequency distribution of the original data, honor the value at the sampling location, and utilize the hydrostratigraphic cross sections are used to infer the parameters for the horizontal components of the variogram (SIS) and of the transition probabilities (MC).

Stratigraphic data (lithofacies) from geognostic drilling holes were simplified and normalized in terms of hydrogeological units (HGU) for conceptual modeling of the CPQA. This led to subdividing the reservoir into two
portions with the aim of achieving two smaller but more homogeneous aquifer volumes according to genetic sedimentation and hydrodynamics properties (Figure 3). Descriptions of the main lithologies analyzed using the available drilling holes are summarized in Table 1. These facies categories, hereafter considered geostatistical categorical variables, are afferent to lithofacies previously described in the study area paragraph.

The spatial distribution of punctual data (drilling holes) is homogeneous in the study area, even if a denser sampling is located in both the central part of the CPQA (Catania’s industrial area) and in the Terreforti Hills, where the phreatic aquifer is intensively exploited (Figure 4).

The depths of the drilling holes generally range from 40 to 60 m deep from the ground surface: the maximum depth reached by wells is greater than 300 m (see Table 1). The measured lithologies did not provide any indication about passing from one lithofacies to another in both aquifer’s portions (Table 2).

Considering the available data for implementing the MC method, the variability of the drilling holes structures, and the depositional history of the CPQA, the discrete lag approach ([15]) was utilized as a favorable compromise between the complexity of stratigraphy and a time-consuming algorithm, as suggested by other studies [11] [51] [52]. The transition matrices in the simulated volumes of both portion of CPQA aquifer (i.e. two finite states) play the role of Markov kernel process.

Then, the vertical transition probabilities for passing from one state of the variable (i.e., a specific lithofacies) to another were propagated in the horizontal plan (3D MC) by utilizing the lens length-to-thickness ratio (LLR) as a multiplier for horizontal distances, which are equal to 10 times the vertical distances. This choice kept into account the typical alluvial sedimentary geometry according to the Walther law [53]. In fact, transition probabilities showed a sequential unconformity among the found lithologies. Conditional stochastic simulation of the spatial distributions of categorical variables, such as lithological differences found in drilling holes, were performed by calculating 30 three-dimensional equiprobable simulations.

SIS is an indicators geostatistical simulation, a stochastic approach honoring the spatial variability of original data [54]. Several authors (for instance, [14] [55]) utilized SIS for simulating the sedimentary heterogeneity of alluvial deposits; SIS was performed in Isatis [56].

This conditional simulation procedure utilized allowed to perform several simulations of a categorical variable honoring all the input data, yielding a simulation of the hydrogeological units (i.e. either HGUs of upper or lower aquifer). In particular, the variation range of input categorical variable was divided into a set of intervals, each one corresponding to a facies [56]. Conversely to a MC, this SIS model is fully 3D in all steps, and it follows the usual procedure of geostatistical analysis of data by variography analysis, even if it does not consider a Gaussian distribution for the studied variable.

Table 1. Main descriptive statistical parameters of lithologies in the CPQA drilling holes.

<table>
<thead>
<tr>
<th>Length of wells (m)</th>
<th>Length of well segments with (m):</th>
<th>Conglomerate</th>
<th>Gravel</th>
<th>Sand</th>
<th>Silt</th>
<th>Clay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>8</td>
<td>1.2</td>
<td>0.85</td>
<td>0.65</td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Max</td>
<td>325</td>
<td>111.25</td>
<td>270</td>
<td>285</td>
<td>90</td>
<td>55</td>
</tr>
<tr>
<td>Dev. St.</td>
<td>41.9</td>
<td>24.7</td>
<td>36</td>
<td>25.8</td>
<td>22.1</td>
<td>10.3</td>
</tr>
<tr>
<td>Mean</td>
<td>52.8</td>
<td>14.4</td>
<td>15.8</td>
<td>14.2</td>
<td>17.4</td>
<td>11.7</td>
</tr>
<tr>
<td>Count</td>
<td>133</td>
<td>18</td>
<td>104</td>
<td>175</td>
<td>34</td>
<td>121</td>
</tr>
</tbody>
</table>

Table 2. Occurrence of simulated voxels belonging to both portions of the CPQA alluvial aquifer.

<table>
<thead>
<tr>
<th>Lithology</th>
<th>Well Data</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upper Aquifer’s well segments</td>
<td>41.8%</td>
<td>0.0%</td>
<td>4.6%</td>
<td>6.3%</td>
<td>47.3%</td>
</tr>
<tr>
<td></td>
<td>Lower Aquifer’s well segments</td>
<td>14.6%</td>
<td>3.1%</td>
<td>37.9%</td>
<td>4.2%</td>
<td>40.2%</td>
</tr>
<tr>
<td></td>
<td>Upper Aquifer’s voxels</td>
<td>43.7%</td>
<td>0.0%</td>
<td>1.5%</td>
<td>6.7%</td>
<td>48.2%</td>
</tr>
<tr>
<td></td>
<td>Lower Aquifer’s voxels</td>
<td>12.3%</td>
<td>2.1%</td>
<td>40.1%</td>
<td>3.5%</td>
<td>41.9%</td>
</tr>
<tr>
<td></td>
<td>Upper Aquifer’s voxels</td>
<td>43.7%</td>
<td>0.0%</td>
<td>1.5%</td>
<td>6.7%</td>
<td>48.2%</td>
</tr>
<tr>
<td></td>
<td>Lower Aquifer’s voxels</td>
<td>29.7%</td>
<td>1.6%</td>
<td>15.7%</td>
<td>13.7%</td>
<td>39.2%</td>
</tr>
</tbody>
</table>
3.2. Groundwater Flow Model

The adaptability and reliability of the simulated heterogeneity models by both MC and SIS geostatistical methods were assessed through fundamental equations of flow numerical models in a saturated porous medium, then verified using calibration techniques. The equations describing the continuous groundwater flow movement system were solved using the MODFLOW-2000 numerical code [28].

3.2.1. Numerical Model Implementation

The calculation domain was a 20 × 17 km rectangular area with the minor side parallel to the coastline. The horizontal plain was regularly discretized by 200 × 200 m cells in 100 columns and 85 rows. The deformed grid was subdivided into 12 layers, discretizing in six layer the upper portion of the aquifer volume, and in other six the lower portion of the reservoir, with the highest hydraulically conductive and a thickness ranging from 1 m to 10 m. The E-W grid orientation reflects the general path of the main groundwater flow direction (modeled area, dashed rectangle in Figure 4), whereas the chosen size of cells considers the extent of the CPQA plain regarding both the heterogeneity of hydrodynamic parameters and the minimum distance between original data. Unique hydraulic conductivity values were assigned to each lithofacies for implementing the model in a steady state according to literature, since both recent and reliable pumping tests are not available (Table 3).

The boundary conditions were specified for solving the flow equation. Precipitation recharge was assigned as imposing a flow in mm/year (Neumann condition, assigned by Recharge Package [60]).

Three different recharge areas were individuated, the first in the Terreforti Hills in the North, the second occupying the whole plain area, and the last in the limestone-basaltic complex of Mt. Iblei in the southern part of the study area.

The recharge values of the three areas were calculated by comparing geological information, rainfall data from the ten closest stations, and by utilizing the runoff curve number method [61]: three recharge zones were individuated, with recharge values equal to 8, 180, 50 mm/year. The evapotranspiration was attributed to the model using the Evapotranspiration Package [60]. However, only one mean area of evapotranspiration was calculated by the method of [62], due to the available scarce data of rainfall and temperature.

The influence of the Simeto, Dittaino and Gornalunga Rivers on the groundwater system was simulated by means of the River Package [60] by assuming for river bed sediments an hydraulic conductivity value equal to $10^{-3}$ m/s as clear gravel and a thickness of 1 m. River flow levels were inferred from the data of local hydraulic authorities for the period of 1990-2009. The Simeto River had an average riverbed width equal to 30 m, whereas its tributary rivers, the Dittaino and Gornalunga Rivers, were smaller (riverbed size of 10 m). However, the same square cells of 200 m, greater than the main riverbed, were utilized to discretize all riverbeds, accentuating the influence of the three main streams to the aquifer. Nevertheless, a grid refining would have produced a useless greater number of cells, without achieving better simulation results. The Well Package [60] was utilized to simulate the groundwater exploitation through the CPQA wells, mainly located in Catania’s industrial area, close to the coastline, and in the Terreforti Hills. Based on [48], the estimated volume pumped per year was approximately 22 × 106 m$^3$, half of which was used in the industrial area for productivity purposes and the other half of which was destined for agriculture and drinking purposes.

The hydrogeological model with boundary conditions of the first order (Dirichlet condition) was chosen in order to both minimize the solutions variation due to the effect of the input or output flows from the computational domain, and to reduce the calibration parameters. In this way, during calibration, it was possible to focus mainly on aspects related to various fields of hydraulic conductivity and reconstructed by sensitivity analysis to

<table>
<thead>
<tr>
<th>Lithofacies (HGU)</th>
<th>[57]</th>
<th>[58]</th>
<th>[59]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clays (1)</td>
<td>$10^{11}$ - $10^9$</td>
<td>$10^{10}$ - $10^8$</td>
<td>$10^{10}$ - $10^4$</td>
</tr>
<tr>
<td>Conglomerates (2)</td>
<td>$10^4$ - $10^2$</td>
<td>$10^2$ - $10^2$</td>
<td>$10^{-1}$ - $10^2$</td>
</tr>
<tr>
<td>Gravels (3)</td>
<td>$10^4$ - $10^2$</td>
<td>$10^2$ - $10^2$</td>
<td>$10^{-1}$ - $10^2$</td>
</tr>
<tr>
<td>Silt (4)</td>
<td>$10^8$ - $10^4$</td>
<td>$10^{10}$ - $10^8$</td>
<td>$10^{10}$ - $10^2$</td>
</tr>
<tr>
<td>Sands (5)</td>
<td>$10^8$ - $10^4$</td>
<td>$10^8$ - $10^4$</td>
<td>$10^{-1}$ - $10^3$</td>
</tr>
</tbody>
</table>
verify how the different numerical parameterizations of hydraulic conductivity may affect the numerical model solutions. A sea coast limit condition was assigned using a constant hydraulic head (Constant Head package [60]); the same condition applied for incoming groundwater flows from the western part of the study area. Hydraulic heads were assigned on the basis of the monitored piezometric levels interpolated by means ordinary kriging.

Three different groundwater flow models in a steady state were implemented with the same spatial geometrical discretization (hereafter noted as A, B, C).

A simplified hydraulic conductivity field was assumed for Model A that had only two different layers with homogeneous hydraulic conductivity for each HGU, one assigned to the upper recent alluvial sediments and the other to the deeper portion according to the depositional conceptual model. Five different hydraulic conductivity values were assigned to the main lithofacies (HGU) for the B and C models, due to the stratigraphic interpretation of drilling holes and the three-dimensional reconstructions simulated, respectively by a MC and SIS.

3.2.2. Numerical Model Calibrating

Hydraulic conductivity values for each HGU were defined in the calibration step. Then, 5 possible conductivity configurations were chosen, from the minimum, \( K_{\text{min}} \), with hydraulic conductivity values lower than the literature range of each HGU, up to the maximum, \( K_{\text{max}} \) (Table 4). In particular, calibration of the CPQA groundwater flow numerical model was performed to assess its reliability by means of a trial-and-error approach, starting from values utilized for implementing the model in a steady state (Table 3), then varying \( K \) values of some order of magnitude, ranging from \( 5 \times 10^{-6} \) - \( 1 \times 10^{-7} \) m/s for Silts to \( 1 \times 10^{-7} \) - \( 1 \times 10^{-11} \) m/s for clays (Table 4).

Uncertainty in the simulating hydraulic heads was evaluated starting from the descriptive statistical parameters of the function of errors between the calculated and observed heads in 75 wells homogeneously distributed in the CPQA (static levels monitored from 2006 to 2008, from [50]). This step was done to minimize the errors function (in terms of maximum, mean and minimum of residuals, standard errors, raw and normalized root mean squared, and correlation coefficient between original data and estimates, Table 5), by considering both the extent of the study domain and the spatial distribution of observation points, along with experimental and systematic errors in the measuring of groundwater levels.

4. Results and Discussion

The results of geostatistical simulations will be discussed by comparing them with the conceptual geological model, and then their performances as a basis for numerical models will be analyzed.

4.1. Analysis of Simulation Results Compared to the Geological Conceptual Model

For the MC method, the theoretical functions were fitted on the experimental data by means of lags equal to 20 m for the upper part of the CPQA’s aquifer and 10 m for the lower one, by inferring the 1-D vertical transition probability matrices of the two volumes (Figure 5). The achieved equiprobable simulations confirmed the field data that only some lithofacies were present in the sedimentary alluvial complex with similar occurrences in both the upper and lower portions of the CPQA (sands and silts, respectively, related to the hydrogeological units (HGUs) 4 and 5, Table 2). The large vertical variability, the approximation due to a LLR assumption, the large variability affecting the transiogram model fitted on experimental data (Figure 5) and the huge lateral lithofacies heterogeneity with regard to the sampling pattern affected the MC simulations results, yielding realizations less comparable to each other in terms of facies spatial distributions.

Theoretically, each realization could simulate the facies heterogeneity, however a post-processing solution was chosen for obtaining reliable results more representative of the sedimentary reality of the alluvial basin of CPQA. In fact, each equiprobable simulation honors both the frequency histogram and the spatial correlation of the original data. The statistical post-processing of simulations allows to assess the data uncertainty, without significant modification of the spatial correlation patterns of original simulation. In particular, each 3D cell (voxel) of reservoir volume contains several simulated lithofacies values: if the same facies value is simulated many times in one voxel, then this facies is probably the most representative of the true unknown facies of this voxel in the discretized CPQA volume.

On this basis each voxel was summarized through mode statistical parameter in order to obtain the grid of the most frequent facies per voxel, but no scale change were performed.
Table 4. Hydraulic conductivity test values assigned to HGUs for calibrating the CPQA numerical model.

<table>
<thead>
<tr>
<th>HGU</th>
<th>Hydraulic Conductivity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K_{\text{min}}$</td>
</tr>
<tr>
<td>Clay</td>
<td>$1 \times 10^{-11}$</td>
</tr>
<tr>
<td>Silt</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>Sand</td>
<td>$1 \times 10^{-8}$</td>
</tr>
<tr>
<td>Gravel</td>
<td>$1 \times 10^{-3}$</td>
</tr>
<tr>
<td>Conglomerate</td>
<td>$1 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 5. Descriptive statistical parameters of numerical calibration of 75 data points for A) homogeneous models, B) sedimentary heterogeneities simulated by a MC, and C) sedimentary heterogeneities simulated by SIS.

### Model A—Homogeneous

<table>
<thead>
<tr>
<th>Descriptive Statistics Parameters</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. residual (m)</td>
<td>23.09</td>
<td>20.71</td>
<td>17.70</td>
<td>18.90</td>
<td>19.64</td>
</tr>
<tr>
<td>Min. Residual (m)</td>
<td>0.46</td>
<td>0.57</td>
<td>0.43</td>
<td>0.31</td>
<td>0.48</td>
</tr>
<tr>
<td>Residual Mean (m)</td>
<td>10.45</td>
<td>9.23</td>
<td>7.69</td>
<td>7.88</td>
<td>8.04</td>
</tr>
<tr>
<td>Abs. Resid. Mean (m)</td>
<td>10.33</td>
<td>9.57</td>
<td>7.84</td>
<td>8.79</td>
<td>9.89</td>
</tr>
<tr>
<td>Stand. Err. of Est. (m)</td>
<td>0.60</td>
<td>4.46</td>
<td>0.37</td>
<td>0.38</td>
<td>0.48</td>
</tr>
<tr>
<td>Root Mean Squar. (m)</td>
<td>13.22</td>
<td>11.54</td>
<td>8.77</td>
<td>9.88</td>
<td>9.77</td>
</tr>
<tr>
<td>Normalized RMS (%)</td>
<td>40.87</td>
<td>35.33</td>
<td>28.77</td>
<td>29.07</td>
<td>30.77</td>
</tr>
<tr>
<td>Correlation Coeffic.</td>
<td>0.56</td>
<td>0.66</td>
<td>0.72</td>
<td>0.70</td>
<td>0.69</td>
</tr>
</tbody>
</table>

### Model B—Heterogeneous Model (MC)

<table>
<thead>
<tr>
<th>Descriptive Statistics Parameters</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. residual (m)</td>
<td>12.50</td>
<td>7.74</td>
<td>8.70</td>
<td>9.11</td>
<td>12.50</td>
</tr>
<tr>
<td>Min. Residual (m)</td>
<td>0.99</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.78</td>
</tr>
<tr>
<td>Residual Mean (m)</td>
<td>3.49</td>
<td>1.69</td>
<td>1.58</td>
<td>1.86</td>
<td>2.68</td>
</tr>
<tr>
<td>Abs. Resid. Mean (m)</td>
<td>7.85</td>
<td>2.15</td>
<td>2.80</td>
<td>4.40</td>
<td>6.87</td>
</tr>
<tr>
<td>Stand. Err. of Est. (m)</td>
<td>0.22</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.36</td>
</tr>
<tr>
<td>Root Mean Squar. (m)</td>
<td>7.78</td>
<td>2.76</td>
<td>3.01</td>
<td>3.89</td>
<td>8.66</td>
</tr>
<tr>
<td>Normalized RMS (%)</td>
<td>13.00</td>
<td>8.02</td>
<td>8.00</td>
<td>9.98</td>
<td>11.09</td>
</tr>
<tr>
<td>Correlation Coeffic.</td>
<td>0.88</td>
<td>0.96</td>
<td>0.95</td>
<td>0.90</td>
<td>0.83</td>
</tr>
</tbody>
</table>

### Model C—Heterogeneous Model (SIS)

<table>
<thead>
<tr>
<th>Descriptive Statistics Parameters</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. residual (m)</td>
<td>12.54</td>
<td>10.97</td>
<td>10.74</td>
<td>11.44</td>
<td>11.44</td>
</tr>
<tr>
<td>Min. Residual (m)</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Residual Mean (m)</td>
<td>3.87</td>
<td>2.17</td>
<td>2.69</td>
<td>2.76</td>
<td>2.57</td>
</tr>
<tr>
<td>Abs. Resid. Mean (m)</td>
<td>3.45</td>
<td>2.75</td>
<td>2.80</td>
<td>3.14</td>
<td>2.98</td>
</tr>
<tr>
<td>Stand. Err. of Est. (m)</td>
<td>0.60</td>
<td>0.30</td>
<td>0.58</td>
<td>0.452</td>
<td>0.41</td>
</tr>
<tr>
<td>Root Mean Squar. (m)</td>
<td>5.47</td>
<td>3.88</td>
<td>4.45</td>
<td>4.35</td>
<td>5.76</td>
</tr>
<tr>
<td>Normalized RMS (%)</td>
<td>16.02</td>
<td>14.76</td>
<td>18.98</td>
<td>15.11</td>
<td>15.46</td>
</tr>
<tr>
<td>Correlation Coeffic.</td>
<td>0.80</td>
<td>0.87</td>
<td>0.80</td>
<td>0.78</td>
<td>0.81</td>
</tr>
</tbody>
</table>
Figure 5. Transition probability matrices plots for (a) lower part of the CPQA aquifer and (b) upper part of the CPQA aquifer (dashed line: experimental data; green thick line: transiogram model).
However, even if it’s a statistical parameter statistically robust toward the outliers, the mode of the relatively small but consistent number of equiprobable simulations achieved is a statistical parameter that tended to underestimate the less measured lithofacies, such as silts and clays in the lower aquifer. Table 2 demonstrates that sands and gravels are more abundant in the lower part of aquifer than others lithofacies; however, the upper aquifer contains a large occurrence of finer facies, such as clays.

For the SIS method, the two parts of the CPQA reservoir were considered separate as well. Superficial aquifer data showed a not so evident spatial geometrical anisotropy, with the azimuth of the ellipsoid main axis oriented N70°. This experimental condition of spatial variability was fitted by means of a three-dimensional variogram model (Figure 6). The variogram model was verified by means of the cross-validation procedure [63]. The statistical results were acceptable (mean of standard errors, MSE, = −0.002, variance of standard errors, VSE, = 0.97) even if the correlation between the single estimated data and the raw data was statistically low (rho = 0.474).

The same procedure was utilized for simulating the lower part of aquifer. In fact, a clear spatial geometrical anisotropy is evident, with the main axis N 65° oriented as shown in Figure 7(a). By contrast, in the vertical direction, the experimental variogram showed a smaller scale variability, even if it was lower than the variability for the upper part of aquifer (Figure 7(b)).

This is a direct effect of the different number of data in the two CPQA aquifer’s portions, larger in the deep part than in the superficial one.

Additionally, in this case, the cross-validation procedure provided good scores (MSE = −0.0077, VSE = 0.99) although the correlation coefficient was lower than the previous one (rho = 0.236), due to large spatial heterogeneity. SIS results were post-processed by mode like those for the MC method.

Preliminary evaluations of the geological models of sedimentary heterogeneities were performed to verify the quality of each simulation. The expected sedimentary characteristics (proportions, size, trends) were analyzed by means of a qualitative comparison between geostatistical simulations and the interpretative geological sections of the lithostratigraphic model shown in Figure 2. However, the simulations could not reproduce lithofacies relationships smaller than grid discretization, i.e. lower than 200 × 200 m on the horizontal plain and from 1 to 10 m on the vertical plain.

Moreover, the lower the initial geological knowledge is, the greater the probability of considered wrong assumptions in process imitating would be, then good qualitative coherence is not synonymous with quantitative realism [26]. Consequently, the main characteristics coming from the geological stratigraphic conceptual model, assumed as a reference image, were assessed.

In particular, two features were detected: 1) vertical lithostratigraphic anisotropy related to the depositional genesis of the sedimentary body, with various lithofacies frequency distributions in both the upper alluvial unit (DS4), characterized by a larger occurrence of gravel and sand HGUs, and the lower ones (DS2 and DS3), characterized mainly by clay and silt HGUs; 2) the horizontal asymmetric disposition of sedimentary structures has a major axis elongated in the E-W direction, coherent with the main groundwater flow direction, in the upper hydrostratigraphic unit (DS4) and in the N-S direction in the lower ones (DS2 and DS3).

Concerning to the vertical lithostratigraphic anisotropy, a larger presence of sands than other HGUs in the lower part of the aquifer for both geostatistical models was highlighted, even if the MC simulated this lithofacies more than the SIS did (Table 2). Analyzing the horizontal plain anisotropy of each lithofacies, the MC simulated realizations (Figure 8) with sands and gravels prevailed, with good connections, showing wide continuous structures that were mainly N-S elongated. This condition was mostly evident in the Terreforti Hills out-crops. Clays and silts were simulated in SIS realizations of the upper part of the alluvial reservoir with a high eastern-western anisotropy direction, distinctly lower than those obtained by means of the MC models and with more sands with respect to the geological conceptual model.

Therefore, MC simulations (Figure 8) were more coherent with the reference model, HGUs reproduced vertical lithostratigraphic anisotropy and the asymmetric horizontal one respected the genetic sedimentary pattern. Simulated lithofacies distributions yielded by SIS realizations (Figure 9) were less connected than those achieved by the MC; only in the horizontal plain clay and sand HGUs were organized in spatially continuous structures.

The frequency distributions of the raw data of the DS4 upper unit showed clay (43%) and sand (48%) lithofacies prevalent over gravels and silts, whereas in the lower units (DS2 and DS3), gravels (40%) and sands (42%) were the most prevalent.
Both the 1 and 5 HGUs simulated by SIS were more abundant than those resulting from the MC (Figure 8, Figure 10(a)). Moreover, the MC modal simulations showed good coherence with the input data (Figure 8, Figure 10(b)).

On the contrary, the SIS model overestimated clays (18%) and gravels (28%) in the lower part of the CPQA aquifer, whereas sand (58%) prevailed over clays (37%) in upper part (Figure 9(b), Figure 10(d)).

Mode post-processing of the equiprobable simulations of the categorical variables determines sensitive shifting with the frequency distribution of the input data. In fact, mode post-processing of a large number of simulations provides a decreasing percentage of low-frequency categories, and the simulated classes with higher fre-
In fact, the mode is a robust statistical parameter non-affected by outliers: another parameter, *i.e.*, the mean, is advisable, even if it is less consistent than the median. However, both the average and median are meaningless in the statistical analysis of categorical variables. A unique modal representation statistically post-processed from several stochastic equiprobable simplifies the further hydrogeological modeling since tends to increase the simulated portions with the same facies, even if it could introduce errors in hydraulic conductivity modeling. However, we checked the good performances of post-processed simulations of heterogeneity by means of the calibration of groundwater flow model. On the contrary, the non-conformity with the input data distribution does not imply a shifting from reality because it is assumed, but not proved, that the surveyed data could correctly describe the variable in space.

The geological model-based method (MC) highlighted difficulties in transposing the 1D chains to 3D. The simulation method does not allow us to manage the uncertainty in the choice of the ratio between the size of the structures. Such criticality means that the relationship between the proportions of length and thickness of the structures (lens length proportions, LLP) are wrapped and strongly restricts the reconstruction of geological elements at a scale less than that of the same LLP. The field of heterogeneity evaluated by the covariance model-based method (SIS) instead gives rise to small interconnected structures that, as is the case of the SIS model, give rise to very erratic patterns. This is attributable to the difficulty in modeling the experimental semi-vario-gram (ESV) for excessive anisotropy of scale between the $x$, $y$ and $z$ directions. In fact, the model fitted on the three-dimensional indicators ESV comes from 200 m lags in the $xy$ plane, while few tens of centimeters lags in $z$ plane. The calculation is complicated not only by the huge difference in scales between the planes $xy$ and $z$ but also by the use of a deformed grid, which introduces additional problems for spatial analysis.

**4.2. Predictive Models Results**

A process-imitating approach allowed us to verify the quality of the geostatistical reconstructions by comparing
various heterogeneity models on the basis of groundwater flow phenomena. Different fields of hydraulic conductivity associated to groundwater flow have significantly influenced the numerical simulations solutions, producing distinct velocity fields with different approximations of the observed hydraulic heads.

The modeling calibration scores of the “A” models (homogeneous) highlighted that the best of five configuration is $K_{\text{mean}}$ (Model A3, in Table 5), with hydraulic conductivity equal to $10^{-6}$ m/s in recent alluvial deposits (DS3 and DS4) and $10^{-3}$ m/s in deeper aquifer deposits (DS2). These conductivity values led to a correlation coefficient of simulated vs. observed piezometric data (residuals) equal to 0.72, with a normalized mean error of 28% and an absolute mean of residuals of 7.68 m (Figure 11(a)). The unimodal residual distribution shows that the calculated hydraulic heads over-predicted the observed ones. This condition was stressed by means of a less conductive configuration (Model A1), with RMS equal to 40.8%. In Model A3, only a few estimated values fell outside the 95% confidence interval, which is generally considered as one satisfactory solution for modeling. This result ensured a good representation of hydraulic heads on the CPQA’s edges, where groundwater flow model solutions are affected by boundary conditions, whereas hydraulic heads were scarcer in the central part of the plain, where wells were more exploited and both local confining and semi-confining phenomena were present (Figure 13(M1)).

“B” models, simulated by utilizing heterogeneity fields coming from a MC, determined a better approximation of the estimated hydraulic heads based on the observed ones, with the best fitting for $K_{\text{low}}$ (Model B2), a correlation coefficient equal to 0.95, a normalized root mean squared error (NRMS) of 8%, and an absolute mean of residuals slightly greater than 2 m (Table 5).

Both the simulated versus observed heads scatter plot and the function of the residual distributions generally over-predicted the simulated head. The residual distribution of Models B4 showed clear bi-modality; the main population values were on the calibration line, whereas the other less representative values had the highest errors.

This subset of points over-predicted the hydraulic heads in the central part of the CPQA, close to Catania’s...
Figure 10. Comparison between facies distribution in the CPQA alluvial reservoir, simulated by a MC (a and b) and SIS (c and d), shown in a horizontal section at −20 m a.s.l. and in both an East-West vertical section (a and c) and a North-South vertical section (b and d).

industrial area, where groundwater is unconfined due to a large clay lens in the upper part of reservoir. This was supported by the uncertain trend of Model B2’s potentiometric surface, due to the high contrast in hydraulic conductivity among gravels, sands and clays in this area. However, this trend was not detected in Model A5, the homogeneous case, which had a smooth water table without large potential contrasts.

For the “C” models, which are characterized by hydraulic conductivity simulated through SIS, $K_{low}$ (Model C2) provided a good optimization of residuals in the calibration step compared to the $K$ range of Table 5, with a correlation coefficient equal to 0.86, a NRMS of 14.7% and an absolute mean of residuals of 2.8 m. This model showed a sensitive increasing of residuals; the NRMS is almost twice that of the B models. This difficulty in model calibration was due to a lack of spatial continuity of HGUs, especially for both the horizontal plain and the lowly permeable simulated lithofacies (silts and clays). In this sense, the simulated hydraulic heads are largely approximated in the central part of the CPQA, where groundwater is confined (Figure 11(c)). The water table of Model C2 in the south-central part of study area (Figure 13(M3)) exhibited a behavior similar to Model B4, where in the low permeable sectors of the upper unit, the water table is more regular, a characteristic feature of homogeneous models.

Sensitivity analysis of the uncertainty of the model solutions was performed by varying $K$. The defined variations of hydraulic conductivity inside the imposed range for each HGU in Model A (homogeneous) determined substantial variations in the model solutions up to optimal calibrations, without reducing residuals (Figure 12(a)). $K$ variations inside the reference ranges for both the “B” and “C” models (with heterogeneities) yielded
sensitive variations for hydraulic heads in the observed wells (Figure 12(b) and Figure 12(c)). This restricted the set of possible hydrodynamic parameters for calibrating the models, minimizing the residual values. In particular, the “C” models were less sensitive to $K$ variations than the “B” models, reducing the degrees of freedom of the parameters associated with acceptable model solutions (Figure 12(b)).

Finally, calibration issue is not so much due to a bias factor, related to the simulation model utilized, rather to the inability to represent the characteristics of geological heterogeneity at a larger scale. This limitation could be inherent to the numerical flow modeling since a homogeneous distribution of stratigraphic data is lacking, al-
Figure 12. Solutions of models (a) (Homogeneous), (b) (MC), and (c) (SIS) for different K values. Average water table data for the period 2006-2008 are plotted (observed values).
Figure 13. Groundwater flow simulation results for three different scenarios: S) facies classes simulation, M) groundwater flow model. Types of reservoir assumption: 1) homogeneous medium, 2) HGU simulated by a MC, 3) HGU simulated by SIS.
though abundant in the whole, but input data affect the quality of the solution in terms of calibration, as often happens in hydrogeological studies.

Analyzing the model solutions that produced the lowest residuals, the water table of Model A5 (Figures 13(S1)-(M1)) is West-East oriented. The main groundwater flow paths corresponded to the Simeto River’s palaeo-drainage, which corresponded to the main depocenter of sedimentary basin, whereas secondary paths came from both the Terreforti Hills and Mt. Iblei, as reconstructed by hydrogeological conceptual model.

Large continuous lithological bodies with different $K$ values were simulated by the MC, highly affecting the groundwater flow simulation in Model B4 (Figures 13(S2)-(M2)) and creating equipotential lines that alternate phreatic and confined areas (Figure 13(M2)).

Model C3 (Figures 13(S3)-(M3)) highlighted that both the scarce continuity of the calculated sedimentary structures, especially the lowly permeable ones (clays), and clays and sands sediments interdigitating depositions smoothed the groundwater confining effect in the northern-central part of the aquifer, creating water table zones characteristic of homogeneous models (Figure 13(M3), eastern-central area).

All models showed a moderate hydraulic gradient in the central part of the CPQA, increasing up to 0.1% in the Terreforti Hills. For all the simulated scenarios, both the Simeto River and the Gornalunga River drained superficial groundwater in the central part of the CPQA, where the water table is deeper without streams interferences (Figure 13(M1)). The Dittaino River and the lower portion of the Simeto Rivers slightly recharged the groundwater (Figures 13(M2) and (M3)). All the simulated scenarios are equal at the Terreforti Hills, most likely due to the high hydraulic gradient that maintains constant groundwater flow paths independent of the lithofacies distribution.

5. Conclusions

A set of both plausible and equiprobable solutions of the complex geological structure of the alluvial reservoir of the Plain of Catania was achieved by means of different stochastic simulations techniques. In particular, starting from the same geognostic data, two spatial statistical interpolating methods based on alternative techniques of simulation were utilized. This work provides useful indications concerning both the limits and potentialities of these methods relating to their implications in hydrogeological mathematics. Hydraulic conductivity probabilistic fields were generated by means of two structure-imitating methods, MC and SIS. Moreover, the non-parametric simulation methods chosen allowed the handling of categorical variables such as HGUs without mathematical assumptions on the starting distributions (as other methods, like Gaussian-based ones, do) that would altered both the distribution of the raw data and the simulation result.

The solutions of the geostatistical models constituted de facto the range of possible equiprobable spatial models of the alluvial basin, but they were post-processed to synthesize the most probable heterogeneities configuration. Obviously, this statistical summary caused variations in the frequency distribution of the solutions, even if it was assessed how the post-processed result diverged from equiprobable solutions equally likely, and if the flow field could be simulated in spite of a simplification of the procedure that would have concerned a groundwater flow simulation for each geostatistical realization of the hydraulic conductivity field. Anyway, mode post-processing procedure leaded to reduce the complexity of the analysis by introducing, of course, a simplification and also a possible error, even if by analyzing the differences between the individual realizations and the post-processed only a slightly divergence of the mode configuration from the individual equiprobable was highlighted. In fact, these synthesized heterogeneity fields were utilized in implementing the CPQA groundwater flow model to assess the effects of uncertainty on hydraulic conductivity fields and then simulate predictions for groundwater behavior. The hydrodynamic parameter optimization of different geostatistical simulation methods was obtained by means of a calibration procedure (process imitating).

This study noted that the choice of geostatistical methods was fundamental for groundwater flow numerical simulation to represent, at best, both geological structure continuity and hydraulic conductivity at different scales. In fact, numerical model solutions could not be improved during calibration, especially in the heterogeneity models non-representative of continuous sedimentary structures, such as those produced by SIS. A geological system calculated with a poor hydraulic connection among structures at a macro-scale reference yielded groundwater flow models with erratic solutions similar to homogeneous systems.

The geometric features of the aquifer medium were not reproduced by different geostatistical methods at the same scale and detail. In particular, the SIS covariance model, although it fit the function of spatial variability, did not represent spatial continuity of the geological structures at a macro scale. By contrast, the geologic-based
MC geostatistical model allowed the emphasis of geological macro-structures, generating continuous clay bodies in upper part of the CPQA aquifer and big sand lens in the lower one. Computations were not only complicated by huge scale difference between the horizontal and vertical planes but also by a deformed three-dimensional grid, which also made spatial analysis difficult. This framework is frequently simplified by choosing regular grids; however, this is inappropriate for representing complex geological volumes such as the CPQA sedimentary basin.

In real systems containing specific geological heterogeneity, such as more conductive layers and interconnected networks and paleochannels, the application of models based on the spatial covariance (such as SIS) may be inadequate for reproducing the macrostructures. By contrast, the geostatistical geologic model-based methods (MC) allow reconstruction and emphasize the heterogeneity of geological characterizations, even if it neglects heterogeneity at the scale chosen to represent the CPQA heterogeneity, i.e. the cell size of the discretization grid. The MC geologic model can reproduce an adequate spatial connection of lithofacies. In addition MC simulations, yielded by T-PROGS, represent a more realistic solution dealing to the proposed geological model (reference image), and they determines a reduced uncertainty in the solution of the model flow.

A not regular volume such as the 12 layers deformed grid hosting both MC and SIS simulations complicates the calculation of solutions in the portions of the modeled volume where layers thicknesses decreased, with scarce vertical contiguousness between adjacent cells. Moreover, all the simulated models tended to over-predict the hydraulic heads. The correlation coefficients of the calculated heads and the observed ones were not close to the minimum values necessary to consider a model predictive, except with Model B. There were greater residuals close to the seacoast and in Catania’s industrial area due to the uncertainty of both the sample values and the measured heads. The large amount of pumping and geometrical complexity of the hydrogeological system in the coastal area introduce uncertainties in the implemented models, which can be improved only after performing new piezometric fieldwork and defining actual wells discharges.
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