
J. Water Resource and Protection, 2009, 1, 336-344 
doi:10.4236/jwarp.2009.15040 Published Online November 2009 (http://www.scirp.org/journal/jwarp) 

Copyright © 2009 SciRes.                                                                               JWARP 

Effects of Estrogen Contamination on Human Cells: 
Modeling and Prediction Based on 

Michaelis-Menten Kinetics1 

F. IBRAHIM1, B. HUANG1, J. Z. XING2, W. ROA3, Stephan GABOS4 
1Chemical and Materials Engineering University of Alberta, Edmonton, Alberta, Canada  

2Department of Laboratory Medicine and Pathology, University of Alberta, Edmonton, Canada  
3Department of Oncology, Cross Cancer Institute, Edmonton, Canada  

4Alberta Health and Wellness, Edmonton, Alberta, Canada  
E-mail: stephan.gabos@gov.ab.ca 

Received July 12, 2009; revised August 8, 2009; accepted August 17, 2009 

Abstract 
 
In this paper, we propose a novel prevention strategy to alert citizens when water is contaminated by estro-
gen. Epidemiological studies have shown that chronic exposure to high blood level of estrogen is associated 
with the development of breast cancer. The preventive strategy proposed in this paper is based on the predic-
tion of estrogen effects on human living cells. Based on first principle insights, we develop in this work, a 
mathematical model for this prediction purpose. Dynamic measurements of cell proliferation response to es-
trogen stimulation were continuously monitored by a real-time cell electronic sensor (RT-CES) and used in 
order to estimate the parameters of the model developed. 
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1. Introduction 
 
Some chemicals, both natural and man-made, can inter-
fere with endocrine glands and their hormones where the 
hormones act on the target tissues. These chemicals are 
called endocrine disruptors or endocrine disrupting 
chemicals (EDCs) [1]. EDCs induce harmful effects that 
have been observed on reproduction, growth and devel-
opment in certain species of wildlife and it has been 
proven that there are increases in some human reproduc-
tive disorders and some cancers which could be related 
to disturbance of the endocrine system. Estrogen and 
estrogen-like chemicals are a major part of EDCs. 

Estrogen is essential for life and its major biological 
function is modulating a woman’s reproductive process. 
Estrogen affects the reproductive tract, the urinary tract, 
the heart and blood vessels, bones, breasts, skin, hair, 
mucous membranes, pelvic muscles and the brain. Sec-
ondary sexual characteristics, such as pubic and armpit 
hair also begin to grow when estrogen levels rise. Many 
organ systems including the musculoskeletal and cardio-
vascular systems and the brain are affected by estrogen 

[2]. In addition to its positive effects, however, unregu-
lated quantity of estrogen may lead to health disaster due 
to its capacity to stimulate some tumors to grow. The 
epidemiological and in vitro studies have shown that 
chronic exposure to higher blood level of Estrogen is 
associated with the development of breast cancer [3]. 

While estrogen is present in both men and women, it is 
usually present at significantly higher levels in women of 
reproductive age [4]. Thus, the likelihood of women 
having a serious excess of estrogen-like substances in the 
body is much greater than for men. In addition to the 
natural presence of estrogen in human body, a number of 
EDCs including estrogen have been detected in envi-
ronmental sources particularly in drinking water and 
food. Estrogen may exist accidentally in water due to 
rejection of detergents and birth control pills in water 
system and by adding pesticides [5]. 

The water contamination of EDCs is becoming highly 
publicized concerns. Therefore, we study in this paper 
the case where water is the source of estrogen and we 
develop a prevention strategy related to water protection. 
The ultimate objective is to develop an early warning 
system such that citizens are alerted as early as possible 
when water is contaminated by an excess of estrogen. 1 The short version of this paper was presented in EPPH2009. 
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More precisely, an alarm is triggered when the concen-
tration of estrogen exceeds certain value. This value is 
determined by studying a predicted human cells response 
to estrogen stimulation. This prediction is then used by 
medical experts in order to assess the biological conse-
quences of estrogen in water contamination. In order to 
achieve this goal, an analytical system must be devel-
oped to accurately measure estrogen at very low levels 
and to identify its biological effects. The system should 
also provide dynamic information about biological ef-
fects that can be used to predict the biological conse-
quences of the contamination in longer period. This ana-
lytical system is based on the predicted human cells re-
sponse using mathematical modeling. The parameters of 
the proposed model are estimated using dynamic meas-
urements. Theses measurements represent cell prolifera-
tion dynamic response to estrogen stimulation and have 
been accurately measured with a real-time cell electronic 
sensor (RT-CES) in our recent work. The RT-CES is 
widely used for many cell-based toxicity and stimulation 
assay in clinical laboratory and other related applications 
[7,8]. 

The prevention strategy proposed in this paper is 
based on mathematical modeling of cell population dy-
namic response to estrogen stimulation rather than mod-
eling of contaminant molecules transport in water ca-
nalization system as usually done in other water preven-
tion strategies such as in [9]. 
 
1.1. The Proposed Prevention Strategy 
 
As mentioned previously, the goal of our proposed pre-
vention strategy is to protect citizens as early as possible 
when water is contaminated by estrogen. This goal is 
achieved by building a prediction strategy which gives us 
early information about the effect of estrogen on human 
cells in a dynamic fashion. The early information in-
cludes the following three prediction features: 
 
1.1.1. Prediction of Cell Response to Estrogen  

Stimulation of Different Doses 
The dynamic cell response to estrogen stimulation shows 
different patterns when changing the estrogen concentra-
tion. The prediction of cell response to different estrogen 
doses stimulation helps the medical experts to decide 
whether the concentration level of estrogen exceeds the 
allowed limit. For this prediction purpose, we develop a 
mathematical model for describing the estrogen effect on 
human cell. To obtain a dynamic model, one usually 
needs to determine the model structure using fundamen-
tal principles and then estimate the model parameters. 
The parameter estimation procedure is evolved using the 
least squares approach which looks for parameters that 
minimize the integral of the squared prediction error. The 
prediction error is the difference between the mathe-
matical model output and the dynamic measurements 

which may be provided by a suitable sensor such as the 
Real-Time Cell Electronic Sensor (RT-CES). 
 
1.1.2. Fast Determination of Estrogen Concentration 
Using modeling strategy, we provide the possibility of 
determining the concentration of estrogen using only 
small part of cell response measurements. This allows 
medical experts to determine an estrogen concentration 
without waiting for collecting all possible measurements 
responses. This feature helps in the case where an early 
determination of the concentration is needed. 
 
1.1.3. Future Prediction of Cell Dynamic Response to 

Different Estrogen Doses Stimulation 
This feature helps medical experts to decide early 
whether an alert needs to be triggered using only short 
time measurements. Using only initial data, a local (in-
termediate) model is identified on-line to predict future 
evolution of cell response under different estrogen doses 
stimulation. We refer to this model as local (intermediate) 
because it is identified from specific initial dynamic re-
sponse and used to predict its future evolution. 

The model developed for the first prediction feature is 
considered as a universal or global one because it is 
identified off-line from complete time-history data and 
validated for predicting cell proliferation response to 
different estrogen concentrations as well as being used in 
the second prediction feature for rapid determination of 
estrogen concentration. The model determined from the 
third feature is considered as a local model.  

Due to the fact that our prevention strategy is based on 
mathematical modeling framework, it is necessary to 
discover the related existing modeling strategies. We 
look for methods to describe estrogen effects on cells 
population dynamics. Unregulated exposure of cells to 
estrogen may lead to uncontrolled cells proliferation 
which is strongly related to cancer development. The 
description of estrogen effects on cells population dy-
namics belongs to tumor growth description area. 
Mathematical modeling of uncontrolled cells prolifera-
tion (tumor growth) has a long history [10]. One of the 
main objectives of such modeling is to find a way to op-
timize the antitumor therapy. At least three different 
phenomenological models have been proposed in the 
literature namely: the Logistic model, the Bertalanffy 
model and the Gompertz model [11]. The synthesis of 
these models is purely mathematical so that no biological 
insights are considered and there were several proposals 
to provide a biological rationale for these functions, as in 
[12] for instance, where the theory of cellular energy is 
used. In addition to the mathematical models mentioned 
above, the so-called two compartments cell dynamic 
model is proposed for tumor growth [13]. This model is 
based on knowledge about the cell cycle [14].   

While our proposed prevention strategy is based on 
prediction of the effects of estrogen concentrations on 
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cell proliferation response, we need a mathematical 
model which includes a term that reflects estrogen con-
centration. None of the models proposed above has con-
sidered it. To the best of our knowledge, there exist no 
mathematical models in the literature that have this 
characteristic. As a result, we develop in this paper a 
mathematical modeling strategy that is able to reflect the 
effect of the concentration on cell proliferation response. 
This modeling strategy is based on some biological in-
sights about the estrogen effects on the human cells as 
shown in Section 3.  

The organization of this paper is as follows. The ex-
periments procedure and the developed mathematical 
modeling approaches are presented in Section 2 and Sec-
tion 3 respectively. Section 4 shows simulation results 
including model prediction validations. Discussion and 
concluding remarks are given in Section 5 and Section 6 
respectively. 
 
2. Material and Method 
 
2.1. Experiment Setup 
 
Equipments: The RT-CES system (ACEA Biosciences, 
CA, U.S.A.) used for this study is set up in Alberta 
Laboratory for Environment and Cancer Risk Assess-
ment (ALECRA) and was described previously in [7]. 
Briefly, it consists of a 16x microelectronic sensor de-
vices having 16 plastic wells in microtiter plate format, a 
device station and an electronic sensor analyzer. Cells 
are grown onto the surfaces of microelectronic sensors. 
In operation, the sensor devices with cultured cells are 
mounted to a device station placed inside a CO2 incuba-
tor. Electrical cables connect the device station to the 
sensor analyzer. Under the control of RT-CES software, 
the sensor analyzer automatically selects wells to be 
measured and continuously conducts measurements on 
wells. The electronic impedance can then be transferred 
to a computer and recorded. A schematic diagram of the 
instrument (RT-CES) is shown in Figure 1. 

A parameter termed cell index  is derived to 
represent cell status based on the measured electrical 
impedance. The frequency dependent electrode imped-
ance (resistance) without or with cells present in the 

( )CI

 

 
Figure 1. The real-time cell electronic sensor (RT-CES). 

wells is represented as  and , respectively. 

The CI is calculated by: 
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R f 
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where N is the number of the frequency points at which 
the impedance is measured. Several features of the CI 
can be derived: 1) Under the same physiological condi-
tions, if more cells attach onto the electrodes, the im-
pedance value becomes higher, leading to a larger CI. If 
no cells are present on the electrodes or if the cells are 
not well-attached onto the electrodes, Rcell(ƒ) is the same 
as Rb(ƒ), leading to CI=0; Thus, CI is a quantitative 
measure of the number of cells attached to the sensors; 2) 
For the same number of cells attached to the sensors, 
changes in cell status, such as morphological change, 
may also lead to a change in . CI

In addition to cell numbers, the impedance also de-
pends on the extent to which cells attach to the electrodes. 
For example, if cells spread, there will be a greater 
cell/electrode contact area, resulting in larger impedance. 
Thus, the cell biological status including cell viability, 
cell number, cell morphology and cell adhesion may all 
affect the measurements of electrode impedance that is 
reflected by  on the RT-CES system. Therefore, a 
dynamic pattern of a given CI curve can indicate sophis-
ticated physiological and pathological responses of the 
living cells to a given toxic compound [7]. 

CI

Chemicals and Cell Cultures: Human glioma GH3 cell 
line (ATCC, USA) was maintained in F-12 Kaighhn’s 
(F12K) media containing 10 %  FCS, 100 g mL   

penicillin and 100 units  streptomycin. The cells 

were culture at 37  and 5 %  CO2. Beta- Estrogen 
17 acetate was purchased from Sigma-Aldrich Inc. (St 
Louis, USA). 

mL
oC

 
2.2. Experiment Method and Dynamic Growth 

with Estrogen Stimulation 
 
GH3 was plated onto 16x sensor device at density of 

well in triplicate in F12K with 10 % FBS and cul-
tured for 24 hours. Then the culture media was replaced 
with F12K without FBS. After 24 (hrs), two 

8000 

l  estro-
gen solutions with different concentrations were added 
into cell culture. The concentrations of estrogen at cul-
ture media were at range of 0.005 (nM) -1 (nM).  
Figure 2 shows that the dynamic cell proliferation re-
sponse to estrogen stimulation is dose dependant and 
increasing dose leads to increasing cell index ( ). CI
 
3. Model Development 
 
As we mentioned in the introduction, the prevention 
strategy we develop is based on the predicted human  
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Figure 2. Dynamic proliferation response of GH3 cells to 
different doses of estrogen: 0.005; 0.01; 0.05; 0.1; 0.5; 1 

[ ]. These data are measured by the real-time cell elec-
tronic sensor (RT-CES). 
nM

 
cells response to estrogen stimulation. A mathematical 
model which is able to predict this response is then 
needed. In order to build this mathematical model, we 
explore in the next section some biological insights 
which describe the estrogen transport mechanism from 
outside to inside the cell and which quantify the estrogen 
stimulative effects on cells. With biological insights, 
following the approach of [6] the model structures can 
then be determined. Experiment data from RT-CES such 
as the ones shown in Figure 2 can be used to fit the 
model parameters. 
 
3.1. Estrogen Transport and Stimulative Effects 
 
Estrogen circulates in the bloodstream and enters target 
cells by a non-energy-dependant process and the cell 
membrane provides a favourable lipid-rich environment 
for passage of estrogen by passive diffusion [15]. When 
estrogen enters a cell, it binds to high-affinity intracellu-
lar receptors (Figure 3). An estrogen receptor is a protein 
molecule found inside those cells that are targets for es-
trogen action. Estrogen receptors contain a specific site 
to which only estrogens (or closely related molecules) 
can bind [15]. The target tissues affected by estrogen 
molecules all contain estrogen receptors; other organs 
and tissues in the body do not. Therefore, when estrogen 
molecules circulate in the bloodstream and move 
throughout the body, they exert stimulative effects (cell 
proliferation) only on cells that contain estrogen recep-
tors. From this introduction, we can hypothesize that a 
mathematical modeling strategy which reflects the effect 
of the estrogen concentration on cell proliferation re-
sponse may consider two mechanisms, namely, the 
mechanism of estrogen transport into cell and the stimu-
lative mechanism of estrogen inside the cell. Mathe-
matical modeling of both mechanisms is presented next. 
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Figure 3. A schematic [16] of an estrogen target cell (breast, 
uterine, liver, etc). 
 
3.1.1. Mathematical Modeling for Estrogen Transport 

Mechanism 
The cell membrane functions as a semi-permeable barrier, 
allowing some molecules to cross it while fencing others 
outside the cell. This means that estrogen concentration 
outside the cell (refereed to as extracellular concentration 
ce) is not at immediate equilibrium with estrogen con-
centration inside the cell (refereed to as intracellular 
concentration ci) and a passive diffusion process takes 
place [15]. 

On the other hand, in a related area of pharmacokinet-
ics and pharmacodynamics where the effect of drug is of 
main interest, it was accepted that passive diffusion 
transport of a toxicant (Doxorubicin) is described by 
relating the extracellular and the intracellular concentra-
tion by the following pharmacokinetic model [17]: 

3
1 2

4

( )i
e

e

dc k c
k k c c

dt k c
  


e

i         (2) 

In this equation, the dynamics of the intracellular con-
centration are a combination of a linear diffusive com-
ponent and a saturable, carrier-mediated component 
(Michaelis-Menten like kinetics). The parameters k1, k2, 
k3, k4, are positive and constant. Due to the fact that es-
trogen enters cell by passive diffusion, we can assume 
that estrogen transport mechanism into the cell may be 
described by Equation (2). 
 
3.1.2. Mathematical Modeling for Estrogen Stimulative 

Effects 
As mentioned previously, when estrogen enters a cell, it 
binds to intracellular receptors and then starts exerting 
stimulative effects leading to cell proliferation. By ob-
serving the related experiment shown in Figure 2, we can 
conclude that the proliferation rate is proportional to es-
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trogen concentration. In addition, due to the presence of 
the receptors inside the cell, the intracellular concentra-
tion ci stimulates cell proliferation rather than the ex-
tracellular concentration. Mathematically, the propor-
tionality of the cell proliferation rate to the intracellular 
concentration of estrogen can be expressed as follows: 

( )i

dN
kN f c

dt
             (3) 

This equation is inspired from cell population dynam-
ics under toxicity effect given by [18]: 

1 2 i

dN
k N k Nc

dt
             (4) 

where N is cell population, kN is proliferation rate and 
 is cell killing rate which we replace by the func-

tion 
2 ik Nc

( )if c  in the Equation (3). The function ( )if c  

represents a term which reflects the effect of intracellular 
estrogen concentration on cell proliferation rate. 
 
3.1.3. Mathematical Modeling for Cell Proliferation 

Dynamic under Estrogen Stimulation 
As mentioned above, we aim to develop a prevention 
strategy when water is contaminated by estrogen. This 
prevention straggly is based on predicted cell prolifera-
tion response to estrogen stimulation. A mathematical 
model which reflects the extracellular concentration of 
estrogen in water and relates it to cell population dy-
namics is needed. Putting together the transport equation 
(Equation (2)) and the cell population dynamic equation 
(Equation (3)), we obtain the desired model: 

3
1 2

4

( )i e
e i

e

dc k c
k k c c

dt k c
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
 

5 ( )i

dN
k N f c

dt
                (5) 

The remaining step is to know in which manner the 
intracellular concentration affects the proliferation rate, 
i.e. how to choose the function ( )if c ? We may consider 

that this function is an unknown non-linear function. As 
a second order approximation, it is found the following 
structure is appropriate: 

2
6( ) ( 1)i i if c k c c    

where the parameter k6 must be constant and set to be po- 
sitive in order to ensure the proportionality between cell 
proliferation dynamics and the intracellular concentration 
as observed from the related experiments (Figure 2). This 
approximation is chosen after several structure search 
steps based on experiment data and we concluded that 
using this approximation provides better results than us-

ing other general functions such as 7
6( ) k

i if c k c  or 
2

6 7( )i i i 8f c k c k c k    for instance. The criterion of the 

structure search is based on the confidence intervals of 
the parameters determined from the experiment data. 
Simulation results will demonstrate the success of this 
choice. The calculation of the confidence intervals of the 
model parameters is necessary in order to have an idea 
on the quality of the estimation. The derivation of the 
confidence interval is presented in the next section. 
 
3.1.4. The Confidence Interval 
In order to have a measure of the overall quality of the 
estimation and the uncertainty associated with a specific 
estimate, one needs to calculate the confidence intervals of 
the estimated parameters. A confidence interval is a region 
around an estimated value, and the true value of the pa-
rameters will be in this region with a confidence or prob-
ability of 100 (1 )   (  is the significance level). 

Consider the model (5). Let a state vector be expressed 
as 2 1

1 2[ ] [ ]T T
iX x x c N R     and let the parame-

ters vector be expressed as 6 1
1 6[ ]k k R      . The 

model (5) may be written in a compact form as: 

3
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with the observation equation : 

( ) ( )y f X where f X N        (7) 

The confidence interval for a parameter kj is given by: 
2 2

2 2ˆ ˆ ˆ where 1 6jj jjj j jt C t C j {k k k    }       is the 

parameter index and  is the critical value which 

equal to 1.960 for a 95% confidence interval [19]. 
2t 

The variance matrix C and the standard error   are 
given by: 

2

1 2 1
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i iT i
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C J J
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

  



 

where  is the number of data points and n p  is the 

number of the parameters.  
J  is the sensitivity matrix which is given by : 

1 6
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The term 
j

X
k

  represents the sensitivities of the state to 

the parameter kj. The sensitivity matrix can be expressed by: 
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On the other hand, 

1 1

2 2

( )
j

jj j j j j j j

s sX G G X d X G G X G G

sk k X k dt k k X k k Xs

            
                       

 


 

1 1 1 1
1 1 2 1

1 2

(0)
(0) 0

j j j j

j

g g g x
s s ss

k x x k

   
     
   


j

 (10) 

2 2 2 2
2 1 2 2

1 2

(0)
(0) 0

j j j j

j j

g g g x
s s ss

k x x k

   
     
   

  (11) 

In order to calculate the sensitivities s2 j, which is nec-
essary for calculation of the sensitivity matrix J, we solve 
the system equations (Equation (5)) together with the sen-
sitivity equations (Equation (10)) and (Equation (11)). 
 
4. Results 
 
The results presented in this section demonstrate the 
ability of our proposed prevention strategy to meet the 
features mentioned in the introduction. For this purpose, 
we need to estimate the parameters of the proposed 
model (Equation (5)) from the experiments data provided 
by the RT-CES. These measurements represent cell 
population dynamics in response to different input con-
centrations of estrogen as shown in Figure 2. In our 
model identification procedure, part of these data is used 
for estimating the model parameters (for fitting) and the 
other part is compared to the predicted output of the 
proposed model for validation. The choice and the num-
ber of the data points used in the estimation procedure is 
done according to the requested biomedical scenario as 
mentioned in the introduction. 
 
4.1. Prediction of Cell Response to Estrogen 

Stimulation of Different Doses 
 
As we mentioned previously, the first feature of our 
proposed preventive strategy is the ability to predict cell 
response to different estrogen concentrations. The objec-
tive of this scenario is to validate the model developed as 
shown in Equation (5). This validation is also a demon-
stration of the first feature for the preventive strategy. 

We use three sets of data shown in Figure 2 which 
correspond to [1 0.1 0.01] ( ) estrogen concentration 
for estimating the model parameters. Using three sets of 
measurements is equivalent to using 99 data points. The 
remaining three sets of data corresponding to [0.5 0.05 
0.005] ( ) estrogen concentration are used to validate 
the model. The parameter estimation procedure results in 
the parameters values and their confidence intervals 
which are presented in Table 1. 

nM

nM

It was noticed during the parameter estimation proce-
dure that the optimizer sets the parameter k5 to zero. This 
adds to our biological insights about the process that the 

Table 1. The model estimated parameters. 

95% confidence interval lower 
bound k̂  

95% confidence interval upper 
bound 

0.00417 0.0088 0.01343 

6.16294 16.8546 27.54626 

13.90592 26.5167 39.12747 

0.00778 0.02575 0.04372 

-0.00019 0.0003 0.00079 
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Figure 4. The model (5) with the estimated parameters (Ta-
ble 1) predicts three sets of data corresponding to [0.5 0.05 
0.005] ( ) estrogen concentrations. These data were not 
used in parameter estimation procedure. This demonstrates 
the ability of the model to predict cell proliferation response 
when concentration varies. 
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Figure 5. The model (5) fits the three sets of data corre-
sponding to [1 0.1 0.01] ( ) estrogen concentration. 
These data are provided by the real-time cell electronic 
sensor RT-CES and used to estimate the model parameters 
presented in Table 1. 
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cell proliferation rate depends only on the intracellular 
concentration and not on the population variable N itself. 
This leads us to consider that the estrogen stimulation 
effect should be represented by the following model in-
stead: 

3
1 2

4

( )i e
e i

e

dc k c
k k c c

dt k c
  


 

2
6 ( i i

dN
k c c

dt
  1)            (12) 

The prediction performance of the proposed model 
using the estimated parameters in Table 1 is presented in 
Figure 4 and Figure 5. In Figure 5 the proposed model 
fits the data which is used in parameter estimation phase. 
In Figure 4 the model predicts the remaining data which 
does not participate in model fitting. These validations 
demonstrate the ability of the model to predict cell pro-
liferation response when concentration varies. 
 
4.2. Rapid Determination of Estrogen  

Concentration 
 
In this scenario, we use the model (5) with the estimated 
parameters presented in Table 1 to estimate estrogen 
concentration from short term measurements. The con-
centration is treated as an unknown parameter for the 
model and is estimated from a short period of response. 
Examples of these concentrations correspond to 0.5 
( nM ) and 0.005 ( ). nM

As shown in Figure 6, the proposed model is able to 
provide an estimation of the concentration that equals to 
0.512, which is close to the real value 0.5 ( ), within 
88 hours. Figure 7 shows that the model is also able to 
provide an estimation of the concentration that equals to 
0.047 ( nM ) within 84 hours, which is close to the real 
value 0.05 ( ). This scenario provides the second 
feature of our preventive strategy which helps in the case 
where an early determination of the concentration is 
needed. 

nM

nM

 
4.3. Future Prediction of Cell Response to  

Different Estrogen Doses Stimulation 
 

In this scenario, we identify a set of parameters for the 
model (5) using short time measurements. The objective 
is to predict the future evolutions of cell responses based 
on the initial response. The purpose of this scenario is to 
provide the third feature of the proposed prevention 
strategy which helps medical experts to decide early 
whether an alert needs to be triggered using only short 
time measurements. We refer to this model as local or 
intermediate model and it is identified on-line after col-
lecting some initial response data and then the model is 
used to predict the future evolution. This model is only 
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Figure 6. The model (5) is able to provide a close estimation 
of the concentration using short time data (up to 88 [hr]). 
The real concentration value equals to 0.5 ( nM ) and the 
estimated value equals to 0.512 ( ). nM
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Figure 7. The model (5) is able to provide a close estimation 
of the concentration using short time data (up to 84 [hr]). 
The real concentration value equals to 0.05 ( nM ) and the 
estimated value equals to 0.047 ( ). nM
 

Table 2. The model estimated parameters. 

95% confidence in-
terval lower bound k̂  

95% confidence interval 
upper bound 

0.00006 0.00732 0.01458 

6.38188 20.42131 34.46075 

14.87463 45.89356 76.91249 

0.02363 0.0334 0.04317 

-0.00002 0.00017 0.00037 

 
for prediction purpose and the values of the estimated 
parameters vary with different length of data used, also  
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Figure 8. Using only a part of history data (up to 92 [hr]); a 
set of parameters is estimation (Table 2). Using this set of 
parameters, the model (5) is able to predict the future evo-
lution. 
 
known as adaptive estimation. As an example, using 
short time data (up to 92 [hr], which is equivalent to 138 
data points) in parameter estimation procedure, we ob-
tain the parameters values and their confidence intervals 
shown in Table 2. 

Figure 8 shows that, using the set of estimated pa-
rameters presented in Table (2) for the model (5), the 
model is able to predict the future evolution of the data 
starting from  (hrs). 92t 
 
5. Discussions 
 
The strategy presented in this paper has three main fea-
tures which represent real scenarios in an early warning 
context. We have successfully achieved the objective 
through mathematical modeling and prediction based on 
data obtained from RT-CES experiments. 

The heart of our prevention strategy is the mathematical 
modeling and prediction. Therefore the success of this 
strategy depends on the quality of the used model. The 
model we developed (Equation (5)) is able to provide a 
good cross validation with several choices of ( )if c

1)i 

. 

However only the structure  pro-
vides a reasonable confidence interval as shown in Ta-
bles [1,2]. Therefore in Section 3 we pointed out that this 
approximation is chosen after several structure search 
steps and the criterion for this structure search is based 
on the confidence intervals of the parameters determined 
from the experimental data. All other terms of the model 
are derived directly from fundamental biological insights. 
More understanding of the cell stimulation mechanism 
by estrogen doses will lead to a more precise expression 
of 

2
6( ) (i if c k c c 

( )if c . However, in absence of such deep knowledge 
so far, data-based structure search is the best choice.  

6. Conclusions 
 nMCe 1
The main contribution of this work is the development of 
a prevention strategy composed of three prediction fea-
tures for water protection area. This strategy is based on 
mathematical models. Theses models are able to describe 
estrogen effects on human cell dynamic response and 
they are cross validated using data which is not used in 
the model identification phase. The calculated confi-
dence intervals of the parameters for the developed mod-
els show a good estimation quality. 

nMCe 5.0

 N
nMCe 1.0

nMCe 05.0

nMCe 01.0 The ultimate objective of our prevention strategy is to 
protect citizens as early as possible when water is con-
taminated by estrogen. This strategy is composed of 
three prediction features, namely, prediction of cell re-
sponse to different stimulations of estrogen concentration, 
early determination of estrogen concentration and pre-
diction of future evolution of cell response using short 
time measurements. 

nMCe 005.0

Time [hours] 

It is important to mention that the proposed strategy is 
not limited to the case when water is contaminated by 
estrogen. The same methodology may be adopted when 
water is contaminated with other toxins. The work pre-
sented here is our first step toward building a high per-
formance early warning system for water protection. 
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