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ABSTRACT

The performance of classic Mel-frequency cepstral coefficients (MFCC) is unsatisfactory in noisy environment with different sound sources from nature. In this paper, a classification approach of the ecological environmental sounds using the double-level energy detection (DED) was presented. The DED was used to detect the existence of the sound signals under noise conditions. In addition, MFCC features from the frames which were detected the presence of the sound signals by DED were extracted. Experimental results show that the proposed technology has better noise immunity than classic MFCC, and also outperforms time-domain energy detection (TED) and frequency-domain energy detection (FED) respectively.
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1. Introduction

The sound recognition is a fundamental problem of the sound signals processing. It has important applications in many fields like media search [1], military [2], security supervision [3] etc. Sound data contains a wealth of useful information. Through the recognition and analysis of sound, we can get lots of environmental characteristics, such as climate, geography, time, species, etc. Sound can get messages that the vision cannot capture. Moreover, the sound can be obtained anytime and anywhere, it is not limited to the light, and it is not necessary within the field of vision. The required storage space is smaller than that of the video signals. The sound data has many advantages.

In the practical application of sound, the sound sources are not clearly known, which lead to designing an appropriate sound signals detection method becomes more difficult. Energy detection does not need to know a priori knowledge of the sound signals and it is easy to implement. Therefore, the energy detection has a greater advantage in this case. The time-domain energy detection (TED) runs faster, but the detection accuracy is not well, while the frequency-domain energy detection (FED) has higher detection accuracy, but runs more slowly. So we construct the double-level energy detection (DED) by combining the respective advantage of TED and FED. Under the condition of guaranteeing certain detection accuracy, this method is simple, effective and has lower complexity than the separate use the time-domain or frequency-domain energy detection.

The Mel-Frequency Cepstral Coefficients (MFCC) is the most common feature used in many sound recognition systems [4]. The MFCC feature fully considers the characteristics of human hearing, which has a good performance in recognition. When MFCC is used to analyze the sound signals with flat-spectrum noise, the effect is not good, so the classification results of the MFCC decrease significantly in the background noise. To solve this abuse, we combine DED with MFCC. This method has a certain degree of noise immunity, and the feature vector is denoted as DED_MFCC. As the model created by SVM shows more robust, we extract the DED_MFCC to train the SVM classifier.

This paper is organized as follows. Section 2 presents the principles of DED. Section 3 introduces the feature extraction process and section 4 introduces the classification approach. In section 5, the experimental setup and the achieved results are presented. Finally, the conclusion of our work is given in section 6.

2. Double-Level Energy Detection

The energy detector is a kind of ideal signals detection tools, which can detect the existence of the sound signals in the noise environment. At present, energy detection can be divided into time-domain energy detection (TED) and frequency-domain energy detection (FED). These
two methods have their own respective strengths and weaknesses [5]. TED has the advantages including relatively simple, short running time, but disadvantage of low accuracy of the sound signal detection. Because of the discrete fast Fourier transform (FFT), FED can improve the application flexibility and accuracy of detection, but the running speed slows down.

Given the advantages and disadvantages of the two methods described above, we use TED to detect the observation sound signals firstly, if there are no sound signals being detected, indicating that the sound is the noise; otherwise, we use FED to detect the observation sound signals, if it cannot detect the sound signals, it can be concluded that the observation sound signals do not contain sound signals, on the contrary, we can determine the observation sound signals contain the sound signals. The flow of DED is illustrated in Figure 1. Under the condition of guaranteeing certain detection accuracy, this method is simple, effective and has lower complexity than the separate use the time-domain or frequency domain energy detection.

![Figure 1. Flow of DED.](image)

2.1. Time-Domain Energy Detection

The principle of time-domain energy detection [6-8] is shown in Figure 2. Where Y(n) is the observation vector, \( \sigma_n^2 \) is the noise variance, \( \lambda \) is the threshold that is set for a specific probability of false alarm (PFA). Y(n) goes through the operations of modulus square and accumulation as:

\[
T = \sum_n (Y[n])^2
\]

The judgment formula in Figure 1 is

\[
\frac{T}{\sigma_w^2} < \lambda_{H_0}
\]

if \( \frac{T}{\sigma_w^2} > \lambda \), the sound signals exist; if \( \frac{T}{\sigma_w^2} < \lambda \), the sound signals do not exist.

In Equation (2), \( H_0 \) means the sound signals do not exist, while \( H_1 \) means the observation vector contains the sound signals. So the entire detection process is the hypothesis of a binary test:

\[
Y(n) = \begin{cases} W(n) & H_0 \\ S(n) + W(n) & H_1 \end{cases}
\]

where \( n = 1, \ldots, N \), \( N \) is the number of samples.

This work uses a pre-given probability of false alarm (PFA), and the test statistic can be approximated by a Gaussian distribution:

\[
H_0: T \sim \text{Normal}(N\sigma_n^2, 2N\sigma_w^2),
H_1: T \sim \text{Normal}(N(\sigma_n^2 + \sigma_s^2), 2N(\sigma_n^2 + \sigma_s^2)^2)
\]

where \( N \) is the number of samples (detection time, its value equals to the length of the frame), \( \sigma_n^2 \) is the noise variance, \( \sigma_s^2 \) is the sound signals variance.

When the signals do not exist, through the known probability of false alarm (PFA), we can obtain the threshold of the judgment. In the case of \( H_0 \), T is in line with the Gaussian distribution, so the PFA is:

\[
PFA = P \left( \frac{T}{\sigma_w^2} > \lambda \mid H_0 \right)
\]

then

\[
Q \left( \frac{\lambda - N}{\sqrt{2N}} \right) = PFA
\]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp \left( -\frac{y^2}{2} \right) dy \).

Therefore, through the given \( N \) and \( PFA \), the threshold can be obtained by Equation (6):
\[
\lambda = N + \sqrt{2NQ^{-1}(PFA)}
\]  
(7)

It can be seen from the above analysis, for the given PFA and the noise variance, we can calculate the judgment threshold, and then we can conclude that which frame contains the sound signals by Equation (2).

2.2. Frequency-Domain Energy Detection

The principle of frequency-domain energy detection is shown in Figure 3.

Compared to the time-domain energy detection, frequency-domain energy detection firstly puts the observation vector through the FFT module to transform the time-domain signals into the frequency-domain signals. Then get the frequency-domain energy by putting the frequency domain signals through the modules of squaring and accumulating. Finally, compare the value of the frequency domain energy which is divided by noise variance with the threshold, which determines whether there are sound signals. If the probability of TED is P, when the observation signals contain the sound signals actually, the omission probability is 1-P after the comparison with the threshold. If the TED determines that there are the sound signals in the observation signals, then start FED to detect the unknown sounds.

3. Extraction of DED_MFCC

MFCC analyzes sound signals from the perspective of the human ear frequency level of the nonlinear psychological sense. It uses a nonlinear Mel-frequency scale to simulate the human auditory system. Values of the Mel-frequency scale are roughly logarithmic with the linear frequency, and more in line with the human auditory characteristics.

The calculation of MFCC parameters is based on the frequency reference of “bark” [9]. The relationship with the frequency conversion is:

\[
f_{\text{mel}} = 2595 \log_{10}(1 + \frac{f}{700})
\]

(8)

The energy detection method does not have the pre-processing of pre-emphasis. We simply divide the sound signals into frames and inter-frame without overlap, which thereby greatly enhances the efficiency of running.

In this paper, the process of DED_MFCC extraction is shown in Figure 4.

Figure 4. Extraction of DED_MFCC.

The steps of extracting DED_MFCC are as follows:
1) The input sound is divided into successive frames, 256 samples per frame, inter-frame without overlap.
2) Each frame is coupled with the Hanning window, then discard the frames without the sound signals though the TED.
3) Fast Fourier Transform is applied to the frame, then use the FED to discard the frames which is the false positives by the TED.
4) The energy spectrum generated from the FED passes through a set of the triangular Mel-scale filter bank, and the output is \( m(l), l = 1, 2, \cdots, L \). \( L \) is set to 24. The span of each triangular filter in the Mel-scale is equal, and it is set to 112Mel.
5) Take the logarithm of all of the filter output, then apply the Discrete Cosine Transform (DCT) to get a group of DED_MFCC:

\[
ded_{\text{mfcc}}(j) = \sum_{l=0}^{L} \log m(l) \cos \left( \frac{\pi}{L} (l - \frac{1}{2}) \right), 0 \leq j \leq L
\]

(9)

In this paper, we use the first 12 coefficients as DED_MFCC.

4. SVM Classification Algorithm

The support vector machine (SVM) is first proposed by Cortes and Vapnik etc. It shows many unique advantages in solving the problems of the small samples, nonlinear and high dimensional pattern recognition. SVM is built on the basis of VC dimension theory and structural risk minimization of the statistical learning theory. The basic principle is to correctly separate the two sample points in the separating hyperplane, and to maximize the minimum distance of the plus or minus class samples to the separating hyperplane.

Assume that \( \{x_1, x_2, \cdots, x_l\} \) is the training sample, \( \{y_1, y_2, \cdots, y_l\} \) is the corresponding class label. SVM finds the separating hyperplane with the largest interval by solving the following quadratic programming problem:

\[
\min_{(w, b, \xi)} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i
\]

s.t. \[
y_i[w^T x_i + b] - 1 + \xi_i \geq 0
\]

(10)

\[\xi_i \geq 0, i = 1, 2, 3, \cdots, n\]

where \( C \) is a coefficient that regulates the value between the misclassification and the robustness of the classification.
tion (width of margin).

Many linearly inseparable problems in the real world can be converted into linearly separable by mapping to high-dimensional space with the SVM kernel function [10]. At present, the most commonly used kernel functions include linear kernel, polynomial kernel, RBF kernel and sigmoid kernel. In the experiment of this paper, we use the LIBSVM package which is designed by Dr. Lin Zhiren of Taiwan University.

5. Experiments

5.1. Experimental Setup

The sounds of the ecological environment which are used in these experiments are the variety of birds singing. There is a total of 12 kinds of birds singing here including flour chicken, Zhu turtledove, Dong chicken, male thrush, blackwater chicken, hair chicken, mother partridge, mountain turtledove, water rails, white-eye, the mother pheasant, mother bamboo chicken. There are 20 samples of each kind of birds singing, of which 10 samples are used for training and 10 samples for testing, so a total of 240 sound samples. These bird singings were recorded by voice recorder in the outdoors, and the length of each sound sample is more than two seconds, the sampling rate is 44100 Hz. In this work, the signal to noise ratio (SNR) of the sounds which is used to train the SVM models is 60 dB in the training step, which is done by adding the noise at 60 dB SNR to the clear sound data. In the testing step, we use the sounds with different SNRs. The extracted features include classic MFCC, TED_MFCC (use the time-domain energy detection only), FED_MFCC (use the frequency-domain energy detection only) and DED_MFCC, and they are all 12-dimensional feature vectors. The kernel function used in SVM is RBF kernel. The PFA was set to $10^{-10}$.

5.2. Evaluation Results

In order to observe the noise immunity of the DED_MFCC feature on the ecological environment sounds classification, we use SVM to construct the classification models based on MFCC, TED_MFCC, FED_MFCC and DED_MFCC respectively. We use 30 frames of each sample for training, and 256 frames of each sample for testing. Here, the noise we add to the clear bird singing is the white Gaussian noise. The classification accuracy of the test samples corresponding to the different SNRs is shown in Table 1. The results of the experiments show that, in the case of SNR 50 dB and above, the four kinds of features do not have big difference. But with the enhancement of the noise, the MFCC has a sharp decline in the recognition rate. Compared to MFCC, TED_MFCC has an improvement up to about 25%, while FED_MFCC and DED_MFCC up to about 35%. Therefore, it can be seen from the experiments that FED_MFCC and DED_MFCC show better robustness in a noisy environment.

In order to demonstrate DED_MFCC not only has a higher recognition rate but also lower time complexity, here we study the time complexity of the feature extraction of the test samples and classification. The time complexity means the running time of the program, the unit is seconds(s). Due to using the same amount of training data, the time complexity of training the model is the same. In these experiments, the training step is the same, and we use all of the 240 samples for testing and classification. The result is the average of 10 experiments, and it is shown in Figure 5 and Figure 6. From Figure 5, we can see that the time complexity of MFCC feature extraction is higher than that of FED_MFCC, which is because FED_MFCC does not have the pre-emphasis, while MFCC needs it and MFCC extracts feature of all the frames; TED_MFCC and DED_MFCC reduce the number of FFT, so their time complexity of feature extraction is lower than that of FED_MFCC. From Figure 6, we can see that the time complexity of MFCC classification is higher than that of the others, which is because MFCC classifies all the frames, while the others only classify the frames through the time-domain or frequency-domain energy detection; the detected accuracy of the FED is higher than that of the TED, that means the number of frames detected by the FED is less than the number of frames detected by the TED, so the classification time complexity of FED_MFCC and DED_MFCC is lower than that of TED_MFCC. From Figure 5 and Figure 6, as SNR decreases, the number of the frames which are detected is also reduced. So the time complexity of feature extraction and classification is reduced too. Therefore, DED_MFCC has a lower time complexity of feature extraction and classification with the advantages of the TED_MFCC and the FED_MFCC.

In order to observe the performance of the method in the natural ambient noise, we use the sound of brook which was recorded in the outdoors instead of the white Gaussian noise. That means the clear bird singings were added with the sound of water with different SNRs. The

<p>| Table 1. classification results under the white Gaussian noise. |
|---------------------------------|----------|----------|----------|----------|----------|----------|</p>
<table>
<thead>
<tr>
<th>feature</th>
<th>60 dB</th>
<th>50 dB</th>
<th>40 dB</th>
<th>30 dB</th>
<th>20 dB</th>
<th>10 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>100.00</td>
<td>90.83</td>
<td>68.33</td>
<td>45.83</td>
<td>37.50</td>
<td>24.17</td>
</tr>
<tr>
<td>TED_MFCC</td>
<td>100.00</td>
<td>100.00</td>
<td>91.67</td>
<td>78.33</td>
<td>67.50</td>
<td>43.33</td>
</tr>
<tr>
<td>FED_MFCC</td>
<td>100.00</td>
<td>100.00</td>
<td>91.67</td>
<td>85.83</td>
<td>71.67</td>
<td>61.67</td>
</tr>
<tr>
<td>DED_MFCC</td>
<td>100.00</td>
<td>100.00</td>
<td>91.67</td>
<td>85.83</td>
<td>71.67</td>
<td>61.67</td>
</tr>
</tbody>
</table>
results are shown in Table 2. From these experiments, we can see that this method is applicable to not only the white Gaussian noise in the simulative laboratory conditions, but also the noise of the natural environment. And when the SNR is below 30 dB, the classification results are even better than those of the white Gaussian noise.

6. Conclusions and Future Work

In this paper, we present a feature extraction method of MFCC based on double level energy detector. The experimental results show that the classification result is slightly better than the classic MFCC in the case of the high SNRs; but in the case of low SNRs, this method has good robustness, and the classification accuracy has greatly improved compared with the classic MFCC. In terms of the time complexity, the proposed method combines the advantages of the time-domain energy detection and the frequency-domain energy detection, so it has lower time complexity in both the process of feature extraction and classification. In addition, it performs better in the natural ambient noise than in the Gaussian white noise. There are two disadvantages in the proposed method: first of all, the recognition rate is still less than ideal in the case of low SNRs; second, the sound of the ecological environment is limited to birds singing. In the future works, we will look for new features which have better noise immunity combined with this proposed method to improve the classification effect, and cover more kinds of ecological environmental sounds.
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