Short-Term Sinusoidal Modeling of an Oriental Music Signal by Using CQT Transform
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ABSTRACT

In this paper, we propose a method for characterizing a musical signal by extracting a set of harmonic descriptors reflecting the maximum information contained in this signal. We focus our study on a signal of oriental music characterized by its richness in tone that can be extended to 1/4 tone, taking into account the frequency and time characteristics of this type of music. To do so, the original signal is slotted and analyzed on a window of short duration. This signal is viewed as the result of a combined modulation of amplitude and frequency. For this result, we apply short-term the non-stationary sinusoidal modeling technique. In each segment, the signal is represented by a set of sinusoids characterized by their intrinsic parameters: amplitudes, frequencies and phases. The modeling approach adopted is closely related to the slot window; therefore, great importance is devoted to the study and the choice of the kind of the window and its width. It must be of variable length in order to get better results in the practical implementation of our method. For this purpose, evaluation tests were carried out by synthesizing the signal from the estimated parameters. Interesting results have been identified concerning the comparison of the synthesized signal with the original signal.
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1. Introduction

In the field of the music signal transcription, the extraction of the parameters remains of paramount importance. This transcription requires a model which best reflects the signal to be studied. In this regard, the sinusoidal analysis, based on the decomposition in Fourier series, is used from the outset, for the processing of sounds and their generation.

The sinusoidal model is very suitable for modeling harmonic signals and their superposition where their changes in frequency and amplitude are low.

The sinusoidal modeling is also the best way able to analyze and synthesize audio sounds. It is therefore an invertible representation of the sound, if all parameters are kept. However, due to variations of the characteristics of sound signals according to time, it is irrelevant to consider that the parameters of the model components are constant throughout the duration of the signal. Also to be valid even for highly variable signals, transient signals, and non-stationary signals, the sinusoidal modeling has been perfected, leading to the noisy sinusoids model [1]. The latter model is both simplest and most general to represent a musical signal where the sinusoids are characterized by a set of parameters to be estimated. For this, the method QIFFT (quadratic interpolation FFT) [2], used mainly due to its simplicity and accuracy, should be studied and improved, especially for an oriental music signal whose tonality can be up to 1/4 tone.

In our case, we will exploit the sinusoidal model to extract a set of parameters of a signal from an Arabic lute. The extracted parameters will allow us to synthesize another signal that will be compared to the original one.

The first section of this manuscript will address the basics of sinusoidal modeling, short term and long term aspects modeling. The analysis of the short term estimation and the signal parameters modeling will be discussed in third section. Section 4 presents the commented experimental results for a real music signal. The final section gives some concluding, remarks and future perspectives.

2. Sinusoidal Modeling

The sinusoidal modeling is, initially, an application of Fourier’s theorem that shows that any periodic signal can be represented by a sum of sinusoids with different frequencies and amplitudes. In the real context, the audio
signals (music in particular) are characterized by vibrations. Also this vibrating signals aspect can be effectively modeled by a sum of generalized sinusoids whose amplitudes and phases may change over the time. (Equation (1) or Equation (2))
\[ s(t) = \sum_{i=1}^{P} A_i(t) \cdot \exp\left(j\Phi_i(t)\right) \]
\[ s(t) = \sum_{i=1}^{P} A_i(t) \cos\left(\Phi_i(t)\right) \]
where:
- \( s(t) \): the signal to be analyzed,
- \( P \): number of partials,
- \( A_i(t) \): instantaneous amplitude of partial \( i \), and
- \( \Phi_i(t) \): instantaneous phase of partial \( i \).

However, in most cases where the signals are highly variable, or transitional, and also in order to take into account the non-deterministic part [1], the model of Equation (1) is insufficient, then the signal is a superposition of a quasi harmonic part followed by a noise, in order to keep and insure continuity of phase [1].
\[ s(t) = \sum_{i=1}^{P} A_i(t) \cos\left(\Phi_i(t)\right) + n(t) \]
where \( n(t) \) represents the non-deterministic residual of the signal \( s(t) \).

Certainly, the forms assigned to the partial amplitudes \( A_i(t) \) and the phases \( \Phi_i(t) \) have a very important role regarding the performance of sinusoidal modeling. This model is then characterized by a series of parameters to be estimated, and whose number depends on the expressions of \( A_i(t) \) and \( \Phi_i(t) \).

### 2.1. Short-Term Modeling

Short-term modeling is especially designed to obtain a stationary model. Indeed to validate this model, the signal to be analyzed must be slotted into small fragments where the signal parameter variations will be considered small. Then, in each segment, of duration \( T \), starting at \( t = n \cdot \Delta T \), the signal can be represented by a plurality of sinusoids of the form:
\[ S_n(t) = \sum_{i=1}^{N} S^i_n(t) \]
\[ S^i_n(t) = A^i_n \cos\left(2\pi f^i_n(t-n\Delta T) + \Phi^i_n\right) \]
for \( n\Delta T < t < n\Delta T + T \)

Non-stationary extensions of the signal can be envisaged to follow faithfully the signal variations along the viewing window that can last up to 32 ms [3].

### 2.2. Long-Term Modeling

For quasi-periodic signal sounds, correlations between the parameters of the sinusoids issued from successive frames can be exploited. Then, it is useful, and required, to consider a long-term sinusoidal model where the amplitudes and frequencies of the sinusoids change slowly and continuously over time, in order to keep and insure continuity of phase [1].
\[ s(t) = \sum_{i=1}^{P} A_k(t) \cos\left(\Phi_k(t)\right) \]
\[ \Phi_k(t) = \Phi_k(0) + 2\pi \int_0^t F_k(u) \, du \]

The parameters \( F_k \), \( A_k \) and \( \Phi_k \) the frequencies, amplitudes and phases of instantaneous partial \( P_k \) respectively, are estimated instantly using the short term model.

### 3. Short Term Analysis

The short-term sinusoidal analysis consists of two tasks: The first, consists of detecting the presence of a sinusoidal components in the analyzed signal (peaks in the Fourier spectrum). The second task is used to estimate the signal parameters (amplitude, frequency and phase).

This analysis process can be represented by the following algorithm:

For \( n = 1 \) to number of frames do

Begin

- Isolate the frame of index \( n \)
- Select the spectral peaks corresponding to the partial of signal
- Model the signal concerning each partial
- Estimate the model parameters

End

Each step of this algorithm is described below.

### 3.1. Frame Isolation

The frame isolation, known as the windows weighting, is considered to isolate a frame \( S_n(t) \) of index \( n \) and its width \( T \). To do so we take:
\[ S_n(t) = s(t) \cdot w(t-nT) \]
\[ w(t-nT) \]

\( w(t-nT) \) is a weighting window such that:
\[ w(t-nT) = 0 \text{ when } t < \left( n - \frac{1}{2} \right) T \text{ and } t > \left( n + \frac{1}{2} \right) T \]

It is of symmetrical shape so that its phase spectrum is zero. In addition to extracting a signal frame, the window weighting should allow best estimates of the model parameters assigned to that frame. The window depends strongly on the signal to be analyzed according to its temporal features and especially frequency characteristics. It is completely defined by its type (expression) and length (size).
3.2. Window Sizing

A longer window generally increases the bias, while a short window is useless in the steady state of an audio signal. Therefore the same kind of window; with the same length along the entire signal is study case to be avoided. Several solutions are possible, for example:

- A single window kind of variable frequency
- Window of the same type with variable length, or
- Windows belonging to different classes of signals.

In [4], to properly estimate the instantaneous frequency of a signal, the solution used is to select a window $W$: $w \in \{w_1, w_2, \ldots, w_m\}$ according to a criterion named Maximum Correlation Criterion (MCC).

In our approach, we choose one kind of window having variable length by using on the CQT Transform (constant Q transform), in which the temporal resolution increases with frequency. So, a large analysis window is used at low frequencies and when frequency increases, the window size will decrease.

The basic tool of the sinusoidal modeling is the short term Fourier transform (STFT) as follow:

$$S_n(t, f) = \int_{-\infty}^{\infty} s(\tau) w(\tau - t) e^{-j2\pi ft} d\tau$$  \hspace{1cm} (10)

In the case of initial STFT, $w$ is the window of fixed length: $L = \frac{N}{F_s}$, ($N$: fixed size and $F_s$ sample rate), while in the opposite case, the length of the window CQT becomes:

In the case of a time signal $s(n)$ sampled at the frequency $F_s$, The constant Q transform (CQT) can be directly determined by:

$$S_n(k) = \sum_{m=0}^{N-1} w(m, k) s(m) e^{-j2\pi mk/F_s}$$  \hspace{1cm} (11)

where $S_n(k)$ is the $k$th CQT component, and the analysis window $w(m, k)$, of the size $N_k$, depending on frequency (“bin” $k$). The frequencies corresponding to the CQT bins are geometrically spaced, related to the Oriental musical scale: So if we denote $f_{min}$ the starting frequency analysis, the other frequencies are derived from the relation: $f_k = A^k \cdot f_{min}$ With:

- $A$: ratio for the resolution 1/4 tone: $A = \frac{37}{36} = 1.027$ \hspace{1cm} [5]

For the CQT form, the ratio $Q = \frac{f_k}{\Delta f_k}$ is constant [6], where, $\Delta f_k = f_{k+1} - f_k$.

In the Oriental range we have:

$$Q = \frac{A^k \cdot f_{min}}{A^{k+1} \cdot f_{min} - A^k \cdot f_{min}} = \frac{1}{A-1} = 37.$$

And the size of the analysis window is determined by:

$$N_k = \frac{Q \cdot F_s}{f_k}.$$

3.3. Window Kind Determination

To isolate a frame $s_k(t)$ of index $k$ and width $T_k$, we use the following expression: $s_k(t) = s(t) \cdot w(t - k \cdot T_k)$. So in the frequency domain, we have:

$$S_k(f) = S(f) \ast W(f).$$

This convolution must cause the minimum possible strain on $|S(f)|$. To do so, the window $w(t)$ must largely decrease too its lobe sides and increase the selectivity of the main lobe.

The analysis window is also conditioned by the adopted model QIIFT [2] (the phase is of a quadratic term Fourier transform (STFT) as follow:

$$s(t) = \sum_{k=1}^{p} A_k(t) \cos(\Phi_k(t))$$  \hspace{1cm} (12)

where: $\Phi_k(t) = \Phi_k + \omega_k \cdot t + \frac{\psi_k}{2} \cdot t^2$.  \hspace{1cm} (13)

 Arbitrarily, the rectangular window is adopted, but, for more accuracy, the Gaussian window is considered as a reference in the literature, since it allows accurate estimation of model parameters QIIFT [2]. However, the Hann window, in addition to be of $C^\infty$ (infinitely continuous and differentiable), remains a good candidate for estimating sinusoidal parameters [7]. (See Figure 1 and Table 1). Thus it is adopted in our approach, its basic expression is:

$$w_h(t) = \begin{cases} 0.5 + 0.5 \cos\left(2\pi \frac{t}{T}\right) & \text{Pour } -\frac{T}{2} \leq t \leq \frac{T}{2} \\ 0 & \text{ elsewhere} \end{cases}$$  \hspace{1cm} (14)

3.4. Selection of Spectral Peaks and Modeling

After isolating the frame $s_k(t)$, we proceed by determining its amplitude spectrum. The selection of the spectral peak, and filtering the frame $s_k(t)$ around this peak, aims to reduce the signal to a single partial (example $k = 1$ for the fundamental signal). For music signal of an Arabic lute, the fundamental frequencies of the different basic notes, subject of study and analysis, in the first octave, are summarized in Table 2.

The filter used is a pass band having a variable cutoff frequency to track the fundamental frequency of the detected note.

Under these conditions, each partial can be represented by several models [3]. The chosen model is of the form:

$$s(t) = \exp \left( \lambda_0 + \mu_0 \cdot t \right) j \left( \frac{\Phi_0 + \omega_0 \cdot t + \frac{\psi_0}{2} \cdot t^2}{\varphi(t)} \right)$$  \hspace{1cm} (15)
This model is more realistic since it assumes that the frequency variations are combined with variations in amplitude and may best reflect the temporal evolution of a musical note. The different parameters to be estimated are:
- $\mu_0$ (amplitude modulation parameter) which is the derivative of $\lambda(t)$ (the log-amplitude).
- $\omega_0$ (pulsation), and $\psi_0$ (frequency modulation parameter) are the first and second derivatives of the instantaneous phase $\Phi(t)$ respectively.

The amplitude and phase are modeled by polynomials of degrees 1 and 2, respectively [8]. These polynomial models can be considered either as: an expansions of more complicated modulation amplitude and frequency, or as an extension of the stationary case where $\mu_0 = 0$ and $\psi_0 = 0$.

Notice that: $a_0 = \exp(\lambda_0)$ and $\Phi_0$ are the initial amplitude and the initial phase of the signal respectively.

### 3.5. Estimation of Model Parameters

After the processing case phase of Section 3, where the music signal, is reduced to Equation (15), we estimate its parameters using [9] which proposes a generalization of the reassignment method [8] based on a non-stationary model.

The frequency and time $t$ are first estimated by the method described in [10]:

$$\hat{\omega} = \omega - \text{Im} \frac{S_{\omega}(t, \omega)}{S_{\omega}(t, \omega)}$$

and

$$\hat{\tau} = \tau + \text{Re} \frac{S_{\omega}(t, \omega)}{S_{\omega}(t, \omega)}$$

Modulation parameters of the amplitude $\tilde{\mu}$ and frequency $\tilde{\psi}$ are obtained by generalizing the method proposed in [11]

$$\tilde{\mu} = \frac{\partial}{\partial t} \text{Re} \left( \log (S_{\omega}(t, \omega)) \right) = -\text{Re} \left( \frac{S_{\omega}(t, \omega)}{S_{\omega}(t, \omega)} \right)$$

and

$$\tilde{\psi} = \frac{\partial \hat{\omega}}{\partial t} = \frac{\partial \hat{\omega}}{\partial t}$$

**Figure 1. Hann, Gauss, and rectangular windows.**

**Table 1. Characteristics of the Hann window.**

<table>
<thead>
<tr>
<th>Window</th>
<th>Width of the main lobe</th>
<th>Amplitude of the side lobes</th>
<th>Side lobe attenuation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hann</td>
<td>4/N</td>
<td>−32 dB</td>
<td>−18 dB/Octave</td>
</tr>
</tbody>
</table>

N: number of samples per window.

**Table 2. Frequency notes of RAST range, first octave.**

<table>
<thead>
<tr>
<th>Note</th>
<th>Freq (Hz)</th>
<th>Code</th>
<th>Gap (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>65</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>D</td>
<td>73</td>
<td>3/4</td>
<td>6</td>
</tr>
<tr>
<td>E♭</td>
<td>79</td>
<td>3/4</td>
<td>8</td>
</tr>
<tr>
<td>F</td>
<td>87</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>G</td>
<td>98</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>A</td>
<td>110</td>
<td>3/4</td>
<td>3/4</td>
</tr>
<tr>
<td>B♭</td>
<td>120</td>
<td>3/4</td>
<td>10</td>
</tr>
<tr>
<td>C</td>
<td>131</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>
\[
\psi = \text{Im} \left( \frac{S_{\omega'}(t, \omega)}{S_{\omega}(t, \omega)} \right) - \text{Im} \left( \frac{S_{\omega'}(t, \omega)}{S_{\omega}(t, \omega)^2} \right) \quad (20)
\]

All these results are given with: \( S_{\omega}(t, \omega) \) \( S_{\omega'}(t, \omega) \): the short-term Fourier transform of the signal \( s(t) \) using the window \( \omega'(t) = \frac{d\omega(t)}{dt} \) and \( \omega'(t) = \frac{d^2\omega(t)}{dt^2} \) respectively. \( S_{\omega}(t, \omega) \) is the short-term Fourier transform of signal \( s(t) \) using the window \( \omega(t) \) weighted by the time axis: \( t\omega(t) \).

Once the parameters \( \psi \) and \( \omega \) are estimated, taking as exemple the pitch signal, the evolution of the fundamental during the time, and over a chosen window, can be extracted by a frequency demodulation processes (Equation (15)). Its expression is:

\[
\omega(t) = \omega_0 + \psi_0 t . \quad (21)
\]

This frequency demodulation technique is a good alternative to the method presented in [12] which is based on the maximum likelihood and considers the musical signal as a pseudoperiodical sound.

4. Experimental Results and Comments

The first part of the experimental results by applying the modeling technique is to extract a sinusoidal signal \( s(t) \) issued from Equation (15) and perturbed by an additive noise, with a lower \( S/N \) ration (10 dB) (Figure 2). The duration of the observation window is 23 ms, in order to remain in the context of short-term. The estimated parameters correspond to baseline signal except for \( \psi_0 \) (FM modulation term), having a negligible influence as the weighting window is short. Overall, the correct extraction of the signal \( s(t) \) demonstrates the reliability and robustness of the short term sinusoidal modeling.

Figure 3 is the result of the application of the short-term sinusoidal modeling for the extraction of the fundamental frequency (pitch) by frequency demodulation.

The signal under test has a very strong attack. This explains the presence of peaks on the curve pitch for each onset.

Figure 4 illustrates the application of our method to a real signal issued from an arabic lute. In Figure 4(a), notice the residual noise (difference between the original signal and the synthesized one), presents a high level at the note starting time (the transient state). In Figures 4(b) and (c). The spectral difference between the two signals can be clearly seen through the two spectrograms where the synthesized signal in Figure 4(a) presents a finite and limited number of partials.

5. Conclusion and Perspectives

The most convenient approach to represent a musical signal is clearly the sinusoidal modeling long term. However, its parameters are deduced by using the short term approach. The estimation of model parameters by the short-term reallocation technique leads to the determination of the pitch (to identify the note), and all needed parameters to the analysis and a good synthesis of musical sounds.

The result of the short term sinusoidal modeling is closely related to the kind of the weighting window. In this work the Hann window is the most suitable. However, the use of the other types such as sigmoid, that is largely used with proven results in image processing, can be exploited. The sinusoidal modeling method presented in this paper is based on an “open loop” strategy. As a perspective of this work, the obtained results can be enhanced and improved by introducing a cost function to be
Figure 4. Real signal analysis (origin) and signal synthesis. (a) Temporal forms; (b) Spectrogram of the original signal; (c) Spectrogram of the synthesized signal.

This leads us to consider this improvement as an optimisation problem to be solved. Since, the oriental music is well known by its richness in melody, the proposed perspective task requires more investigation and exploration. This proposal will be discussed largely in the future work.
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