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ABSTRACT

Many Text Extraction methodologies have been proposed, but none of them are suitable to be part of a real system implemented on a device with low computational resources, either because their accuracy is insufficient, or because their performance is too slow. In this sense, we propose a Text Extraction algorithm for the context of language translation of scene text images with mobile phones, which is fast and accurate at the same time. The algorithm uses very efficient computations to calculate the Principal Color Components of a previously quantized image, and decides which ones are the main foreground-background colors, after which it extracts the text in the image. We have compared our algorithm with other algorithms using commercial OCR, achieving accuracy rates more than 12% higher, and performing two times faster. Also, our methodology is more robust against common degradations, such as uneven illumination, or blurring. Thus, we developed a very attractive system to accurately separate foreground and background from scene text images, working over low computational resources devices.
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1. Introduction

Within the general problem of Pattern Recognition, Text Information Extraction (TIE) in images and video exhibit characteristics that deserve individual analyses and solutions. Traditionally, TIE was related to the analysis of scanned documents, which provided a pseudo-ideal scenario: high-resolution, minimal character shape distortion, even and adequate illumination, clear, simple and known backgrounds, minimal blur, and so on. An Optical Character Recognition (OCR) technology was developed according to these ideal scenarios, achieving high recognition rates. However, this simple application did not fulfill the users’ needs at all because scanners are slow and not portable. Moreover, the OCR technology can only process text embedded in documents, not in other objects.

The explosion of Handheld Imaging Devices (HIDs) represents an excellent opportunity to take advantage of TIE technology, and provide variety of useful solutions to the users’ needs. These devices are portable, compact, able to capture images of any text in any scenario (usually called Scene Text Images, or Natural Scenes), and experienced a Moore’s Law price reduction since they first appeared (specifically the digital cameras, either standalone or embedded into mobile phones or PDAs).

Sign recognition and translation for travelers, automatic license plate recognition for law enforcement, driver assistance systems, assistance for visually impaired persons, or autonomous vehicle navigation represent just a small set of the wide range of possibilities of this new area. However, the new TIE scenario that HIDs bring is far from being at the maturity level of OCR technology. The resolution is lower than in scanned documents, the surface of the object on which the text is embedded is arbitrary, the text can be distorted, the illumination is very difficult to control, and the background is often complex. Therefore, commercial OCRs present very low recognition rates on this kind of images, requiring preprocessing to improve performance, delimitating the text areas (text localization), and separating foreground from background (text binarization). These steps are usually very computationally expensive, so their implementation on HIDs is often unfeasible. On the other hand, those methods which are computationally efficient are not robust enough to cope with “real world” degradations, such as uneven illuminations, or lighting reflections.

In this paper, we propose a simple, fast, and accurate algorithm to separate foreground and background in text detected within natural scene images, so it can be im-
p intellected as a part of an accurate, successful, and useful TIE system into these low computational devices. Instead of using just monochromatic information as in well-known fast algorithms, we use all the color information to ensure robustness against “real world” degradations. This adds complexity to the system, so we will use simple computations to perform the segmentation, in order to minimize the processing time. First, the color image is quantized to reduce the number of colors. Then, the Principal Color Components in the image are isolated, and from them, the foreground and background colors are separated based on the number of occurrences of each component, and the distance between them.

In Section 2, we introduce the general TIE system, with the main challenges with which it has to cope, its working scenario, and the different steps involved. After that, the text extraction step is explored in detail, and the different Text Extraction algorithms are introduced. In Sections 3 and 4, we describe and verify our algorithm, whose results are described and analyzed in Section 5. Finally, we summarize the contents of the paper, and discuss the convenience of our proposal, and our future research direction in Section 6.

2. Background

2.1. Overall TIE System Working Scenario

In this section, we will summarize the main background ideas related with the Text Information Extraction area [1-3]. Since the beginning of TIE research, there have been many proposals for specific applications. Due to the enormity of the challenges such as layout complexity, noise, distortions etc., no general system has been proposed so far capable of handling all the possible situations. The main factors of a TIE system are text characteristics, image scenario, and uneven image effects. Their importance depend on specific application of the system: if the goal of the system is to process scanned images from text documents, we will find that most of those challenges become insignificant, while if the goal is to process any picture that contains a scene text, most of them will be critical.

The images for which a TIE system can be divided into two major groups: traditional documents (subdivided into gray scale documents, or multicolor documents), and multi-context images (subdivided into superimposed text images, or scene text images). In this regard, gray-scale documents are less challenging, followed by multicolor documents, and superimposed text images. Scene text images are, by far, the most complex among the four.

A TIE system receives a still image or a sequence of images as an input, which can either contain text or not within them. The overall steps for the TIE system to recognize a text in an image or a video clip are:

- Text Detection: Determination of the presence of text.
- Text Localization: Determination of the location of the text.
- Text Tracking: In sequences of images, determination of the coherence of the text between frames, to reduce the processing time by not applying all the steps to every frame, and to maintain the integrity of position across adjacent frames.
- Text Extraction: Binarization of the image by separating the text components (foreground) from the background.
- Text Enhancement: Increasing of the quality of the binary image, mainly by increasing its resolution and reducing the noise.
- Text Recognition (OCR): Transformation of the binary text image into plain text using an Optical Character Recognition Engine.

Each step may include a pre-processing, and a post-processing part, to increase its overall accuracy. Depending on the application and its requirements, the TIE system will involve all the steps above, or a subset of them. Particularly, the text localization is one of the important steps for the TIE, especially the text extraction so that we have developed a new simple and fast text localization method [4].

2.2. Text Localization Developed for This Purpose

In Text Localization, high speed and locating the important text in the image are the most important things [4]. Many text localization methods have been proposed so far but none of them can be implemented in real scene text translation system by taking images using mobile phones. Images are generally stored in JPEG format because a mobile phone doesn’t have much memory space. Thus, we have developed and proposed a new simple and efficient text localization method. The two expectations on the text localization method we proposed are the images are stored in JPEG format and the important text in the image is centered. A DCT block which contains characters present high frequency components both in horizontal and vertical directions for locating the text because of the variations in foreground and background.

The text localization algorithm is simple and affordable for the images taken from mobile phones. This algorithm shows high accuracy rates in different conditions and it can be implemented on devices with low computational performance.

2.3. Concept of Text Extraction

Text Extraction which also called Text Binarization is the part of the TIE system where, given an input text image, the background and the foreground are separated,
and a binary image is produced as the output. We will assume, without lack of generality, that the input text image contains a precisely localized text, although certain imprecision in the localization are also acceptable. The text extraction step is an essential part of every TIE system, as it will determine the accuracy of the text recognition step, depending on the quality of the foreground-background separation. In order to perform this separation, all of the text image characteristics can be used, such as color differences, character position, character shape, layout, and so on.

In general, text extraction methods use the colors of the foreground and the background as the main information source to separate them. That is, they divide the color space in groups, and each of them is classified as foreground or background, so are the pixels which contain those colors. The first generation of text extraction methodologies performed the segmentation using grayscale images, assuming that the backgrounds were clean, and the degradations on the image were small enough not to be considered. Nevertheless, this is not the case for natural scenes, so soon new algorithms were developed, using the color information of the text pictures, allowing the possibility of dealing with more complex situations. Currently, text extraction methods can be classified into two main groups: Threshold-based, and Group-based. Thresholds based methods are calculated in order to classify the different colors as foreground, or as background. They can be sub-classified into three groups: Histogram-based, Adaptive or Local, and Entropy-based [5-14]. Group-based methodologies group pixels together according to certain criteria. Based on how the pixels are classified, they can be divided in three major groups: Region-based, Clustering-based and Learning-based [15-30].

3. Description of Proposed Methodology

Our algorithm has been designed as the text extraction part of a system for English to Spanish translation of the text present on signboard images, implemented on a mobile phone [31]. Our focus was to develop an accurate and efficient methodology. On the one hand, the method has to be accurate enough in order to ensure the usefulness of the TIE systems which utilize it as a part of them: in other words, the text extraction part should not be a major source of errors for the system. On the other hand, the method has to be efficient, so it could be implemented in any system over low computational resources devices: specifically, efficiency is critical when dealing with applications when is needed to give results instantly to the user, such as text images translation (our case), or text images to speech applications.

The algorithm assumes that there exists a reduced set of colors of the image’s pixels, called Principal Components. Due to the contrast necessary for text images between text and background to ensure readability, all the Principal Components can be classified either as foreground, or as background, with one of the components as the centroid of the Principal Components Group. However, since the image can be degraded in various ways, each pixel color will be distorted in more or less grade, and converted on a different color. By knowing these components, the system will be capable of recovering the original value of each pixel, and then, segment the image.

Although the most efficient text extraction algorithms use grayscale or monochromatic images to perform the separation, we decided to use the information of the whole RGB color space because of the accuracy benefits that it implies. However, this decision causes the problem to be much more complex, so the algorithm’s computations were designed to be as simple as possible, to maintain the processing time as low as possible. First of all, the color space is reduced from a 24 bit \(2^{24}\) colors), to a 12 bit \(2^{12}\) colors) representation, to reduce the complexity of the problem, from which just the colors with a large number of appearances will be further considered. Then, to take into account possible distortions, the number of occurrences of each color is calculated as its own occurrences, plus the occurrences of its neighbors. Using that information, the technique isolates the Principal Components, decides the centroid of each Principal Components Group, and classifies each pixel either as foreground, or as background.

3.1. Notation

Equations (1) and (2) represent a digital image using the RGB (Red, Green, Blue) color space using a 3D matrix:

\[
f(x,y) = \{ f_{m}(x,y) \} | m \in \{ R, G, B \}, \]

\[
x \in \{ 0, \ldots, M - 1 \}, y \in \{ 0, \ldots, N - 1 \}\]

\[
f_{m}(x,y) = \begin{bmatrix}
 f(0,0) & f(0,1) & \cdots & f(0,N-1) \\
 f(1,0) & f(1,1) & \cdots & f(1,N-1) \\
 \vdots & \vdots & \ddots & \vdots \\
 f(M-1,0) & \cdots & \cdots & f(M-1,N-1)
\end{bmatrix}, \quad (2)
\]

where \( f_{m}(x,y) \) is a representation of the intensity of the color component \(m\) on the image. Therefore, the color of a pixel \((x,y)\) will be a vector composed by the pixel’s color component on each color space:

\[
f(x,y) = [ f_{R}(x,y), f_{G}(x,y), f_{B}(x,y) ] \]

Attending to this notation, the digital image \(f(x,y)\) contains \(M \times N\) pixels. Each pixel’s color is represented...
by a combination of three intensity values in three different color components \((R, G, B)\), where a high intensity of a particular component stands for a high importance of that component in the pixel’s color. Since the number of intensity levels is \(L\), and the number of color components is three, the total number of possible colors in the image will be \(L^3\).

### 3.2. Text Extraction

#### 3.2.1. Color Reduction

Considering an ideal case, the text image just contains two colors (foreground and background colors), so it is easy to binarize. Nevertheless, in the case that we are considering, the number of colors is much larger because of the various difficulties. We can model the image as a combination of several principal colors, and their distortions, caused by blurring effects, uneven illumination, lightening reflections, and so on. Those principal components can be classified either as part of the foreground or as part of the background, and the image can be binarized.

First of all, in order to save computational time, we reduce the number of colors by performing a color quantization of the image. Given the image \(f(x, y)\), each intensity component \(f_m(x, y)\) is quantized from its \(L\) original levels to \(D\) levels \((D < L)\), so the number of colors is reduced from \(L^3\) to \(D^3\). In our real implementation, the original images are represented with \(L = 28\) levels (8 bits per RGB channel), and we quantize them into \(D = 2^4\) levels (4 bits per channel). Following with the general notation, the quantization step is:

\[
\Delta = \frac{L}{D}
\]

And the quantized image and its quantized components are defined as in (4) and (5).

\[
\hat{f}(x, y) = \{\hat{f}_m(x, y) \mid m \in \{R, G, B\}\}
\]

\[
x \in \{0, \ldots, M-1\}, \ y \in \{0, \ldots, N-1\}
\]

\[
\hat{f}_m(x, y) = \Delta \left(\frac{1}{2} + \frac{f_m(x, y)}{L}\right)
\]

\[
\hat{f}_m(x, y) = \Delta \left(\frac{1}{2} + \hat{f}_m(x, y)\right)
\]

where \(f_m(x, y) \in \{0, \ldots, D-1\}\).

However, our goal is not to give a representation of the quantized image, but to cluster each pixel into a group. Figure 1 shows a graphical example for the quantization of the red and green components of different \((x, y)\) pixels (represented by circles).

#### 3.2.2. Principal Color Extraction

Each pixel \((x, y)\) will be clustered into a group \(C'_{rgb}\), depending on its level:

\[
C'_{rgb} = \{(x, y) \mid f(x, y) = (r, g, b)\}
\]

where \(r, g, b = \{0, \ldots, D-1\}\).

From which we take into account (to reduce further computational complexity) the clusters whose number of elements (pixels) is larger than the number of pixels of the image divided by the number of groups \(C'_{rgb}\) in (8) that contain at least one pixel:

\[
C_{rgb} = \left\{C'_{rgb} \mid \max \left\{ \left| C'_{rgb} \right| \left| C'_{rgb} \right| \geq 1 \right\} \leq \frac{M \cdot N}{\left\lfloor C'_{rgb} \right\rfloor} \right\}
\]

At this point, we will extract the Principal Color Components of the image. Each component contains one main color group, and its neighbors, which represent the distortions on the principal color of the component. The neighborhood of a color contains the color groups whose distance from the considered color is less than or equal to one using the Chebyshev distance. Figure 2 shows the neighborhood (grey) of a cell (black), even though we consider the black cell as a part of its neighborhood. Therefore, the neighbors of the black cell are those located within a maximum Chebyshev distance of 1.

\[
N_{rgb} = \left\{C_{rgb} \mid \max \left\{ \left| f_{rgb} - f_{rgb} \right|, \left| f_{rgb} - f_{rgb} \right| \leq 1 \right\} \leq 1 \right\}
\]

\[
\forall i, j \in \{0, \ldots, C_{rgb} - 1\}
\]
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Figure 2. The neighborhood (grey) of a cell (black) within a maximum Chebyshev distance of 1.

\[ N_{rgb} = \{ N_{i,r,g,b} \mid i \in 0, \ldots, |C_{rgb}| - 1 \} \]  

(10)

Using the definition of the neighborhood of a group, we define the importance of a color as the number of pixels which can be considered as formed by it:

\[ p(C_{i,r,g,b}) = \{ N_{i,r,g,b} \mid i \in 0, \ldots, |C_{rgb}| - 1 \} \]  

(11)

By knowing the number of occurrences of each color on the image, we can decide which ones are the principals, that is, the most frequent ones. The following algorithm shows how the principal components are extracted.

Initially, both the group of Principal Color Components \( P_{rgb} \) and the group of colors which cannot be considered to be Principal Color Components \( E_{rgb} \) are empty. In each iteration \( n \), the largest element of \( C_{rgb} \) not belonging to \( P_{rgb} \) is included on \( P_{rgb} \) (as its \( n \)th component) and excluded along with its neighbors from \( E_{rgb} \) for future selections, by including them in \( E_{rgb} \) (as its \( n \)th component \( E_{rgb} \)). By doing this, we choose the Principal Color Components \( P_{rgb} \) as the union of the most important colors on each iteration \( \{ P_{rgb} \} \), excluding those which can be considered as distortions of Principal Color Components \( \{ E_{rgb} \} \).

\[ P_{rgb} = \emptyset \]

while \( \bigcup_{i=0}^{n} E_{rgb} \neq C_{rgb} \)

\[ E_{rgb} = \emptyset, P_{rgb} = C_{i,r,g,b} \mid p(C_{i,r,g,b}) > p(C_{j,r,g,b}) \]

\[ \forall C_{i,r,g,b} \in C_{rgb} - \bigcup_{i=0}^{n} E_{rgb} \]

\[ n = 0, P_{rgb} = C_{i,r,g,b} \mid p(C_{i,r,g,b}) > p(C_{j,r,g,b}) \]

\[ \forall C_{i,r,g,b} \in C_{rgb} - \bigcup_{i=0}^{n} E_{rgb}, n = n + 1 \]

where \( E_{rgb} = \bigcup_{i=0}^{n} E_{rgb} \) and \( P_{rgb} = \bigcup_{i=0}^{n} P_{rgb} \).

Figure 3 shows an example for the extraction of the Principal Color Components (circles) and their respective neighborhoods (polygons) in a two dimensional color space, where each cell represents a color. The darker gray level of a cell is the larger amount of pixels belonging to it, so that the more important Component is the brown one, followed by the green one, and finally, the yellow one. The white color on a cell represents the absence of pixels belonging to it.

3.2.3. Text Binarization

We separate the foreground and the background by using the contrast between colors, and the importance of those colors in the image, represented by the number of pixels that belong to each color group.

In order to measure the contrast, we calculate the Euclidean distance (widely used in Text Extraction) between each pair \( (i, j) \) of groups of \( P_{rgb} \) as shown in (13):

\[ d_e(P_{i,r,g,b}, P_{j,r,g,b}) = \sqrt{(g_i - g_j)^2 + (b_i - b_j)^2} \]  

(13)

where \( i, j \in \{0, \ldots, |C_{rgb}| - 1\}, i \neq j \).

Also, the importance of each color group is calculated as the number of pixels of the group \( p(C_{i,r,g,b}) \) as in (11). We assume that, even if several colors can form the foreground and the background, it is possible to select two of them as the main ones and the rest of them can be classified as variations of one of them (the most similar one). The foreground-background couple of main color groups will be those which maximize the combination of both contrast and color importance, represented by the Foreground-Background Centroid function:

\[ C(P_{i,r,g,b}, P_{j,r,g,b}) = d_e(P_{i,r,g,b}, P_{j,r,g,b}) \cdot \left( p(P_{i,r,g,b}) + p(P_{j,r,g,b}) \right) \]  

(14)
we decide for every group in \( \left\{ C^r_{p,r}, C^g_{p,g}, C^b_{p,b} \right\} \geq 1 \) that it belongs to the background if it is closer (Euclidean distance) to the main background group, and vice versa. After this decision, the foreground and the background will be separated, and the image can be binarized.

4. Verification of the Methodology

Our goal was to develop a new methodology suitable for its implementation under architectures with limited computational resources, reliable enough to handle the more common degradations present in natural scene images, and fast enough to work in a reasonably small time period. We developed an algorithm that can be classified both on the Histogram-based and on the Clustering-based ones. On the one hand, Histogram-based algorithm always construct one or several histograms (one for each color component), seeking for peaks on them (dominant colors), and defining thresholds on the valleys between peaks (modes). In this regard, we build a 3-D histogram and enhance the most frequent colors as well the number and location of the “peaks”. On the other hand, the localization of these modes (Principal Color Components) is performed by iteratively clustering the different candidates into larger groups, until reaching the real number of important colors in the image.

4.1. Gray-Level Versus RGB Space

First of all, we decided to use all the color information of the image, on the contrary of other approaches, which just use gray-scale images or each channel independently although the color channels are usually correlated, as in the RGB space. It is easy to demonstrate that by just using the luminance component of the image it is more difficult to separate foreground and background, or even impossible. Consider the usual transformation from any RGB color representation to its equivalent Luminance component:

\[
Y = 0.3R + 0.59G + 0.11B
\]  

(15)

As any linear equation with more than one unknown element, Equation (15) has infinite solutions; for every Y value, there can be several possible RGB combinations which produce it. If we constrain the RGB color space to a 24 bits representation (that is, 8 bits per channel), there are several possible combinations of RGB values which produce the same or closer Y values as shown in Figure 4. In other words, although the foreground and the background can be very different in color image, the Luminance transformation introduces distortion on the original image, making the segmentation more difficult, and even impossible. Thus, we decided to use the whole color information.

4.2. Image Quantization

Images usually contain a big amount of redundant color information, in order to enhance the quality of the human visual perception. Nevertheless, most of this information is not useful for the purpose of text extraction, and it just increases the processing time of the text extraction algorithms. The best solution seems to be a color quantization of each RGB color channel as we proposed in (5), especially if we choose D as a power of 2, since the quantization operation can be done by a simple bit dropping operation. Figure 5 is an example of the difference between the original images, and the quantized ones. The quantization does not cause major differences between the images, so it does not cause any problem on the further Text Extraction.

4.3. 3-D Color Histogram

At a glance, histogram-based binarization algorithms are the most suited to work on our target devices (mobile phones) since they are very simple, fast, and quite reliable under controlled degradation conditions, but they often fail when implemented to deal with “real world” images. Also, they usually miss important information on the image, not only because they just process gray-scale images, but because they treat each color channel independently, as if they were not correlated. In order obtain uncorrelated color components, some authors apply the Fisher Discriminant Analysis to the image before constructing the histogram of each channel [32], but this process becomes computationally prohibitive on our devices. Instead, our algorithm uses the idea of building a 3-D histogram [33-35], looking for the peaks by erasing the less-frequent colors for simplicity as in (8), and enhancing the most suited candidates depending on the importance of its neighbors as in (11).

4.4. Principal Components Extraction

Text and background are supposed to follow certain color
patterns, which we use to perform the binarization, although minimizing the importance of the assumptions made, for the system versatility. For example, texts are designed to be readable, so the contrast between the text and the background is high in general. Also, to ensure the readability, the foreground-background contrast exists even in the case of complex backgrounds. In an almost ideal case, there are just two colors on the image, and slight variations of them caused by small degradations. These two colors in the image would be the most common ones, so it would be easy to find, and separate the foreground and the background. However, not only the “real world” distortions are bigger than in this ideal case, but also the texts and the background can be designed with several colors. For these reasons, any assumption about the number of colors present on the image before knowing its nature just reduces the versatility of the technique. Our algorithm takes advantage of the aforementioned patterns, extracting the most important colors without making any assumptions on its number, ensuring the flexibility against a wide range of different situations. Other conventional classification schemes, such as k-means, fuzzy c-means, GMM, need to perform iterative algorithms involving complex statistical group calculations, and therefore they are computationally expensive to implement on mobile phones. On the contrary, our classification algorithm in (12) is simple enough to be implemented on these devices, without lack of the quality of the binarized results, as it will be seen in the Section 5.

4.5. Foreground-Background Centroid Function

Using the set of Principal Components, we have to binarize the image. We select one Principal Component as the centroid of the text group, and another one as the centroid of the background group, based on the Foreground-Background Centroid Function as in (14), maximizing the combination of contrast, and color frequency. In general, although the image can consist of several components, two of them will be the more frequent ones, corresponding with the foreground and background main colors. Also, as the foreground-background contrast is supposed to be high, the distance between these components should be high. So by maximizing a combination of both frequency and distance, the main foreground and background colors will be efficiently extracted.

4.6. Color Distance Selection

Although there exist many possible distances to measure the contrast between colors, the more widely used on Text Extraction are: Manhattan distance as (16), Euclidean distance as (17), Cosine distance as (18) or any combination of them.

\[
d_m(a, b) = \sum_{i=1}^{n} |a_i - b_i| \quad (16)
\]

\[
d_e(a, b) = \left( \sum_{i=1}^{n} (a_i - b_i)^2 \right)^{1/2} \quad (17)
\]

\[
d_{cos}(a, b) = \frac{\sum_{i=1}^{n} a_i \cdot b_i}{\left( \sum_{i=1}^{n} a_i^2 \right)^{1/2} \left( \sum_{i=1}^{n} b_i^2 \right)^{1/2}} \quad (18)
\]

where \( a = \{a_1, a_2, a_3, \ldots, a_n\} \) and \( b = \{b_1, b_2, b_3, \ldots, b_n\} \) are two general n-dimensional vectors.

Generally speaking, the Euclidean distance was the most robust one in our experiments, although the Manhattan distance showed similar results. The Manhattan distance has the advantage of its simplicity so that it requires less computing time. On the other hand, the Cosine distance shows less robustness than the others because of lacks of the difference measures between color intensity, although it gives a good measure of the hue difference of the colors which is robust against uneven lighting effects. However, a combination of the Cosine distance with the Euclidean or the Manhattan distance could improve the accuracy of the algorithm with measuring hue and color intensity at the same time. Nevertheless, this is not the aim of this paper, and we leave it for future improvements.

5. Experimental Results

Giving an objective measurement of the performance of any TIE system is a very complex task, mainly because of its strong dependence on the selected set of images with which the system has to work. A more realistic measure can be given by implementing another well-known binarization algorithm, and comparing both results. In our case, we have chosen Otsu’s binarization algorithm, since it performs quite good in a very short amount of time, so it could be considered as a candidate for the Text Extraction step in devices with low computational resources. Also, since it is one of the most referenced algorithms in the literature, there exist implementations available in several programming languages.

The binarization results of both algorithms were recognized using a commercial OCR program (Hacking Tesseract 2.0), using the standard measures, Precision and Recall [36], to compare them:
Precission = \frac{\text{Correctly Recognized Characters}}{\text{Totally Recognized Characters}}

Recall = \frac{\text{Correctly Detected Characters}}{\text{Total Characters}}

In order to compare the two methodologies in terms of accuracy and processing time, we have programmed our algorithm using Matlab 7.6.9 (R2008a) on a Pentium 4 PC (CPU 3.8 GHz), and used Matlab’s implementation of Otsu’s algorithm. At the same time, we have built two different databases: one consisting on 83 text images (1008 characters in total), and other containing 302 characters. The first one measures the performance of the algorithm working globally in the text image, while the second one measures the performance in ideal “character splitting” situations, that is, an ideal local binarization. We avoided, on the first data base images, that could be very challenging for the OCR engine even under ideal binarization conditions, such as those containing very small, or artistic fonts.

The result in Tables 1 and 2 shows that our algorithm performs better that Otsu’s, both as a global and as a local algorithm. Roughly speaking, our algorithm’s accuracy is about 12% higher than Otsu’s with the first database (text images), and about 15% with the second one (individual characters). By analyzing carefully the binarized images, it is clear as well that our algorithm performs better than Otsu’s when dealing with blurring images, uneven illuminations, and foreground-background colors which produce similar gray levels, which could explain the accuracy differences. Also, we have measured the processing times of both methods with the first database (text images). On this experiment, our algorithm performs about two times faster than Otsu’s, with which we demonstrate that not only our algorithm is more accurate, but also faster. In Table 3, our algorithm is compared with different other algorithms and we achieved good success rate than other algorithms.

Figure 6 presents the comparison of the binarization results between our algorithm and the Otsu’s algorithm with four challenging images such as low contrast, distance variation, uneven illumination and light reflections. Nevertheless, there are various degradations with which our algorithm cannot cope, such as strong light reflections, and severe blurring and uneven illuminations, among others as in Figures 7 and 8.

However, this kind of situations has not been completely solved by any text extraction algorithms regardless on their complexity. Thus, it cannot be considered a major problem of our methodology.

### 6. Summary and Conclusions

In this paper, we have proposed a simple, fast, and accurate Text Extraction system to fit devices with low computational resources. Specifically, our algorithm has been developed on the context of language translation of scene text images on mobile phones. As it is known, these images suffer of multiple degradations, such as uneven illumination, reflections, blur, and so on, which cannot be handled by the existing simple algorithms. On the other hand, more complex algorithms can cope with some of these degradations, but they need unaffordable processing times on our scope. For these reasons, we developed a non-expensive algorithm which, for one part, provides accuracy higher than the existing simple algorithms, and

---

**Table 1. Performance comparison with the first database.**

<table>
<thead>
<tr>
<th></th>
<th>Otsu</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>77.6%</td>
<td>89.08%</td>
</tr>
<tr>
<td>Recall</td>
<td>67.36%</td>
<td>80.15%</td>
</tr>
<tr>
<td>Average processing time</td>
<td>0.13 seconds</td>
<td>0.064 seconds</td>
</tr>
</tbody>
</table>

**Table 2. Performance comparison with the second database.**

<table>
<thead>
<tr>
<th></th>
<th>Otsu</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>61.65%</td>
<td>77.94%</td>
</tr>
<tr>
<td>Recall</td>
<td>54.3%</td>
<td>70.20%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No of images</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Messalodi [7]</td>
<td>100 gray scale images of covers</td>
<td>54% precision, 91.2% recall</td>
</tr>
<tr>
<td>Otsu [5]</td>
<td>Experiment on gray level images of different sizes</td>
<td>77.6% precision, 67.36% recall</td>
</tr>
<tr>
<td>Gillavata [12]</td>
<td>175 images of various types with and without text</td>
<td>84.94% precision</td>
</tr>
<tr>
<td>Kim [37]</td>
<td>50 true color images</td>
<td>124 text lines, 107(86%) detected</td>
</tr>
<tr>
<td>Lee [38]</td>
<td>191 gray scale images</td>
<td>2096 characters, 1916 segmented correctly, 181 errors occurred</td>
</tr>
<tr>
<td>Proposed algorithm</td>
<td>83 text images</td>
<td>89.08% precision, 80.15% recall</td>
</tr>
</tbody>
</table>

Figure 6. Comparison of the binarization results of our algorithm (2) with the Otsu’s algorithm results (3) with 4 challenging images: low contrast (1-a), uneven illumination (1-b, 1-c), light reflections (1-d).
for the other, performs even faster than them.

Even though using just the luminance component could accelerate the Text Extraction process, our algorithm uses all the color information of the image in order to perform the binarization, since it improves significantly the robustness of the system. Nevertheless, processing all this information adds a considerable complexity to our problem, so each step utilizes very simple computations to ensure that the quickness of the methodology is not compromised. First, taking into account that images contain a lot of redundant information which is not important for the text extraction, we quantize the image to reduce the colors from 24 to 12 bits. Then, we extract the Principal Color Components of the image from those colors with a larger number of occurrences. Second, since the texts are supposed to be readable, and mainly made up by two colors, we select to be the foreground-background main colors those components which maximize a combination of contrast and number of occurrences. Finally, the image is binarized, by clustering each pixel into its closer group, foreground or background.

We have compared our algorithm with the Otsu’s one, one of the most well-known on the Text Extraction field, which can be considered as a candidate to be implemented on low computational resources devices, because of its simplicity, fast performance, and reasonably high accuracy on the most common situations. In the experimental results, our algorithm shows a 10% higher accuracy than Otsu’s, and performs about two times faster. A detailed analysis of the results show the robustness of our algorithm against common degradations that cause to fail Otsu’s, mainly uneven illuminations, blurring, and coincidence of different foreground-background colors in the gray scale domain.

Therefore, our algorithm is very appropriate for its implementation on devices with low computational resources. In addition, it works in a very short amount of time, so this shortage of computational resources is not a major problem. Furthermore, it shows high accuracy rates, which ensures its usefulness and its viability. Thus, the algorithm is already prepared to be part of a real TIE system as the one on which we based our efforts: a language translator of scene text on a mobile phone. Nevertheless, we will continue our research by trying to improve the accuracy of our methodology with non-expensive techniques, focusing on: using spatial information of the colors and their density on different areas, experimenting intensively with different distances to measure the contrast between colors, and finding an even better combination of color contrast and color importance on the Foreground-Background Centroid function, to separate the Foreground-Background Principal Components.
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