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Abstract

The increasing use of digital video everyday in a multitude of electronic devices, including mobile phones, tablets and laptops, poses the need for quick development of cross-platform video software. However current approaches to this direction usually require a long learning curve, and their development lacks standardization. This results in software components that are difficult to reuse, and hard to maintain or extend. In order to overcome such issues, we propose a novel object-oriented framework for efficient development of software systems for video analysis. It consists of a set of four abstract components, suitable for the implementation of independent plug-in modules for video acquisition, preprocessing, analysis and output handling. The extensibility of each module can be facilitated by sub-modules specifying additional functionalities. This architecture enables quick responses to changes and re-configurability; thus conforming to the requirements of agile software development practices. Considering the need for platform independency, the proposed Java Video Analysis (JVA) framework is implemented in Java. It is publicly available through the web as open-access software, supported by a growing collection of implemented modules. Its efficiency is empirically validated for the development of a representative video analysis system.
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1. Introduction

Video analysis aims to the extraction of useful information from video streams for the purpose of a variety of
applications such as scene, object or event recognition [1], and video summarization [2]. Considering that digital video is becoming more and more a part of our everyday life through portable devices such as mobile phones, tablets and laptops, the interest in video analysis systems is growing both in the market and in the research landscape. Indicatively Figure 1 illustrates the (almost linear) increase of the number of scientific publications on video analysis in the last decade.

Developing video analysis systems is usually a demanding task not only in terms of computational complexity but also in terms of developer’s specialization, requiring both knowledge of dedicated application programming interfaces (APIs) and elements of theoretical concepts mainly from the sphere of digital signal processing and data mining. Most of the current approaches to the development of video analysis software focus on specific application domains, and result in system components that are hardly generalizable, maintainable and extensible. Considering also the diversity of the video-enabled electronic devices the need for a platform-independent software development framework for video analysis is posed.

A variety of frameworks have been proposed to describe in a general way video analysis methodologies implemented in software. These include a modular video analysis framework for feature extraction and video segmentation [4], a framework for object retrieval and mining [5], and several domain-specific frameworks, many of which address biomedical [6] and security applications [7]-[9]. However, the focus of these frameworks is on methodological issues of video analysis, rather than on software construction issues.

Graphical frameworks have been proposed for the quick development of image analysis (or image mining) systems. The IMage MIining (IMMI) plugin of the Rapidminer software [10] implements such a framework enabling the assembly of pipelines for image analysis using icons that are dragged and dropped into a graphical environment. This high-level programming approach enables quick implementation of applications; however, its capabilities are constrained by the provided templates and specific libraries. A similar framework, called B-Image, also based on Rapidminer, is available as a commercial product [11].

Several software libraries for computer vision, image/video processing and analysis are also available and can be used for the development of video analysis software. These include OpenCV [12], JavaCV [13], and BoofCV [14], and FFmpeg [15] with its Java wrapper Xuggler [16]. These programming tools provide rich APIs enabling management acquisition, processing, and delivery of media data; however, they cannot be considered as software development frameworks, since they address mainly the low-level implementation aspects of these processes rather than structural and integration aspects of a whole video analysis system.

A software development framework can be considered as a set of prefabricated software building blocks that programmers can use, extend, or customize for specific computing solutions [17]. An object-oriented approach to framework design provides modularity, reusability, extensibility and inversion of control, i.e., it enables canonical application processing steps to be customized by event handling objects that are invoked via the framework’s reactive dispatching mechanism. Such a design typically includes a collection of classes providing an abstraction that can be used to describe a whole family of problems.

A framework for development of multimedia software systems is the Java Media Framework (JMF) [18]. JMF was released in the nineties, and for a long time it was considered as a standard for the development of

![Figure 1. Number of scientific publications on “video analysis” per year in the last decade, based on the results retrieved with Scopus literature search engine on April 2014 [3]. The dashed line represents the respective linear trend.](image-url)
multimedia systems in Java. It includes a rich library and protocols for acquisition, processing, and delivery of time-based media data, complex class hierarchies and patterns, and it is adaptable by inheritance and method overriding. However, it is only partially applicable for the implementation of a typical video analysis workflow, since it does not include any building blocks for information extraction, and due to its complexity, it requires a long learning curve by average developers. In the same spirit, a more recent, open source alternative of JMF for Java is Freedom for Media in Java (FMJ) [19]. Both JMF and FMJ have been replaced by a JavaFX, which is simpler and a more general framework, in the sense that it includes an API for graphics, rendering, animation, etc. [20]. However, JavaFX still does not support the information extraction approaches required for video analysis. A representative framework, similar to JMF, for C++ is MET++ [21]. MET++ is based on the object-oriented application framework ET++ [22], which integrates user interface building blocks, basic data structures, and support for object input/output with high level system components.

Pygame [23], is another multimedia software development framework with focus on game programming. It provides graphical, audio and input functions that enable quick development of video games based on the Simple Direct media Layer (SDL) [24], which is a cross-platform development library designed to provide low level access to audio, keyboard, mouse, joystick, and graphics hardware. Pygame adopts a data-driven approach which achieves adaptation by object creation and setting of object properties, and it includes delegation mechanisms, such as object chaining. It is easier to learn than JMF; however, it is also insufficient for the implementation of a complete video analysis workflow.

Other object-oriented approaches to multimedia software development include Object-oriented Modeling of Multimedia Applications (OMMMA) [25], which mainly aims to the modeling of the structure and the dynamic behavior of multimedia systems, and the Multimedia Modeling Language (MML) [26], which is based on UML 2.0, and it enables the application of the paradigm of Model-Driven Development for multimedia applications. Software development frameworks have been proposed also in peripheral contexts, e.g., the C++ Library for Audio and Music (CLAM), which is an object-oriented framework for efficient and rapid development of cross-platform audio applications [27] [28], a framework for the development of mobile applications [29], a framework for the development of interactive digital television (IDTV) [30], and a framework for the development of multi-agent systems [31].

To the best of our knowledge none of the current frameworks explicitly addresses the development of video analysis software systems. In order to bridge this gap, we have designed and implemented the Java Video Analysis (JVA) framework, which is presented in this paper. JVA is an object-oriented, cross-platform framework, with an easy to use application programming interface (API) written entirely in Java. It enables the development of video analysis software systems in a standard, reusable, maintainable and extensible way. The JVA API provides the necessary abstraction for the implementation of various video acquisition, preprocessing, analysis and visualization methodologies, which can be based on external software libraries such as JavaCV, or other frameworks such as JMF, and be integrated under an easily tunable modular architecture.

The rest of this paper is organized in five sections. Section 2 describes the architecture of the proposed framework. Its utility for the development of a representative video analysis system is explained in Section 3. Details on the open-access availability of the framework and its modules are described in Section 4. Section 5 presents the results from its assessment in terms of software development efficiency. The last section summarizes the conclusions that can be derived from this study as well as future research directions.

2. Framework Architecture

The proposed framework consists of a set of four main abstract components suitable for the implementation of four respective independent modules, namely Image Data-Source (IDS), Image Processor (IP), Image Analyzer (IA) and Output Handler (OH). A high-level block diagram of the framework architecture is illustrated in Figure 2. Each module can be deployed as a standalone software using the core framework API. This modular plug-in architecture provides the systems being developed, with the necessary re-configurability for the implementation of a variety of video analysis tasks, without any modification of the framework’s core, whereas each plug-in can be manipulated independently. The parameters of the plug-ins can be configured through any key-value pair source, such as a text file, a database or even a web service. This provides easy access to system parameters for tuning and optimization, or for communication with external applications, including wrapper graphical user interfaces (GUIs).
Figure 2. A high-level block diagram of the proposed JVA framework. Image data source, image processor, image analyzer and output handler are four independent modules that can be implemented as plug-ins, by utilizing its main abstract components. Area policy, feature extractor and analyzer-visualizer represent peripheral plug-ins of image analyzer.

The implementation of the plug-ins can be supported by a GUI-enabled debugging utility, called JVA Workbench, which provides output and error logging capabilities, direct access to the parameters and visualization of the intermediate test results obtained during development time. This GUI consists of three main panels. The left panel displays the output of the IDS module, the central panel displays the output of the IP module, and the right panel displays the output of the IA module, which is handled by OH. It includes controls for navigation within the video, frame grabbing, parameter configuration, and error logging options. A snapshot of the JVA Workbench is illustrated in Figure 3. The left panel displays a video frame acquired from a video clip of the Acropolis; the central panel displays that frame after the application of a set of preprocessing operations that include cropping, scaling and color transformation; and the right panel displays the result of a clustering analysis process which implements the segmentation of the preprocessed video frame into areas of different color (the specific implementations of these JVA modules used are described in Section 3).

In the following paragraphs we provide details on the framework core and on the associated modules.

2.1. Framework Core

The core of the proposed framework consists of four packages of Java interfaces, as illustrated in Figure 4. These packages are interdependent and inseparable, forming a single library. The organization of the interfaces into packages is conceptual with respect to their functionality, mainly for presentation purposes.

Package com.snsp.infrastructure.core contains four interfaces, IConfiguration, IConfigurable, IFrameworkEventListener and IFrameworkContext. The IConfiguration interface enables access to the parameters of an implemented video analysis methodology through a key-value pair source. An implementation of the IConfigurable interface supports the consumption of instances of IConfiguration; thus it can provide access to the parameters of the whole video analysis system developed with the JVA framework. All the modules of the framework are inherited from the IConfigurable interface in order to enable property dependency injection of the IConfiguration object by the core framework. IFrameworkContext is implemented within the framework, in order to provide an observable interface for all the events that occur during video analysis. In order to be able to receive information about events that signify the beginning or the end of a process implemented in a module of the framework, e.g. an image processing operation, the system should include classes that are aware of such events (event listeners). Event listeners have to implement the IFrameworkEventListener interface and subscribe themselves to the IFrameworkContext implementation. They can act as interceptors of each process, being informed about the events happening, in the order of their subscription to IFrameworkContext. On each event, these listeners receive a reference to the source object in order to be able to manipulate it or just trace it. For example, such an event listener could be a logging interceptor that measures the execution time of an image processing operation, or an image processor, such as a noise-reduction filter, which is triggered by an event when specific criteria are met. IFrameworkEventListener defines six methods that are called once a respective event occurs: 1)
on Start: in the beginning of the whole video analysis process, 2) onNewImage: once a new image is provided by the IDS module, 3) afterImageProcessing: once the IP module finishes image processing, 4) afterImageAna-
**2.2. Framework Modules**

An IDS module implements `IImageDataSource` interface, which is intended for the image acquisition processes. Images can be acquired from any video file, visual sensor, local folder or remote image repository, and they are made available to the rest of the framework modules. `IImageDataSource` provides a convenient means to iterate through the input images by extending the native interface `java.lang.Iterable` with an image type. It extends the `IConfigurable` interface, to enable re-configurability of the module’s parameters; for example, the developer may define the video frame acquisition rate as a tunable parameter from a text file. This interface is extended by the interfaces of all other modules.

An IP module implements the `IImageProcessor` interface, which is intended for preprocessing of the input images, i.e., for their processing before they enter the analysis phase. Once the images are processed, they are made available to the rest of the modules. An IA module implements `IImageAnalyzer` interface, which is intended for the analysis of the acquired images. The main functionalities supported by JVA include image sampling, feature extraction, and visualization. Image sampling involves acquisition of sub-images from the input images, according to a specified sampling policy.

A sampling policy indicates a sequence of coordinates from which the sub-images should be extracted from an input image. Feature extraction involves estimation of representative values describing the content of the sub-image samples. IA may incorporate supervised or unsupervised machine-learning algorithms, image matching, retrieval or other image/video analysis methodologies. The developer can define the preferred image sampling policy, implement any image/video feature extraction methodology, and any algorithm for the visualization of the analysis results, by implementing IA along with its sub-modules which can also be integrated as independent plug-ins. These include: Area Policy (AP), which is intended for the definition of the policy to be followed during the image sampling process, Feature Extractor (FE), which is intended for the implementation of the feature extraction process, and the Analyzer-Visualizer (AV), which is intended for the implementation of both the analysis and visualization algorithms. Analysis and visualization are considered in a single module in order to preserve the independency between the three sub-modules of IA. The IA module plays a coordinating role for its sub-modules.
ImageAnalyzer extends IConfigurable interface for re-configurability purposes. The implementation lifecycle is handled by ImageAnalyzerPlugin interface. The same approach is followed by the interfaces IVisualizer, IAreaPolicy and IFeatureExtractor. The instances of IVisualizer, IAreaPolicy and IFeatureExtractor are provided to ImageAnalyzer through the framework core, and each one has its own lifecycle management.

An Output Handler (OH) module implements IOutputHandler interface, which is intended for image/video display and storage and also for possible transfers to remote destinations such as web servers and databases. The architecture of the core framework, provides the flexibility to have multiple instances of IOutputHandler implementations at the same time, and each of them is treated as an output observer which is informed whenever an output is available.

3. JVA System Development

In order to demonstrate the procedure for the development of a video analysis system with the JVA framework, we describe the implementation of a representative, well-known, methodology for segmentation of video frames based on data clustering, using publicly available software libraries.

Data clustering aims at the discovery of similarities between data so as to organize them into groups. By discovering similarities between sub-images sampled from a video frame it is possible to localize frame areas that correspond to different semantics; for example, in Figure 3 the rightmost image in the GUI displays the result of such an analysis where the displayed video frame is segmented into three semantic areas namely, “Sky”, “Acropolis” and “Border”, based on their color. The utility of such a methodology spans in a variety of applications based on image segmentation [32]. This methodology proceeds as illustrated on the left part of Figure 5. For each step the respective component of the JVA framework that should be implemented is indicated on the right part of the same figure.

Initially, a video frame is extracted from an input video file. This requires an IDS module implementation, i.e., an implementation of ImageDataSource interface, overriding only one method that sets up the image acquisition process, and an implementation of the standard Java interface Iterator, capable to iterate though the frames.

![Figure 5. Video frame segmentation implemented using the JVA framework. A flow chart of the methodology is illustrated on the left of the dividing line (the arrows indicate control flow), and the respective JVA implementation is illustrated on the right (the arrows indicate interaction between components as described in Figure 2).](image-url)
extracted from the input video. The extraction of the video frames from the input video is implemented into the iterator methods by exploiting the API of the Xuggler library.

A video frame extracted from the input video is represented in Red-Green-Blue (RGB) color space. However, due to the high correlation between the RGB color components, RGB is usually not preferred for color image segmentation. By transforming the pixel values from RGB to L*a*b* color space, whose components are approximately decorrelated to each other, it is possible to separate luminosity L* from the chromatic components a* and b*. In this way the different colors of an image will be more separable in the two-dimensional a*-b* space than in the three-dimensional RGB space [33]. Such a non-linear transformation of the pixel values is an image processing operation that should be implemented within the IP module of the JVA framework.

In order to analyze the contents of the input image, the processed image is sampled and decomposed into a set of sub-images by sampling (if the IP module is not implemented, the input image is directly analyzed). A well-known technique to obtain samples from the whole image is the raster scanning approach, where overlapping square samples are uniformly acquired from the whole image with a user-specified spatial frequency. Such a raster-scanning or any other sampling policy should be defined in the AP module of IA. This module accepts an image and an IConfiguration object, and its responsibility is to return to the framework core a list of areas in the form of IArea objects (Figure 4) through a respective accessor method. IArea is an interface that acts as a Data Transfer Object (DTO) with position and scale information about the sampled image area.

Considering that each image sample carries a significant amount of information on its pixels, focusing only on the color information contained in each of the sampled sub-images, requires that each area is represented by a set of features capable of discriminating color information. A simple approach is to calculate mean (a*, b*) vectors from each sub-image. This feature extraction process should be implemented in the FE module of IA. FE must implement two methods: a method for object initialization, and a method for the implementation of the calculations necessary for feature extraction from the list of areas provided in the form of IArea objects. FE should also include mutator and accessor methods for the IConfiguration object and the extracted features data. The necessary calculations for color feature extraction can be implemented by exploiting the API of the well-known ImageJ library [34].

The feature vectors extracted from the image by the FE module are passed to the AV module. AV includes two main methods: one performing the analysis and one for the visualization of the results in a new image. In the example system described in this section, image analysis is performed by data clustering of the feature vectors into K clusters. Clustering can be performed using the API of the well-known Weka library [35]. In the example illustrated in Figure 2, we have used the expectation maximization (EM) clustering algorithm [36] implemented in this library using three target clusters (K = 3). The clustering results can be visualized as a new segmented image. This can be implemented by assigning different colors to the sub-images sampled during the sampling process. The colors can be selected to depict the membership of each sub-image to a cluster. The resulting image will be like the one illustrated in the rightmost panel of the GUI illustrated in Figure 2.

The IA module coordinates the AP, FE and AV modules, whereas it also provides a state through the whole video analysis task, i.e., the same IA object can be reused for the analysis of each video frame until the stream of input video frames reaches its end. The interface implemented by the IA module defines mutator and accessor methods for property injection purposes to be utilized by the framework core in order to inject the AP, FE and AV modules into the IA object. The analysis process is initiated by calling a triggering method of that object. In case of supervised classification, the IA object also provides mutator and accessor methods for training data.

The last step in the development of a video analysis system using JVA is the construction of an OH module implementing the IOutputHandler interface. This module will be subscribed to the framework core as an output listener in order to handle the output display or storage of the system. Whenever an output image is ready, OH will iterate it through all the subscribers (IOutputHandler implementations) by an output handling method. Output display and storage can be implemented by exploiting the API of Xuggler library.

In all the afore-mentioned implementations, the parameters can be set so as to be externally configurable by an accessor method call to the IConfiguration object; for example, such parameters could include the path to a source input file, the sampling frequency, and the target number of clusters.

Once a system such as the one described in this section is implemented, its modules can be reused without any modification for other systems; for example, if one would like to implement an object detection algorithm the only module that would need to be revised is IA or only some of its sub-modules, such as the AV module. Therefore, by maintaining and enriching a collection of such reusable plug-in modules, a consequent reduction
in the system development times is expected. In order to support this approach a growing collection of modules is provided open-access, as described in the following section.

4. Open-Access Framework

The JVA framework is publicly available as open-access software and it can be downloaded from its website1. This website includes documentation and a growing repository of JVA module implementations. Currently the available implemented modules are representative and open-source. They can be used directly for the development of a simple video analysis system, such as the one described in the previous section or for the development of more complex systems such as systems for panoramic image construction from video frames [37] [38] and visual odometry [39]. The open-source implementations facilitate also as models for quick development of any other video analysis system, by example.

Currently available implementations of the IDS module include: a) FrameGrabber, for input from standard video files; b) LiveGrabber, for input directly from vision sensors; c) FileSystemImageDataSource, for input from a local or remote image repository. An implementation of IP module is available for color space transformations, image cropping etc. Implementations of the IA module and of its sub-modules (AP, FE, VA) are provided for image sampling according to the raster scanning policy, for color and Speeded Up Robust Features (SURF) [40] extraction (FEs), and for clustering and visualization as described in section 3 and in [37] [38].

Three implementations of OH are also available through the JVA website: a) a default implementation of which is capable of composing a video from its frames; b) LivePlayer, which can be used to display the output video to the screen, and c) DiskHandler, which comes along with LivePlayer and can be used to save the output video to the local storage.

5. Evaluation Methodology and Results

Considering that the proposed framework mainly aims to improve the efficiency of developing video analysis systems, we performed a set of experiments to assess this improvement with quantifiable metrics. The empirical evaluation methodology adopted and the results obtained are described in the following paragraphs.

5.1. Methodology

We organized a software development challenge. The objective of this challenge was the development of a video analysis system for automatic segmentation of video frames. For the purposes of this challenge, the software development was led with the eXtreme Programming methodology (XP), which is intended to improve software quality and responsiveness to changing user requirements [41]. In order to simulate such changes in the user requirements and investigate the efficiency of the JVA-based system development in this context, a two-phase hypothetical use case scenario was considered: a) in the first phase, the users would like to have a software that is able to segment the video frames into different areas according to their color content; b) in the second phase, the users included the requirement that the software should be able to identify the areas that correspond to the sky within the video frames; for example, this could be useful in a robot navigation situation [42].

The methodology to solve the problem posed in the first phase is the one described in Section 3, whereas the methodology to solve the problem posed in the second phase, requires that the unsupervised clustering algorithm be replaced by a supervised classification algorithm. Such an algorithm needs to be trained with a set of samples from frames of different videos accompanied with annotations that indicate which areas in the video frames represent or do not represent the sky. Therefore, the handling of the training data and the classifier training process need to be implemented as well.

Three groups of developers participated in this challenge. Group A consisted of ten of the best students of our computer engineering department that have taken courses on advanced object-oriented programming and digital image processing. Students are relatively close to the population of interest since they are the next generation of software professionals which can quickly adopt new usable tools and technologies [43] [44]. Group B, consisted of ten researchers having two to five years of experience in Java programming. We have included this group because researchers comprise a significant population of potential developers, considering the increasing interest of the scientific community in this topic (Figure 1) and the fact that there are still plenty of unresolved issues related to emerging video analysis applications, e.g., in the area of computer vision for robotics. Group C, con-

http://is-innovation.eu/jva
sisted of ten professional Java programmers with experience in the software industry. Table 1 summarizes the experience of all participants in Java programming, in terms of years and in Non-Commented Lines of Code (NCLOC) of their biggest project. The three groups were introduced to the APIs of ImageJ, Weka and Xuggler libraries in three four-hour hands-on seminars, one for each library. These seminars were focusing on functionalities that were necessary for the implementation of the described system, and aimed to provide the participants with common background knowledge on this topic.

The groups did not have any previous knowledge about the JVA framework. They were asked to develop the system initially with, and then without the framework. They were allowed to use the libraries to which they have been introduced, and the respective online documentation provided through the web. The participants were not allowed to copy code from one implementation to the other.

Since the scale of the project was small, some XP practices, such as pair programming, were omitted. The participants developed their own code individually, and used the Eclipse Integrated Development Environment (IDE) with the ActivitySensor plug-in installed, in order to monitor their activities during the software development process [45]. The completion of this process was split into two development cycles, one for each phase, and the intermediate releases were submitted to a Sub-Version Repository (SVN).

5.2. Results

The software development efficiency was assessed in terms of the effort spent by each programmer to develop the system. A simple but informative approach is to measure the absolute time required for the development. However, the total development time spent on programming can be divided into active and passive time. The active time is when a programmer types, and the passive time is when a programmer performs other activities concerning a project. If he knows what to do and which part of the source code is to be changed, the fraction of passive to total time is smaller [46]. We were able to capture both of these times with the use of the ActivitySensor Eclipse plug-in; considering that a switch from active to passive time happens after 15 seconds of a programmer’s inactivity (the threshold was proposed by the activity sensor authors). After 15 minutes of inactivity, the passive time counter is stopped until a programmer hits a key.

All participants managed to complete their project. The development times required for the completion of the project, either with or without the use of the JVA framework, were correlated with the programming experience of the participants in years. The overall time spent for the completion of the first cycle was higher than the time spent for the completion of the second cycle, regardless of the approach considered. This is reasonable since the task in the second cycle requires changes in a subset of the code written in first cycle, implementing a specific functionality of the target system.

The results obtained from the time measurements in the first and in the second development cycle are illustrated in Figure 6 and Figure 7, respectively.

It can be observed that during the first development cycle the use of the JVA framework resulted in a significant reduction of the software development time. This reduction across all participants is estimated to be 46.1% ± 5.9% on average, with a peak of 62% reduction achieved in the case of a professional developer with eight years of experience. The framework provides a generic scheme which has already resolved many of the design and implementation issues involved; for example, how to iterate through the video frames, communication between components, representation of feature vectors etc. Consequently, both the active and the passive times needed for development using the framework were shorter. Furthermore, it can be observed that the passive times obtained with the use of the framework for all participants, were in all cases shorter than 50% of the total cycle times of the participants (i.e., the passive times were shorter than the active times), although they included some time for the adaptation of the developers to the use of the libraries. Without the use of the framework, the

<table>
<thead>
<tr>
<th>Programming experience (years)</th>
<th>Group A: Students</th>
<th>Group B: Researchers</th>
<th>Group C: Professionals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>Programming experience (years)</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Size of biggest project (NCLOC)</td>
<td>500</td>
<td>1000</td>
<td>1500</td>
</tr>
</tbody>
</table>
D. K. Iakovidis, D. Diamantis

Figure 6. Average times per group, required for the development of the unsupervised video frame segmentation system during the first development cycle. (a) Using the JVA framework; (b) Without using the JVA framework.

Figure 7. Average times per group, required for the development of the supervised video frame segmentation system during the second development cycle. (a) Using the JVA framework; (b) Without using the JVA framework.

Passive time spent by the students and researchers exceeded 50% of the respective total cycle time, whereas this was not the case for the professionals. This can be justified by the fact that the latter ones, due their longer experience, coped with design and implementation issues of the software faster.

In the second development cycle all participants had already knowledge about the framework and its use, so they used this knowledge to change their source codes according to the user requirements of the second experimental phase. As in the first cycle, the use of the framework resulted in a significant reduction of the time required for the implementation of the changes, which is estimated to be $71.2\% \pm 8.7\%$ on average across all participants. The maximum reduction was approx. 80%. It was observed in two cases; in the case of a researcher and in the case of a professional with two and ten years of experience, respectively.

Passive times are generally larger than active times in the second cycle for students and researchers, either using or not using the framework. This could be attributed to the fact that the time needed for implementation of the changes was shorter than the time needed to think how to implement them. However, there are some interesting observations, which could provide additional clues in the interpretation of the results. The average active times obtained with and without the use of the framework are $1.6\% \pm 0.7\%$ and $6.5\% \pm 2.0\%$, respectively. This shows that using the framework, all users required significantly less effort to write and debug the code, with a rather small variance across developers of different skills.

It can also be observed that in the case of professionals the passive times were shorter than the active times. Since all participants had the same level of background knowledge about the use of the libraries, this implies that the longer times in the cases of students and researchers were mainly due to their shorter programming experience, especially on the substantial use of abstraction and inheritance, as confirmed by debriefing after the experiments. These concepts are usually more difficult for students to learn [47], and since the framework is composed of Java interfaces a good knowledge of such concepts is a prerequisite. The results obtained indicate that the framework can be learned faster by more advanced developers familiar with these concepts, and can result in very quick responses to changes in the user requirements.

A closer look at the resulting source codes indicate that the quicker response to changes with the use of the framework were mainly due to the modular architecture, which led the developers to make targeted changes mainly to the VA module. Although the systems developed were approximately similar in terms of functionality, there were observable differences between implementations done without the use of the JVA framework; for
example, the systems produced by seven of the non-professional developers without the framework were not able to handle large video clips, whereas there was a significantly higher (by 42%) variance in the time-performance of the video analysis software produced without the use of the framework.

6. Conclusions

We presented a novel open-access object-oriented framework, which unlike current frameworks it explicitly addresses, the development of video analysis systems. The proposed framework has a generic modular architecture that can be easily maintained, extended and adapted to changes of user requirements by incorporating different modules as independent plug-ins. It builds on well-established architectural and design patterns which make it easily and quickly adoptable by software developers. A default implementation of the framework is provided in Java, considering the market needs for cross-platform software systems.

The framework provides a default implementation that handles all the communication between its abstract modules. This way the developers can take advantage of these already implemented parts of a video analysis process, and will rarely need to override their default implementation, although the framework is capable to. As a result, the overall development time can be reduced.

Another advantage of the generic architecture of the proposed framework is that is easily modifiable for the analysis of other data types as well, e.g. documents in the context of text mining. However, what makes it particularly suitable for video analysis is that it inherently considers video frames as the main structural components of the input data, and the processing pipeline can be applied either globally or locally per video frame. This does not mean that processing is only serial. The `IOputHandler` and `ImageDataSource` interfaces can be implemented so that they enable looking-ahead and looking-behind from a current frame, which is necessary, for example, in the analysis of motion patterns across video frames.

Experimentation for video analysis e.g. testing different parameters for optimization, can be very time consuming as the length and the resolution of the video files increase. The JVA framework can reduce the effort required for experimentation by enabling external parameterization, e.g. through text files; thus significant time can be saved from repetitive code compilations. Furthermore, the same code could be externally reconfigured (without editing any source code) for different video analysis tasks; for example, by changing training data, parameters or even pre-compiled modules. Therefore, the time required for developing software systems based on the same principles can be significantly reduced, and the coding time could even be eliminated.

In order to further support quick system development, extensive documentation and a collection of open-access (and open-source) plug-in modules are available through the web. These modules can be used as examples for the developers to quickly understand the concepts of the framework and to develop other modules. The new modules can also be provided through the web, thus continuously extending the available video analysis functionalities.

We performed an empirical study on the use of the proposed framework by developers with different levels of experience. Main conclusions that can be derived include:

- The use of the framework can reduce the development effort and speed up the development process, especially after a first cycle of development.
- The software produced with the use of the framework exhibits more stable time performance.
- Considering the open-access availability of plug-in modules, the effort required for learning the framework, and developing a video analysis system is expected to be even smaller than the effort measured in our study.

Future work includes extension of the framework to be able to handle multiple independent modules of the same kind simultaneously, and adaptation to inherently support parallel video analysis. The collection of JVA framework modules will continue to increase with contributions not only from our research group, but also from developers worldwide, through the dedicated website, which will be serving as a public module repository.
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